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ABSTRACT

The authors have developed a method of evaluating data and the errors in

them with allowance for correlations between the partial errors of different

experiments. This method has been used to evaluate the values of o (235U),
a(235U) and a(239Pu) needed for establishing an evaluated nuclear data

library.

1. CONSIDERATION OF CORRELATIONS IN DETERMINING THE ERRORS IN EVALUATED DATA

In obtaining evaluated nuclear data it is important not only to have the

data but also to assign realistic errors to them, Such information will enable

us to evaluate the errors in calculated reactor functionals and — what is no

less important - to refine differential data by means of integral experiments.

However, one of the least thoroughly treated problems is that of

determining the errors in evaluated data and of specifically determining the

"yweights® of the experimental points used in the evaluation,

If different values of the measured quantities o, are obtained with

different degrees of accuracy, characterized by the root-mean-square error

Aoi, the most probable value is the weighted mean



However, the use of "weights" inversely proportional to the squares of the
errors in the experimental data is valid only if there are no correlations
between the errors. In fact, however, the errors in experimental data are often
strongly correlated because of the use of identical measurement methods, It is
obvious that the true error in evaluated data can be found only when detailed
infermation is available on the correlation properties of the errors from the
different experiments used in the evaluation, The method developed below is
based on the use of such information and on the general methods of mathematical

statistics [l].

Let there be N measurements of the gquantity %% (the unknown true value of
the quantity being measured) which are equal to oi (i =1 eue N). The result
of each individual measurement of 9, is a functional of some set of actually
measured quantities fik (k = 1y eeees M) with error Afik' where M is the total

nunber of parameters needed to obtain T; .

Then, confining ourselves to a linear approximation, we obtain
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The quantity s?;;“rik is part of the error in the i-th experiment,

due to uncertain knowledge of the k—th parameter being measured (denoted

below as ad,, ).

Let the evaluated value now be obtained by averaging the experimental

quantities taken with "weights" a? such that

Then
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Sumning Eqe (1l.1) in i, we obtain
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where Kikjm is a correlation coefficient determined by the relation
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Formula (1.4) gives the error in the evaluated value through the root-
mean-square deviation of the partial measurement errors, |A,:ji
the coefficient of correlation between these partial errors, Kikjm’ and the

"weights™ used in the evaluation, aiz.

It seems natural to use the dispersion of an evaluation as the criterion
of its acceptability, i.e. to require that evaluated quantities should have
minimum dispersion boundaries. It has been established [2] that under
sufficiently general conditions there is a lower dispersion boundary for
evaluations, PFor this purpose, the only requirement is that the function
should be doubly-differentiable with respect to the distribution parameter
being sought.,

We shall show that when correlations are totally absent, this method is
equivalent to the method of least squares with "weights" inversely proportional

to the square of the error,

In this case K, , Where o, is the four—dimensional Kronecker

ikjm = oikjm ikjm
symbol, and expression (1.,4) takes the form

and k?JA°1ﬂ2 =lAvﬂ2 is the RMS error of the i-th measurement,



Then
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can be found from the condition
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Let us now convert expression (1.6), taking out the first experiment,

to the form
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Differentiating Eqe. (1.8) with respect to aﬁ, n=1 e.e N (n#£1), we obtain
(N - 1) equations of the form
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Thus, in the absence of correlations between the errors of experiments, the

"weights" are inversely proportional to the square of the errors.

Let us consider that the total error can be so finely divided into partial

errors that K. .
ikjm

two different parameters required to obtain a cross—section do not correlate

= 0 for k % m, This assumption means that the errors in any

, we can rewrite formula (1.4)

with each other, Using the notation Kkij = Kikjk
as
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If correlations exist, the system in expression (1.7) becomes a system

of (N - 1) linear equations:
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Formula (1.9) gives the error in the evaluated value for an individual
point on the curve. We define the correlation coefficient for the errors of

any two evaluated points n and m as
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where the subscripts n and m denote the numbers of the points for which the
correlation coefficient is calcﬁlated, and & o and A(Jm are the errors

in the evaluated values at these points. They are defined as
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where a?m is the "weight" of the j~th experiment when it is used in the

evaluation at point m and &40, the k—th partial error of the j-th

Jjkm
experiment at point m, If we define the correlation coefficient as

“jkm'“:lkn
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and assume, as before, that errors of the same nature correlate and that the
partial errors of a given experiment are independent, then the coefficient
of correlation between the points of the cross-section energy dependence curve

will be defined by the expression
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Thus, the coefficient of correlation between the errors of two evaluated
points is expressed in terms of the values of the partial errors of the
experiments used in the evaluation, the "weights" which these experiments
were assigned in the evaluation and the correlation coefficients of the

partial errors at these points.

In the calculations the correlation coefficient Kkinjm was taken to be
independent of n and m, i.e. Kkinjm = Kkji’ In fact, if the correlation
coefficient for the partial errors depends on a point (for example, if some
parameter required for cross—section determination is measured differently at
different points), then we can formally assume that different studies are
involved, and the dependence of the correlation coefficient for different points

should be converted to one for different studies.

The algorithm described here was used in a computer program which employs
the partial errors and the correlations between them as a basis for determining,
by the iteration method, the "weights"™ of the experimental data which will
minimize the error in the evaluated value, the errors in the evaluated values

at different points and the coefficients of correlation between them,

The present method was used in evaluating the fission cross—section
of(235U) in the 0.1 keV-20 MeV region, a(23°U) in the 0.1-1000 keV region,
«(®3%Pu) in the 0.1-1000 keV region and of(239Pu) in the 0.1 keV-10 MeV
region, It has also been used to obtain correlation coefficient matrices for

correlations between the errors in group constants for o 235U), of(239pu)’

X
a(235U) and a(239Pu).
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2. EVALUATION OF THE FISSION CROSS-SECTION of (25°U) IN THE 0.1 keV—20 MeV
REGION WITH ALLOWANCE FOR CORRELATIONS BETWEEN THE ERRORS OF DIFFERENT
EXPERIMENTS
The results of a number of Of(235U) measurements have been published in

the last few years [3-5, 6, 7-13]. These studies differ from earlier work in

using more up—to-~date experimental procedures and in exhibiting smaller
experimental errors. On the whole the new data give lower values of of(235U)

than those considered valid earlier. It was therefore necessary to perform a

new evaluation of af(235U), taking into account both the earlier results and

the new ones. It was clear that special attention should be paid to the
magnitude of the evaluation error in addition to the evaluation itself, the
reason being that the errors of many experimental studies are quite strongly
correlated through the use of similar measurement methods and standards. In

the present study we therefore put forward the method described in the preceding

section, which can be used to carry out a detailed analysis of the correlations

between the errors in different experiments.

The Uf(235U) evaluation was carried out in two energy regions - one from
100 eV to 100 keV, where the experimental data show a structure in the cross-
section, and the other from 100 keV to 20 MeV, where the fission cross-—section

can be represented by a smooth curve,

The experimental data obtained in the thermal energy region must be
renormalized in a uniform manner. Errors due to shifting of the energy scale
and differences in energy resolution can be reduced to a minimum by normalizing
over a wide energy interval, The 100 eV-l keV region was chosen as such an

interval,

The evaluation of o'f(235U) in the region below 1 eV was carried out
recently by Leonard [14], who obtained of = 583,54 + l.7bat 0.,0253 eV,
This value agrees with that obtained by Lemmel [15]: Op = 583.5 + 1.3 b
at 0.0253 eV,

Deruytter and Wagemans [16] have suggested that the value of the fission
integral from 7,8 to 11 eV obtained by them be used for renormalization of
experimental data. Leonard!s analysis of these data [14] nas shown that there
is some systematic deviation of the data of Ref, [16] from the evaluated curve,
which may be due to a change in the analyser chamnel width in this region. It
may therefore not be advisable to normalize to these data alone, Fortumately,

a number of other measurements have been made in the thermal region, viz, the



data of Czirr and Sidhu [6], Gwin et al. [3], De Saussure et al. [17],

Bowman et al. [18], Shore and Sailor [19), Michaudon et al. [20] and

Van Shi-di et al. [21]. After renormalization of these data to o, = 583.5 1
at 0,0253 eV, the fission integral from 7.8 to 11 eV was calculated: as

the evaluated value Leonard [14] gives 241.24 3.6.75k»eV, which is the
weighted mean of the data of Deruytter and Wagemans [16], Czirr and Sidhu [6],
Gwin et al.[3] and De Saussure et al, [17]. The data of Bowman et al. [18]
were used with only a one-~third "weight" owing to the large deviation from
other data; those of Shore and Sailor were not used because they were obtained
only in the region up to 10 eV; and the reason for not using the data of
Michaudon et al. [20] and Van Shi-di et al. [21] lay in the substantial
difference in the shape of the curves and the systematic difference in the
thermal region. We used 241.24 b.eV as the value of the fission integral
from 7.8 to 11 eV for renormalizing data extending into the thermal region
(17, 6, 3, 7, 22].

In the 0.1-1.0 keV region there are five series of experimental data
which can be regarded as absolute data [17, 6, 3, T, 22]. After correction
of these data to the most recent value of the cross—sections for the 10B(n,a)
and 6Li(n,a) reactions [23] and renormalization in the 7.8~11 eV region, we
obtained a weighted mean value of 11 864 heV for the fission integral in the
0.1-1.0 keV region. The absolute data of Refs [24] and [25] need to be corrected
for the angular distribution of alpha-particles from the 6Li(n,a) reaction, the
correction being small at these energies. Consideration of the data of
Refs [24] and [25] in obtaining the weighted mean value of the fission integral
in the 0.1-1,0 keV region gave a value of 11883 + 446 b,eV. Allowing for the
error of renormalization in the eV region, the uncertainty in the most recent
experimental data [6, Ty 22] is ~ 3,8%., The relative experimental data
[20, 26, 27, 28, 21, 29, 5] were renormalized to the integral value of
11883 b.eV in the 0,1-1,0 keV region. The relative data of Refs [30, 4, 31]
were renormalized in the 10-30 keV region to the mean fission integral in this
region, 45 580 + 2280 ©b.eV, obtained from the absolute data of Gwin et al. [3]
and Czirr et al. [6].

In the 10-100 keV region the time—of-flight data of Gwin et al. [3] and
Czirr et al. [6] and also measurements at individual points [32-34] agree on
the whole to within 3.3%; in the 100-200 keV region the discrepancy goes up
to 6% (for example the data of Refs [30] and [8]), while in the 200 keV~1 MeV
region the bulk of the data [32-37, 8] are again in agreement to within + 3%,
except for the data of Refs [31] and [6]. The data of Czirr et al. [6] 1lie
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approximately 10% lower than those of Refs [35, 32, 8, 34]. A basic dis-
crepancy of the order + 5% is observed in the 250-300 keV region, where the
recently obtained data of Wasson [31] on hydrogen are lower than most other
measurements, There is also a disagreement in the 500-800 keV region both in
form and in absolute magnitude between the data of Kippeler [38] and most

other measurements,

In the energy region above 1 MeV the latest data [36, 37, 32, 8, 34, 33]
agree on the whole to within + 3%, although in the 1-1.3 MeV region the data
of Barton et al. [36] are 4% higher than those of Refs [32, 8, 34], while at
5¢4 MeV the data of White [33] are about 5% lower than the values of
Barton et al. [36] and Czirr et al, [37]. The last discrepancy may be due to
the fact that White did not make a correction for the angular distribution of
protons from the (n,p) reaction, which can amount to ~ 2%, In particular, the
ratio of the fission cross—sections at 14 MeV and 5.4 MeV measured by White is
in conflict with the data obtained in other relative measurements [12, 37Je
For this reason, in the evaluation the error of White's point at 5.4 MeV was

increased by 5%.

In analysing the total errors in experimental measurements of G the

following partial errors were distinguished:
k¥ = 1 - in the determination of the number of 235U nucleij;

k = 2 - in the extrapolation of the fragment spectrum to the zero

discrimination level;
k = 3 - due to absorption of fragments in the layer;

kX = 4 — due to scattering in the chamber walls, ihe backing of the

layer and the target structure;
k = 5 = due to neutron attenuation in air;
k = 6 - in neutron flux determination;
k = 7T - in the background of the experiment;
k = 8 - in the efficiency of fission recording;

k = 9 = in the geometric factor;
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k = 10 - in the cross-—section of hydrogen (standard);

k = 11 - statistical;

k = 12 — in normalization,

The above division of the total error into partial components was based
on the authors' own information concerning errors. Where such information was
wanting (mainly old studies), the division was made by analysing the

experimental method used and considering the errors inherent in that method.

Correlations were taken into account in the evaluvation of 09(235U) by
analysing the experimental methods included in the evaluation of the studies.

The following correlations between experiments were found,
k = 1 (Determination of the number of 235y nuclei)

In the study of Szabo (measurements in the 17 keV-~l MeV region) [35] and
that of White (40 keV-14 MeV region) [33] the same layer of 235U was used,
These studies therefore correlate fully. A later analysis of Szabo's [32]
differs from the papers mentioned above in that another layer was added to the
one used in them, Thus Refs [35] and [32] correlate partially., Szabo's data
in Ref. [8] do not differ at all in respect of this partial error from Ref. [35]
and thus correlate fully.

We use the following rules to compile the table of correlations:

(a) If two studies independently correlate in full with a third study,
then they fully correlate with each other, Consequently, Ref. [33]
correlates fully with Ref, [8] and this is not in conflict with
physical consideration of a given partial error. Partial correlations

between Ref, [32] and Refs [33, 32, 8] follow at once from the rule;

(v) If one study [35] correlates partially with another [32] and fully
with a third [33], then the second study [32] should also correlate
partially with the third [33].

The partial correlations between Ref, [12] and Refs [33, 10, 11] with
k = 0.3 were transferred to the given partial error from k = 12 (normalization
error). This is due to the fact that we normalized Ref, [12] to the weighted
mean from Refs [33, 10, 11], but these studies themselves have no partial error

in the normalization since they are "absolute", In a case like this it is
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sometimes necessary to take into account a correlation between partial errors,
Such an approach would greatly complicate our problem, however, especially
when the supplementary correlation is superimposed on one already taken into
account for a particular partial error., It is clearly impossible to treat

the correlations additively in such a case,

The model we use to take correlations into account presupposes, as we
have already said, that there are no correlations between partial errors, and
this is true in most cases, In those few cases where a correlation between
partial errors is introduced artificially (for example as a result of
normalization), it can be considered in the partial error which makes the
greatest contribution to the total error of the experiment. Such an approach
does not violate our model and enables us to take fuller account of the

existing correlations.
k = 2 (Extrapolation of the fragment spectrum to the zero discrimination level)

We may consider that in Refs [35, 33, 8] the error in the extrapolation
of the fragment spectrum to the zero discrimination level is fully correlated
because the same layer of material was used., Reference [35] in turn correlates
partially with Ref, [32] since in the latter another layer was added to the
one mentioned., The application of rule (b) thus requires that Ref. [32] should
be partially correlated with Refs [33] and [8].

k = 3 (Absorption of fragments in the layer)

As in the case of k = 2, Refs [35, 33, 8] are correlated fully and
Refs [35] and [32] partially.

k = 4 (Scattering in the chamber wall, the backing of the layer and the
target structure)

Szabo [35]) and White [33] used the same fission chamber, so these studies
are fully correlated. Available information indicates that Ref, [8] may also
have used the same chamber as Ref, [33], but since we do not have completely
reliable information on this point we ascribe a partial correlation to Refs [33]

and [8]. Thus Ref. [35] also partially correlated with Ref. [8].
k = 5 (Neutron attenuation in air)

No correlations were found in this partial error.
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k = 6 (Neutron flux determination)

References [21, 26, 20, 29, 3-5] correlate fully because in all the
experiments they describe a 1OB chamber was used to determine the neutron
flux. In Ref. [30] the neutron flux was determined simulianeously by means of
1OB and 6Li chambers, For this reason, all the above studies should correlzte

partially with Ref. [30].

In another group of studies [24, 25, 27, 6, 7] ®Li was used to determine
the neutron flux, and these studies therefore correlate fully with each other
and partially with Ref. [30]. We consider that the group of studies using 1OB

and the group using 6Li do not correlate with each other,

In a third group of studies [33, 31, 12] the neutron flux was determined
in relation to the scattering cross-section on hydrogen. All these studies
correlate fully with each other. Besides, in Ref, [35] the neutron flux was
determined not only by the recoil neutron method but by two others - by the
Mn bath and by the associated particle methods., As a result, Ref, [35]
correlates partially with Refs [33, 31, 12].

Studies [32] and [8] used identical methods of neutron flux determination
and consequently correlate fully. In these studies, two of the three methods
of neutron flux determination (the Mn bath and the associated particle methods)
gave results agreeing with the methods of Ref. [35]s For this reason, we may
consider that Ref, [35] correlates with Refs [32] and [8] with a factor

%6, 35, 32 = %6, 35, 8 = 0T+
k = 7 (background of the experiment)

No correlations,

k = 8 (Efficiency of fission recording)
No correlations were detected,

k = 9 (Uncertainty in the geometric factor)
No correlations were detected,

k = 10 (Cross—-section of hydrogen (standard))

In Refs [12, 31, 33, 35—39] the hydrogen cross—section was used as the
standard., All these studies correlate fully with each other,

k = 11 (Statistical error)

No correlations exist.
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k = 12 (Error in normalization)

We renormalized Refs [17, 3, 6, 7] to the fission integral in the
0.1-~1 keV region and at the thermal point. The normalization errors for
these studies correlate fully. References [24] and [25] are normalized to
the same fission integral, from O.1 to 1 keV, and therefore correlate fully.
The relative measurements of Refs [26, 20, 27, 21, 29, 5] were also normalized
1o the fission integral from O.1 to 1 keV and are therefore fully correlated.
Above 10 keV the data of Ref. [30] were renormalized to the data of Ref. [17]
in the 2-10 keV region. The data of Ref. [17] were in turn normalized to the
fission integral in the O.l-1 keV region., For this reason, Ref. [30] correlates
fully with all the above studies. References [4, 31] were renormalized to the
integral from 10 to 30 keV, which was obtained from Refs [3, 6]. Hence it follows
that Refs [4, 31] are ultimately also normalized to the integral from
0.l to 1 keV and at the thermal point. Finally, as a result of our
normalization Refs {3-7, 17, 20, 21, 24-27, 29-31] correlate fully with each other.
Besides, the study of Poenitz [34] correlates fully with that of Czirr et ale. [37]
since the latter was normalized to the data of Ref, [34].

As has been pointed out above (see k = 1), the correlations between Ref, [12]
and Refs [33, 10, 11] were transferred to k = 1. This correlation occurs
because we renormalized the data of Ref. [12] to the weighted mean from
Refs [10, 11, 33]. The correlation in question, K12’ 33, 12 = K12, 10, 12 =
K12 11, 12 = 0.3y can also be left in k = 12 since the normalization error
’ 1

is zero for the "absolute" studies [10, 11, 33].

Table 2,1 gives optimized "weights"™ calculated by the computer program
for cases of no correlation (K = 0); that is, the "weights" are inversely
proportional to the square of the total error in the experiment, to the ascribed
correlation according to (K) as above, and to the full correlation (K = 1)
between the partial errors of the experiments for all energy intervals considered.
These optimized "weighis" for the different experiments were obtained by solving

the system of equations in expression (1.7).

It will be seen from Table 2,1 that, as a result of analysis of the partial
errors of the experimenis and their correlations in the 0O.1-1 keV region, the
"weight" of the experimental data of De Saussure et al. [17], Czirr et al [6],
Wasson [ 7] and partially of the data of Gwin et al. [3] (in the 0.6-1.0 keV region)
has been increased and the "weight"™ of the data of Blons [26], Perez et al.[29]



and Michaudon et al.[20] has been reduced because they must be regarded as
relative data strongly correlated with other data, In the 1-30 keV region
the weight of the same data of De Saussure et al [17], Gwin et al. [3],
Wasson [7] and Gwin et al [6] was raised and the weight of the data of
Refs [20, 26, 29] and Gaither [4] was lowered.

In the region above 30 keV the "weight" of the time-~of-flight measurements
is reduced, particularly the data of Gwin et al. [3] and Gaither [4], while the
weight of the data of Szabo et al,. [32], White [33], Poenitz [34] and the
absolute data of Davis et al, [9] is increased. The data of Szabo et ale. [35]
wndergo a sharp decrease in "weight" because of their strong correlation with
Refs [32] and [33] and for all practical purposes need not be used in the
evaluation, It would be very difficult however to confirm this before performing
the calculations and even more to ignore them in the evaluation since the data

are fairly accurate despite their correlation with several other studies,

In the 350-750 keV region the evaluated curve is determined by the data
of Szabo et al. [32], White [33] and Poenitz [34], which are assigned
approximately equal weights. In the region above 750 keV the "weights" of the
experimental data from Refs [9, 32-34, 36] remained practically unchanged.,

Tables 2,2~2.4 give coefficients of correlation between the energy intervals
Bnm calculated by formula (1,11) for cases of no correlation between errors,

ascribed correlations and full correlations.,

Table 2,5 presents the values of Of(235U) evaluated by the above method
and the evaluation errors, with and without allowance for correlations, for
the optimal "weights", The errors in the evaluated curve given for energies

above 30 keV represent the mean for the correlation intervals given in Table 2,2.

As will be seen from Table 2,5, the magnitude of the error depends quite
strongly on the degree of correlation., Thus, the errors in an evaluated value
obtained with allowance for correlations in the region up to 30 keV, are

approximately twice as large as those obtained without allowance for correlations,

If one uses non—optimized "weights" -~ quantities inversely proportional
1o the error squares — the error in the evaluated value of Of(235U) is 10% higher
on average than the errors indicated in Table 2.5 for the case of ascribed
correlations (K) in the region up to 100 keV and 5% higher on average in the
region up to 14 MeV.
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The errors quoted in Table 2.5 for the evaluated value of Qf(235U) with
allowance for correlations in the energy region below 30 keV are 3—4%, and

this figure may be regarded as the attained accuracy.

In the energy region above 30 keV the chosen energy intervals are too
wide; as a result a large number of studies are evaluated in each interval,
and this may lead to an incorrect evaluation of the error owing to non-uniform
distribution of the experimental points of individual studies within the
interval. For this reason, the errors above 30 keV indicated in Table 2.5
are merely illustrative in character, Analysis of the errors of experimental
data in this region and the degree of agreement of the data suggest that in the
30 keV-15 MeV region the attained accuracy may be + 3%.

Comparison of the evaluated data of the present study with the ENDF/B-V
data [40] shows that they agree to within 1-3% in the 0.1 keV-15 MeV region.

In future measurements it will be necessary to devote attention fo the
0,250, 7 MeV and 14-20 MeV regions in order to resolve the discrepancies in
experimental data existing in those regions and also to bring out the structure
in the region above 100 keV, It may prove worth whileto carry out experiments
with lower accuracy if they clearly do not correlate with other existing
experiments, Calculations by the method described in Section 1 can be of help
in the planning of new experiments as a means of finding the optimum methods
of measuring particular parameters, so that the evaluated error obtained from
the aggregate of all existing work plus the plammed experiment is kept to a

minimum,

3. EVALUATION OF a(235U) IN THE 0,1-1000 keV REGION WITH ALLOWANCE FOR
CORRELATIONS BETWEEN THE ERRORS OF DIFFERENT EXPERIMENTS

Existing measurements of a(235U) [3, 17, 29, 41—54] show poor agreement

with each other, differing in some cases by a factor of 1l.5.
Experimental disagreement may be due to the following cases:
(a) Not all the experiments have been normalized consistently;
(b) Errors in some experiments have not been fully evaluated;

(¢c) Errors exist in the experimental methods of measurement,



~ 16 -

Essentially all the available measurements of a in the region below 20 keV
are relative since the instrument constants are determined by normalization to
"reference" parameters; the quantities which serve as reference parameters are
g1 9, and a in the thermal region [3, 21, 52],
the fission and capture integrals in various energy regions [29, 42] and « at
30 keV [50, 51]. In Refs [46-49] an absolute measurement of a was performed by

a for the resolved resonances [44], c

means of a scintillation tank with cadmium or gadolinium, and this made it
possible to renormalize the data of Bandl et al, [50] and Vorotnikov et al, [51]
at 30 + 10 keV to a weighted mean value of a (0,372 + 0.035).

It is difficult to evaluate how real the errors indicated by the authors
are. In some energy intervals the scatter between the data is greater than the

experimental errors cited by the authors,

A measurement of a consists in measuring the number of fissions Nf and the
number of captures Nye The signal-to-background ratio is higher for Nf than for
Ny’ which means that wmcertainties in the NY background cause larger errors in
background. Values of ©

a than uncertainties in the N can be obtained from

the measurements of Nf, and, :ince the background is smill, the results of
different experiments should be in good agreement. If any experiment is at
variance with the general trend in T ey this suggests that there may be errors
in the background measurement which will also probably affect the measurement
of Nf.
Such a comparison of the values of Op for 235U does not, however, serve

the puwrpose, because only in four experiments [31 17, 21, 29] do the authors
give O values which are on the whole in satisfactory agreement with each other
and with the results of other authors. 1In Refs [41, 43, 44] no o, values are
given, In Refs [50, 51] no direct measurements of o, were performed (Nf was
measured for a thick sample in Ref. [50]). Besides, the results of some
experiments, for example those of Kurov et al. [44], have very poor sensitivity
to the "of criterion"® but are on the other hand highly sensitive to scattered

neutrons,

Thus O measurement results would appear to give us no justification for

reducing the "weight' of the experimental data under consideration.

A comparison of experimental methods of measuring a(235U) indicates, first
of all, that they have different sensitivities (number of instrument constants).
The most sensitive methods are those used by Muradyan et al. [43], Kurov et al. [44]
and Van Shi-di et al, [21]; less sensitive is the method of De Saussure et al. [17]
and Perez et al. [29]; and the methods used by Czirr and Lindsey L41],
Bandl et al. [50] and Vorotnikov et al. [51] have the lowest sensitivity.
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It will re reasonable to analyse pogsible syslematic errors in the
different experiments with respect to four tors -~ the operation of

tac
gamma~ray and fission detectors, background determination and energy resolution,

Gamma~-ray detectors should he insensitive to changes in the spectrum of
capture and Tission gamma~rays and 1o the total fission gamma energy. Czirr
and Lindsey used & modified Moxon-Rae detector with a very low ratic of fission
efficiencies to cepture efficiencies Ef/EY equal to 0,86 (expected value
~ 1,0-1,3). The Moxon—Rae detectors used have a scatter of the Sf/EY ratios
from Ce8 to 145, Since it is not known which value is correct, and since these
total energy detectors may be sensitive to changes in the fission and capture
gamma spectra as the recording threshold is raised, the weight of the

experimental data of Czirr and Lindsey was reduced by adding a 5% error

(quadratically),

The liguid scintillators used in Refs [17, 21, 29, 44] are normally more
sensitive to changes in the capture gamma spectrum than the Moxon-Rae detectors;
consegquently, in the experiment of Kurov et al, [44], which relied on coincidences
between the two halves of the detectors, the efficiency of the detector system
may not be constant throughout the neutron enerzy region under siudy. In the
experiments of Muradyan et al, and Vorotnikov et al, there may also be some

sensitivity to changes in the spectrum of capture and fission gamma-~rays.

The metheds used for recording fission events Nf are imperfect as regards
possible gensitivity to changes in the characteristics of the fission process
as a function of incident neutron energy. However, the errors due to this
effect are evidently not significant at energies below 30 keV. These changes
in the fission process can be associated with a growth of p~interactions (at
5 keV ~ 25% of the fissions are due to p-neutrons), In principle there may
be an additional error in experiments where the value of a depends on v if v
varies as a funciion of the compound nucleus spine. This applies to the
experiments of Czirr and Lindsey, Kurov et al., Van Shi-di et al., Bandl et al.
ané. Vorotnikov et al., An additional 3% uncertainty was introduced owing to this

o 1
effect,
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There may be errors connected with the effects of self-shielding and
multiple scattering, Gwin et al. have shown that a sample with a
thickness of ~ 5,9 x 10_4 atoms/b gives a ~ 2% error in the average cross-—
section in the resonance region owing to multiple scattering., In the
experiments of Refs [17, 21, 41, 43, 44] the samples were thinner than
the sample of Gwin, so that the effects considered are insignificant.

In Ref. [29], corrections have been made for these effects,

The most serious error in the measurement of a is associated with the
determination of background, In order to analyse the background, we need
to know the components which are time-dependent and those which are not
time-dependent and also the rate of change of the background., Unfortunately,

such information was not available on every experiment,

If the background was determined with resonance filters, measurements
at energies above that of the filter are obviously unreliable and should
be assigned a lower "weight', For this reason, the measurements of Czirr
and Lindsey [41] in the region above 3 keV should be assigned a lower
"weight" (the background was not measured above 2.8 keV)., In the experiment
of Muradyan et al. [43] it was difficult to measure the background,

especially in the region above 900 eV, and the N, count was fairly low;

Y
so their results were also assigned a lower "weight",

In the experiments of Kurov et al. [44] and Van Shi-di et al. [21]
we find high sensitivity to scattered neutrons, so that these data, too,

have to be given a lower weight.

In the experiments of Bandl et al, and Vorotnikov et al. the largest
errors in background determination occur in the region below 15 keV; in

this region the authors cite large errors, which we did not alter,
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Errors may occur in an experiment if delayed fission gamma rays are
recorded as capture events, At energies below 30 keV these gamma rays
can initroduce an error of the order of + 0.02 or less into the value of a

[55]. This systematic error was considered by us in all experiments,

The value of a is given as the average over intervals of 100 eV in
the region below 1 keV, over intervals of 1 keV in the 1-10 keV region
and over intervals of 5 keV or more in the region above 10 keV, Since
there is a structure in a, the energy resolution is important, The minimum
number of resolution widths which fit into the averaging intervals should
evidently be two (then ~ 12% of the reactions are caused by neutrons of a
different energy). Therefore, the measurements of Czirr and Lindsey in the
region above 5 keV were assigned a lower "weight" (at 5 keV 4 E 2 5 keV);
the same thing applies to the measurements of Kurov et al,
(at 5 keV & E = 0.59 keV), Van Shi—di et al, (at 5 keV 2o E = 0,4 keV),
Bandl et al. in the region above 8 keV (at 8 keV4 E = 0.4 keV), and
Vorotnikov et al, in the region above 10 keV (at 10 keV &4 E = 0.59 keV)

The same procedure was adopted for the evaluation of a(235U) as for
Gf(235U), i.e. a table was compiled for the partial errors of all a measurement
experiments, correlations between the partial errors of the different
experiments were brought to light, and a computer program was used to
calculate optimum "weights" for the individual experiments which would

minimize the error in the evaluated data by allowing for correlations.

Analysis of the methods and errors of the experiments revealed various

correlations between their partial errors.

As regards k = 1 (energy-dependent background), the studies of Gwin
et al. [3] and Perez et al, [29] were carried out on the same ORELA
accelerator and may be arrelated partially with respect to background.
Similarly, a partial correlation should exist between the studies of Kurov
et al. [44] and Van Shi-di et al. [21], since they performed their

a measurements on a pulsed fast reactor,
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For k = 2 (energy~dependent statistical errors) there are no

correlations.

For k = 3 (error in normalization) the following correlations exist.,
The study of Gwin et al. [3] (normalized in the thermal energy region)
correlates fully with studies [21] (normalization to a and Op at 2200 m/s
in the thermal energy region), and [50] and [51] (both renormalized to the
weighted mean & ean at 30 + 10 keV obtained with consideration of the data
of Refs [3, 46—49]). The last-mentioned studies should correlate fully
with each other and with Refs [21, 44, 50, 51], since the weighted mean
a used for normalization in other studies was obtained from them,
References [3] and [44] correlate fully through Ref, [21] (the results of

Ref, [44] are normalized in resonances for a obtained in Ref. [21]).

The experiment of De Saussure et al, Ll?] correlatesfully with studies
[29] (its results are normalized in the 100-200 eV region to the results
of Ref. [17]), L41](which used a in the 11.45-12.0 eV region taken trom
Ref. [3]) and [42] (where « measurements were normalized in the 200-1000 eV
region to the data of Ref. [29]). In Ref. [44], the authors normalize the
results to the value of a for 14 235U resonances without however indicating
from where these data were taken, It may be assumed that they were taken
either from Ref, [17] or, more probably, Ref, [21], Therefore K10, 21 . 1,

and in the case of Refs [17] and [44] a partial correlation is assumed,

Reference [52] should correlate fully with Refs [3] and L41] since we
know that the value of a in the thermal region was used for calibration in
Ref, [52J. There is however no specific information on the sources from
where % e rm is taken, so that we have to ascribe only a partial correlation
to these studies and to Refs [21] and [52].

or k = 4 (uncertainty in the relative neutron flux) studies [3, 17, 29,
41, 44, 46, 48, 49, 51] correlate fully with each other since all of them
used a 10B chamber for monitoring the neutron flux, Studies [3, 21, 42,

47] are correlated partially since Refs [42, 44, 47] do not mention the
method of flux monitoring, and it can only be assumed that a 1OB counter
was used as monitor., The experiments of Refs [3] and [43] are correlated

partially since the latter used three counters — two with 108 and one with

Nal, Study [50] used a 6Li counter and does not therefore correlate with
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any other study. As gold foils were employed in Ref, [45J, it does not
correlate with other studies either, In Ref. [52] a lead spectrometer

was used, so there is no correlation with other studies,

For k = 5 (determination of the efficiency of the detector system),
studies [17] and [29] correlate fully since the efficiency of the fission
chamber was determined by fitting the data of Ref, [29] to those of
Ref. [17] with respect to OY in the 24-60 eV region. The efficiency of
the tank for recording caputre, € y? was determined by normalizing the data
of Ref. [29] to those of Ref. [17] with respect to the capture integral
in the 100-200 eV region, and the efficiency of the tank for recording

fission events, € was obtained from the data of Ref, [17] based on the

]
fission integral in the 100-200 eV region, The fact that efficiency was
determined in Ref, [29] from the results of Ref, [17] has already been
taken into account in our consideration of k = 3, References [46~49]
correlate with each other since they used extrapolation of the pulsc
spectrum to zero, 1f we take into account that the magnitude of the
extrapolation error depends little on the dimensions of the tank, which is
the same only in Ref's [46] and [48], these studies can be regarded as
fully correlated, Besides, the normalization errcr in studizs [50, 51]
includes the error in determining the efficiency of the detector system.
Correlations between studies [46-51] are taken into consideration for
k = 3, but this is ¢f 1ittle help because for k = 3 the magnitude of the
error is given only in studies [50] and [51]. Accordingly it is better
to assume full correlation between studies [46—51] for partial error k = 5,
transferring the nomalization error from k = 3 10 k = 5 in advance and not

attempting to assign a separate normalization error to studies [50] and [51].

The normalization error in Ref, [52] also includes the error in
efficiency determination, since the recording efficiency of the detector
system was determined in the experiment by means of calibration to the kmown
value of aipo,pmi but in this case, although a partial error for k =5
cannot be separated out, it is not logical to transfer the error from
k = 3 because study [52] correlates for k = 3 with studies L17, 21, 41 |
and for all these studies both the normmalization error and the error of
efficiency determination are indicated. If the nomalization error of

Ref, [52] were divided arbitrarily, correlation could be assumed for both
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k =3 and k = 5 (as in the case of Refs [17] and [29]). But in view of the
lack of information we do not perform such a division and therefore leave
the error in k = 3; thus for k = 5 Ref, [52] does not correlate with any

other studies.

Fork = 6 (the probability that a fission event will not be accompanied
by the recording of fission neutrons), partial errors are found only in
Refs [46-49]. References [46] and [48] are fully correlated since both

used the same scintillation tank,

Fork = 7 (uncer'taintyineY due to changes in the gamma-ray spectrum),
Ref, [3] correlates fully with all experiments which used the same or a
similar large liquid scintillation tank, i.e. Refs [3, 17, 29, 41, 21, 44,
46-49] correlate fully with each other,

For k = 8 (error in V leading to an uncertainty in a) three studies

[41, 50, 51] are correlated with each other.

For k =9 (error in the background due to delayed fission gamma-rays)

it was considered that all experiments were correlated with each other,

For k = 10 (uncertainty in the weight of the sample and in the

corrections for self-absorption in the 1ayer) no correlations were found,

For k = 11 (uncertainty in corrections for impurity in the sample)
Refs [46] and [48] correlate fully because they used the same sample having

the same isotopic composition,

For k = 12 (neutron scattering in the sample and in the detector walls)
Refs [17] and [29] correlate fully since they used the same method of making

corrections for neutron scattering,
For k = 13 (energy resolution) no correlations were found,

Table 3,1 gives calculated "weights" for the a(235U) values measured
in each experiment in the cases of no correlations (K = 0), ascribed
correlations (K) and full correlations (K = 1) between the errors of all
studies for each energy interval. It will be seen that the analysis of
partial errors in the experiments and consideration of the correlations
between them increased the "weight" of the experimental data of Gwin et al,

over almost the entire measured energy region from 0,1 to 100 keV and that
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of the data of De Saussure et al, [17] in the 0.,1-3 keV region as the

most accurate and independent measurements in this region. Also reliable

are the results of Poletaev [49], the weight of which was increased in the
40-400 keV region. There was a decrease in the "weight" of the data of
Perez et al. [29] in the 0,1-3 keV regicn (since they are relative data
normalized to Ref, [17] and are therefore highly correlated with the 1atter),
the data of Czirr et al, [41] in the 0,1-3.0 keV region owing to correlation
with other studies in respect of nomalization and neutron flux measurement,
and also the data of Kurov et al. [44] and Van Shi-di et al. [21] in the
0.1-30,0 keV region as having large experimental errors and being strongly

correlated in respect of a number of partial errors with other measurements.

The evaluated values of a(235U) and the errors Aaev in each energy
interval for the cases of nc correlation and ascribed and full correlations
are given in Table 3,2, The values of a(235U) are in fact only wvery slightly
dependent on the degree of correlation, the difference between the no
correlation and full correlation cases amounting to no more than 3-5%.
However, the size of the errors in the evaluated values of a changes very
strongly — by a factor of 1,5-2, Thus, if correlations between the errors
in experimental data are neglected, the error in a in the region up to
100 keV equals 3-5% and increases to 5-8.5% if the correlations described
above exist., In the ~ 1 MeV energy region this difference between the errors
is smoothed out owing to the small number of measurements and the very

slight degree of correlation between them.

The above results on errors in a were obtained with optimized "weights", i,e.
"weights which minimize the error in the evaluated value., Comparison of the cases
of optimized and non-optimized weights (i.e. weights inversely proportional
to the squares of the errors) shows that the errorsAaev coincide in the
absence of correlation, as would be expected; in the case of the correlaiions
ascribed by us the errors do not differ significantly (1-7%), but in the
case of full correlation the difference is 20-30%. Therefore, in a real
situation, if one is performing an evaluation with experiments that are
correlated not fully but partially, one must first take into account
correlations between the partial errors of the experiments and apply "weights"
vhich allow for these correlations, For limited correlations, the “weights"

themselves can be taken without optimization.
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4. EVALUATION OF a(239Pu) IN THE 0.1-1000 keV REGION WITH ALLOWANCE
FOR CORRELATIONS BETWEEN THE ERRORS OF DIFFERENT EXPERIMENTS
During the last few years a number of experiments have been performed

to measure a(239Pu) and our knowledge of the value of a has considerably

improved [3, 41, 44, 46, 47, 49, 50, 54, 56-67]. All these measurements
differ in point of experimental technique and normalization procedure.

The reference values used were the values of a for a number of well-

resolved rescnances [44, 58, 61, 67], the values of the fission and

absorption cross-sections in the 0,05~0.4 eV region [3, 56], and values
of a for themal neutrons [59, 64, 66] and at 30 keV [50, 65]. In some
studies part of the instrument constants were measured experimentally

[46, 47, 49, 54, 62].

In normalizing the measurements it is necessary to take into account
the dependence of the detector system efficiency on neutron energy. The
gamma ray detectors used in the experiments should not be sensitive to
changes in the spectra of capture and fission gamma rays or to the total
fission gamma energy. There may be doubts on this point about experiments
employing Nal and stilbene crystals of small volume [50, 59, 65, 67] and
in cases where large liquid scintillators are used in the coincidence
regime [28, 44]. Certain apprehensions arise also about independence
from total gamma ray energy when Moxon-Rae type detectors are used [41,
58, 61] because in three different experiments they have different efficiency

ratios for fission and capture.

The method of recording fission is not perfect since it can be sensitive
to possible changes in the characteristics of the fission process as a
function of incident neutron energy. Thus, the fission chamber may he
sensitive to changes in the angular distributions of fission fragments in
the energy range where p-interactions are important. However, the errors

due to this effect are generally insignificant at energies below 30 keV,

In experiments where fission events are recorded on the basis of
fission neutrons [41, 44, 46, 41, 49, 54, 58-60, 62], there may be sensitivity
to changes in v with incident neutron energy, which will be greatest if small-
volume detectors are used [41, 58, 59, 65-67], as is noted in Ref, [68],
where the efficiency of recording fission is proportional to v and variations

in vy have a direct influence on the a measurement result,
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Generally speaking, serious errors are possible in cross-section
measurements owing to self-—absorption and to multiple scattering effects.
All the a measurements except those of Farrell et al. [61] and Kurov et al.
[44] employed a single sample, which had an acceptable thickness
(~ 1073 atom/b). Farrell et al, made a correction for self-shielding
whereas Kurov et al. did not make any such corrections in the region above
100 eV; consequently the "weight" of these latter measurements has to be

reduced.

The most serious errors in a determination are those associated with
background measurement, It is especially difficult to determine a back-
ground which varies as a function of the time of flight., The generally
accepted method of background measurement with the help of black resonance
filters does not give a sufficiently reliable measurement of a variable
background, Some comments may be made on the determination of the "weightg'
of experiments in relation to a particular method of background measurement.
Extrapolation of the measured background to an energy twice that of the
filter is probably satisfactory, but at higher energies the measurements
should be given a lower "weight"., Accordingly, the measurements of
Czirr et al. [41] and Belyaev et al. [59] were assigned a lower "weight"
at energies above 6 keV, In the experiment of Schomberg et al, [58] in
the 0,8-5,0 keV region large errors were observed in the determination of
background, and therefore we ascribed a lower "weight" to these measurements

in this energy region,

The data of Farrell et al, [61] in the region above 10 keV should also
be considered to have a lower "weight" hecause the errors due to subtraction
of the large fission background are high and, besides, the experiment had
an additional background due to the aluminium container of the sample at

higher energies,

Aditional errors may occur in the experiment if delayed fission gamma
rays are recorded as capture events., Walton and Sund [69] have shown that
in the case of 239Pu, isomers with half-lives of 3 to 80 ps are produced
in 3.2% of fission events, The total energy of the gamma rays generated
during isomer decay is lower than 2 MeV, It would seem that the most
serious influence these isomers have is on the formation (at high energies)

of a time—dependent background in the gamma~ray detector. According to our
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evaluations, an error in a equal to or lower than + 0.02 will be caused by
delayed gamma rays at neutron energies below 30 keV., This effect should
be carefully investigated in the high-accuracy measurements of a which are

to be performed,

Consideration of the difference in energy resolution in the different
experiments leads to a reduction in the "weight" of the results of
Belyaev et al. [59], Kurov et al. [44] (220 ns/m) in the region from
400 eV to 1 keV and above 2 keV and Ryabov et al, [28], and Czirr et al,
[41] from 5 to 10 keV,

In determining the "weights" of experimental data for the evaluation
of a, a 5% error was added quadratically for each case commented on above —
a procedure which in general changed the "weight" of the experiment only
slightly. Analysis of the experimental methods and errors revealed a
number of correlations, The total experimental error in a was divided into

13 independent partial errors.

Fork =1 (energy—dependent background), the experiments of Gwin et al.
[3] and Weston and Todd [57] can be partially correlated since they were
performed on the same accelerator, which may be the source of an energy-
dependent background. For the same reason, the data of Belyaev et al, (591,
Bolotskij et al. [60,67] Ryabov et al. [ 28] and Kurov et al, [44] are also

correlated with respect to background with a coefficient of 0.5.

For k = 2 (statistical errors), there are no correlations.

For k = 3 (error in nommalization), the data of Gwin et al, [56]
correlate with those of Refs [3, 57] (normalization in the thermal region),
[58] (nomalization to Ref. [56]), [41] (normalization using a at the
thermal point), [60] (normalization to a values in resonances in the energy
region below 50 eV obtained in Refs [28, 44, 56, 58, 59, 63]), L44]
(normalization to a values in msonances obtained in Refs [ 28, 56, 57]),
[28] (nommalization to the same values of a as in Ref, [44]) and [63]
(normalization to the a values in resonances obtained in Refs [44, 56,
58-60]). There is partial correlation for the data of Refs [56] and [59]
(normalization to the thermal value of a obtained from the value of
measured in Ref, [59] and the value of v at the thermal point) and Refs [56]

and [61] (normalization to eight wide 0t-resonances without indicaticn of



sources)., The reiative data of Bandl et al, [50] are correlated with the
data of Refs [46, 47, 49] since we renormalized them to the weighted mean
value of a at 30 + 10 keV (0,318 + 0.033) obtained from these studies,
However, vecause of the absence of a partial error for k = 3 in Refs [46,
a7, 49], it is more correct to transfer this correlation to k = 9
(determination of the efficiency of the detector system)., Bverything that
has been said about Ref, [50] also applies to the work of Vorotnikov et al,
[65]. For this reason, full correiation between Refs [50] and [65] is

considerad for Kk = 9 ag well,

For k = 4 (background due to delayd fission gamma rays), we consider

that the errcr is fully correlated in all experiments.

For k = 5 (uncertainty in the relative neutron flux), the data of
Refs [ 3, 56, 57) are correlated fully through the cross-section of the
1OB(n,a) reaction, The data of Refs [50, 58, 61] are correlated fully

through the cross-section of the 6Li(n,a) reaction,

For k = 6 (neutron scattering in the sample and in the detector walls),
the data of Refs [3] and [56] corrvelate fully since both studies used the
same large liquid scintillator, References [59, 60, 67] can be correlated

because they employed the same procedure and apparently the same apparatus,

For k = 7 (uncertainty in detector efficiency due to possible changes
in the gamma-ray spectrum), we consider the error to be fully correlated

in all experiments,

For k = 8 (error in vy leading to an uncertainty in a), Refs [ 28, 41,
50, 57-60, 65, 67] are correlated fully.

For k = 9 (uncertainty in the efficiency of the detector system),
Refs [ 3] and [56] use the same liquid scintillator and so correlate fully.
References [46, a7, 49] contain the same error component due to uncertainty
in the extrapolation of pulse distributions to the zero threshold and

therefore correlate mrtially.

For k = 10 (change in the efficiency of the detector system with time),
Refs [3] and [56] correlate fully as they use the same scintillation tank,

For k = 11 (uncertainty in the correction for impurities in the sample),
k = 12 (probability that a fission event is not accompanied by the recording
of fission neutrons) and k = 13 (energy resolution), no correlations were

found,
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The scheme described in Section 1 was used to calculate optimum
"weights" to be assigned to the values of a(239Pu) measured in each
experiment for the cases of no correlation (K = 0), the above—determined
correlations (K) and total correlation (K=1)., In the 0.1-6 keV region
there was an almost twofold increase in the "weight" attached to the data
of Gwin et al, [3] and Weston et al, [57]; this corresponds to the true
picture, moreover, as these two experiments are most perfect from the point
of view of up—to-date experimental techniques, They determined the
evaluated values oif & in this energy region (giving a sum of weights
equal to 0,9). In the fuirly narrow region from 6 to 10 keV the weight
attached to the data of Gwin et al. [ 3] decreases somewhat because the
partial error due to background (correlated by a coefficient of 0.5 with
Ref. [57]) increases; and the data of Weston et al, [57] and Czirr et al,
[41] determine the evaluated data in this region. In the 0,5-5.0 keV
region there is a decrease in the weight attributed to the data from
Refs [ 28, 44, 56, 58-60, 63, 67], but in the region above 5 keV the
"weight" of these data does not change, although it remains small in
absolute wvalue (approximately an order of magnitude lowsr than the most
accurate data)., It is characteristic that in some intervals the "weight"
of the data from Bergman et al, [64] increased by a factor of ~ 2 owing
to the very small degree of correlation between this experiment and other

data,

In the 10-100 keV region the evaluated a values are defermined by
the data of Gwin et al. [3], the "weight" of which increases up to 70 keV,
Weston et al, [57], the "weight" of which is sgignificant only up tc 20 keV
and then begins to decrease, and Poletaev et al, [49], the "weight" of
which increases from 30 keV onward and is decisive in the second half of

this interval,

In the region above 100 keV the evaluated values of a are determined
by the absolute values of Poletaev et al, [49], Lottin et al, [46] and
Hopkins et al. [47].

Table 4.1 gives the evaluated values of a(23%ﬁ1) obtained by the
method described in Section 1 and the evaluation errors for the cases of
no correlation (K = 0) and ascribed (K) and full (K = 1) correlations.
The evaluated a values themselves undergo practically no change as a
function of the degree of correlation (changes not exceeding 2%); the
errors in the 0,1-10 keV region amount to ~ 3% for X = 0, ~ 6% for the
correlations mentioned in the text and ~ 7-10% for K = 1; in the 10-500 keV
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region the corresponding errors are ~ 5—9%, 8-11% and 12-16% for 0, K and

1 values, Thus, it can be considered that the accuracy attained in the
measurement of a(239Pu) is 6% in the region from 0,1 to 20 keV, 8-10%

from 20 to 100 keV, 13-17% from 100 to 800 keV and 25% from 0,8 to 1.0 MeV,
The difference in the error A4 LT for optimized and non—optimized “weights"
is not more than 5—10% of the error value mentioned above, i.e., practically

negligible,

Since the accuracy attained in measurements of a(239Pu) does not yet
match the accuracy required for reactor calculation (3.6% in the region
below 100 keV and 5% in the region up to 0.8 MeV), further measurements
of a are needed by methods which do not correlate with the existing ones.
5.  EVALUATION OF 9 ¢(23%Pu) IN THE 0.1 keV-15 MeV ENERGY REGION WITH

ALLOWANCE FOR CORRELATIONS

The experimental data on 0f(239Pu) were divided for this analysis into
five groups. The first group included data obtained by the time—of-flight
method with good resolution [3, 26, 28, 56, 58, 61, 70-74]. The data on
Gf(239Pu) obtained with monoenergetic sources in the 10 keV-15 MeV region
were divided into four groups — absolute data (in the measurcment of
Of(239Pu) no data other than the well-known standard cross-—sections of
}Kn,n) 1OB(n,a) and Uf at 2200 m/s were used) 532, 35, 75—77];re1ative cata
(in the nommalization of Uf(239Pu) the authors used values of Of(ZBSU) or

238U) at only one energy above thermal) [78, 79]; "derived"data (in

os(
simultaneous measurements of the ratio Of(239Pu)/0f(235U) and of 0f(235U)
at comnon energies, it is possible to obtain Gf(239Pu))[33, 80-82; and
direct data for the ratio Of(239Pu)/ %(235U) (data obtained by the direct
method and not containing any assumption regarding the shape of the energy

dependence of Of(235U) or‘of(239Pu» | 84-88].
The following sequence was adopted for the evaluation of 0f(239Pu):

(a) Tables of partial errors for all 9 _ measurements (including

f
relative measurements) were compiled;

(v) Correlations between the partial errors of the different
experiments were brought to light;

(c) The above method of calculating the errors in evaluated data

with allowance for correlations was applied;
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(d) The results were processed by the PREDA program in the region
above 30 keV, where measurements are available for the most
part only at individual points; processing was separate for the
absolute data on Gf(239Pu) and for the ratios Of(239Pu)/0f(235U),
so as to obtain from these a value of Of(235U), which could then
be compared with the fission cross—section for 235y evaluated in

Section 2, with a view to achieving consistency in the values of

Analysing the experimental data we could distinguish 12 partial errors
making up the total error and reveal a number of correlations between

experiments,

k_= 1 (Determination of the number of 239Pu nuclei) - Refs [32, 35,
75] are fully correlated since they represent a series of experiments
carried out in different years by the same authors, They used the same
239Pu layer. Reference [80] used the same fission chamber as Ref, [35]; however,
these two are not fully correlated because, unlike the absolute measurements
of Of(239Pu) [35], the ratio‘Jf(239Pu)/°f(235U) was measured in Ref. [80],
while cf(235U) was measured absolutely in Ref. [33] with the use of the same
layer. Thus, Refs [35] and (80, 33] correlate partially.

k = 2 (Extrapolation of the fragment spectrum to the zero discrimination
level) — Refs [32, 35, 75] correlate fully while Ref, [35] correlates
partially with Refs [80] and [33] for the above reasons.

k =3 (Absorption of fragments in the layer) — the correlations are

the same as those for k = 2.

k=4 (Scattering in the chamber walls, in the backing of the layer
and in the target structure) - Refs [35] and [80] correlate fully since they
used the same fission chamber, Correlation also exists between Refs [32]
and [75]. However, since they do not contain measurements in the common

energy region, they should be regarded as uncorrelated,

k =5 (Neutron attenuation in air) - Refs [35] and [32] are correlated
fully (the experiments were performed at the same facility), as are Refs [35]
and [75], in the common region from 800 to 972 keV.
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k = 6 (Detemination of neutron flux) - Refs [3, 28, 56, 58, 70,
71, 73, T4] are fully correlated throughthe cross—sections of the
1OB(n,a) reaction, and Refs [35] and [32] only in the 800-972 keV region

(at two energy points).

k_= 1 (Background of the experiment) - Refs [61] and [72] can be
considered to be correlated partially with respect to vackground since an
unde rground nuclear explosion was used in both for cross—section measurements;
Refs [35] and [ 32] and Refs [35] and [75] are correlated fully in their

common energy region.

k = 8 (Efficiency of recording fission) -~ there is full correlation
between Refs [61] and [72J, where exactly the game method was used for

recording fragments.

k = 9 (Uncertainty in tbe geometrical facinr) - no correlations were

found,

k = 10 (Cross—section of the standard (hydrogen)) — Refs [35)] and | 32]
correlate fully since both use the same chamber, differing cnly for ¥ = 4;
there is full correlation between Refs [35, 80 andi [82] since Ref. {82]
correlates with Ref. [35] through the standard - hvdrogen civss-zection -

and with Ref, [ 80] ip the 0,5-1 MeV region thrcugh the standard of(¢3)U)

c

N ¢ . . N .
11 (Statietical errors) - no correlations exist.

P

(Error in nomalization) - Refs [3, 28, 56, %8, 71, 73, T4]

! !
H

| ‘
o

are correlated fully lecause the results of Refs [56] and [3] are normalized
st the thermal point, those of Ref, [ 58] to the data of Refs [56] and [73],
those of Ref, [71] to the data of Ref, [ 73], i.e. at the thermal point, and
the results of Ref, [ 28] are also normalized at the thermal point.

Reference [74] is nomalized to the evaluation of Sowerby et al. [89]

in the 10-30 keV region, i.e. to the data of Refs [56, 61, 72, 73], which
determine the absolute value in the 0,1-1.0 keV region, and to the data of
Refs [58, 70] and [71], used by Sowerby et al., in addition to the first four
studies for the detemination of the shape of the 7¢ curve in the region
below 30 keV, References [82-88, 79] are correlated filly since they used

theiff(235U) value from our evaluation as the standard,
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Calculation of the "weights" to be assigned to ihe measured Of(239Pu)
values where there are correlations between the partial errors of the
different experiments indicates that the "weight!" of the experimental data
undergoes practically no change in the O0,1-1 keV region, while in the
1-10 keV region the "weight" of the data from Refs [ 30, 70] increased by
a factor of 1.5-2 and that of the data from Refs [28, 58, 61, 7i, 74]
decreased by a factor of ~ 2; in the 10-30 keV region there was some increase
(~ 10-15%) in the "weights" of the data from Refs [3, 32, 58, 85, 86],
which determine the evaluated data in this energy region, and an ~ 20%
decrease in the "weight" of the data from Refs [61, 10, 71]. In the energy
region above 30 keV the "weight" of the data changed little, the greatest
"weight" being given to the absolute measurement from Refs [3, 32, 35, 75]
and the measurements of the ratio, first of all in Ref, [88] and then in

Refs [81, 85, 86, 90].

The errors in of(239Pu) are 2,2-2,8% in the 0,1-30 keV region with
allowance for correlations (1.5-2.4% without considering correlations) and
~ 3,5-4,0% in the energy region up to 10 MeV, The evaluated o (239Pu)
data and o (239Pu)/o (235U) ratios, together with the earlier evaluated
g (235U) data, form a set of data which are in agreement to within 1,3%.
Table 5.1 gives the evaluated values of o (239Pu)

6. MATRICES OF THE COEFFTCIENTS OF CORRELATION BETWEEN THE ERRORD OF
GROUP CONSTANTS FOR o f( ou), o ( 3prw), a(?PU) and o(23pu)
Several approaches to the determination of the covariant matrix of
the group constants can be found in the literature [91, 92]. Dragt et al.
[91] have calculated the uncertainties in group cross-ections for fission
fragment capture, basing their work on the average resonance parameters and
their errors and taking into account some degree of correlation between the
data for different isotopes, Bazazyants et al. [92] present calculations
of correlation coefficients for'Of(235U) group constants in the region above
2 keV and of the covariant matrix of the group capture cross-sections for
238U in a uranium-plutonium medium in the 0.4-200 keV region, obtained on
the basis of the sensitivities of blocked group constants to the average

resonance para.met ers,
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Usachev and Bobkov [93] have developed a method of refining evaluated
nuclear constants using the data of integral experiments on critical
assemblies, The input data are the evaluated constants, their errors and
the coefficients of correlation between them, Since the method described
in Ref, [93] has been applied in a computer program [94] for group
approximation of a reactor calculation, the evaluated constants, their

errors and the coefficients Bn.m have to be given in a standard group
representation, These quantities can be calculated successively by the

method described in Section 1.

The procedure for obtaining group constants from evaluated data is
well known [95]. Therefore, we shall only describe the method of evaluating
the errors in the group constants and the coefficients of correlation between
them,

The error in an evaluated group constant is determined in the group

in the following manners

bo = ! Ao(E)r(E)dE ,
A

n
vhere f(E) is the "weight" function according to which the averaging is
performed, It is assumed that function f(E) is so normalized that the

integral over the group En equals

[ f(E)dE = 1 (6 1)

Ak,

The root-mean-square error in the group is determined in the following

manner:

TYRE" L LAO(E)AG(E') £(x)2 (2’ YaRae' s
AE A

n n

(6.2)

=i IVIM(EHZ‘-VIM(E'H’-KE'E"(E)!(E'ME&E"
n AEﬂ

where KE’E'is the coefficient of correlation between the errors in the
evaluated values at points E and E', and Vﬁﬁ??ﬁﬁ‘ the root-mean-square
error at point E, The above values, with allowance for correlations between
the errors in the experimental data used in the evaluation, can be obtained

by the method described in Section 1.
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The coefficient of correlation between the errors of any two evaluated
points n and m by definition takes the form

Ao‘ Ao

V e | VTzaji' (6.3)

Since the denominator of this formula is determined by expression (6.2),

we have to find only the numerator:

E

I 40(E)aa(E') £(E)T(E')AECE' =
AE | AE_

A

(6.4)

- Ln

Iggi (£)] 2 V}Aa(a 1%k Kgg F(E)F(E")aEaE’
8E_ AE_

A

Formulae (6,2), (6.3) and (6.4) were used to calculate the errors in the
group constants and the coefficients of correlation between the errors.
The evaluated values, their errors and the correlations between the errors

were obtained earlier and described in the preceding sections,

The calculations for a(235U), a(239Pu), Of(235U) and.Of(239Pu)
were performed with a computer program. The relative accuracy of integration
in the calculations was 10%, which is higher than the accuracy with which
the errors and correlation coefficients were determined, The evaluated
errors of the group constants and correlation coefficients differ by less
than 10% in averaging over l/E and E = const., spectra, which is less than

the error introduced by the input data,

Tables 6,1-6.4 give the correlation matrices of the errors for
a(235U), a(239Pu), Of(235U) and Gf(239Pu) and the group constants for
s andOY'

The values of‘Jf(235U), a(235U), Of(239Pu) and a(239Pu) evaluated in
this study have been included in the third version of the Soviet evaluated
nuclear data library for 235y ana 23%py (BOYaD-3). The evaluated o (235U)

and © (239Pu) values were discussed at a meeting of the specialist group

on fission and recommended for use,

In conclusion the authors wish to express their gratitude to Academician
A.K. Krasin of the Byelorussian Soviet Socialist Republic for discussion of
the resultse.
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Table 2.1

Optimized values of "weights" for different experiments in the cases
of no correlation (K = 0), ascribed correlation (K) and full

correlation (K = 1)

{ £, keV o
Y { p T T

Authors ;_‘v 0,1 -0,3 i 0,3 -0, ] 0,4 - 0,6 { 0.6-0,8 ©0,8-1,0
. 10 1 K Tgel Tge0 'k Mool Tweo Vg ko1 Tgo0 Uk TRt Tgao Tk T ier
/ 17 /De Saussure 0,II1 0,I5. 0,000 0©,I5I 0,206 0,000 0,121 0,223 0,000 0,188 0,380 0,705 0,197 0,432 0,705
/ 26 /Blons 0,093 0,000 0,000 ¢,I27 0,000 0,000 0,102 0,0C0 0,000 0,158 0,000 0,000 0,165 0,000 0,000
/ 24 /Lemley 0.40 0,039 0,000 0,055 0,000 0,000 0,4 0,010 0,000 0,068 0,098 0,000 0,03 0,098 0,000
/ 20 /Michaudon 0,5 0,000 0,000 0,062 0,000 0,000 0,050 0,000 0,000 0,077 0,000 0,000 0,081 0,000 0,000
/ 25 /Brown 0.031 0,001 2,000 0,009 0,000 0,000 0,033 0,000 0,00 0,060 0,062 0,000 0,057 0,064 0,000
/ 27 /Patrick 0,42 0,000 0,000 0,058 0,000 0,000 0,46 0,000 0,000 0,072 0,000 0,000 0,070 0,000 0,000
/ 21 /Van Shi-di 0,032 0,000 0,000 o,m3 0,0000,000 0,038 0,000 0,000 0,0% 0,000 0,000 0,049 0,000 0,000
/ 29 /Perez 0,087 0,000 0,00 0,119 0,000 0,000 0,095 0,000 0,000 0,148 0,109 0,000 0,135 0,004 0,000
/3 / Gwin 0,081 0,000 0,000 0,140 ©,II0 0,000 0,II2 0,026 0,000 0,175 0,351 0,295 0,183 0,402 0,295
/ 5/ Mostovoya 0,066 0,000 0,0M - - - - - -~ - - - - - -
/6 / Czirr o,I™ 0,267 0,378 0,23 0,68 I,0 0,190 0,3% 0,666 - - - - -

/ 7/ Wasson 0,188 0,43 0,622 - - - 0,173 0,345 0,33 - - - - - -
!Y"_-_ » - E, LcreV - :

Authors ! 1 -2 ) 2 -4 i 4 -5 i 5 - 10 10 - 20
o ig=0 Tx Tt Tgo U g Pger Voo Uk Tkt Tg0 1 K Vil J ka0 T g1 gel
/ 11 /De Saussure 0,109 0,202 0,000 0,I52 0,415 0,705 0,129 0,253 0,000 0,129 0,353 0,425 - - -

/ 26 /Blons 0,091 0,000 0,000 0.128 0,0I3 0,000 0,IC8 0,000 0,000 0,100 0,000 0,000 0,088 0,004 C,0N0
! 24 /Lemley 0,035 ©,000 ©,000 O,4+8 0,097 0,000 0,%I 0,0I5 0,000 0,6 0,I2I 0,000 0,062 0,000 ¢,0N0
/ 20 /Michaudon 0,5 0,000 0,000 0,063 0,006 Q,000 0,053 0,000 0,000 0,49 0,000 0,000 - - -
/ 25 /Brown 0,032 0,000 0,000 0,04 0,064 0,000 0,038 0,037 0,000 0,038 0,05I 0,000 - - -
/ 27 /Patrick 0,039 0.000 0,000 0,05 0,007 0,000 0,6 0,MN0 0,000 0,053 0,006 0,000 0,074 0,000 0,000
/ 21 /Van Shi-di 0,027 0,000 ©,000 0,0% 0,000 0,000 0,032 0,07¢ 0,000 0,031 0,000 0,000 - - -
/ 29 /Perez 0,075 0,000 0,000 0,I% 0,000 0,000 0,088 0,00 ¢,000 0,105 0,072 0,000 - - -

/' 3./ Gwin 0,101 0,1I8 0,000 O0,I4I 0,398 0,295 0,I20 0,224 G,000 0,131 0,342 0,%s 0,161 0,274 0,000
/4% / Gaither 0,49 0,000 0,000 0,069 0,000 0,000 0,058 ©,000 0,70 0,079 0,000 0,000 0.,I1I3 0,000 0,000
/5 / Mostovaya 0,060 0,000 0,000 ¢,08 0,000 0,000 G,071 0,00C 0,000 ©,08 0,000 0,000 - - .

/ 6/ Czirr 0,169 0.30 0,500 - 0.000 0,000 - 0,000 0,000 - - - 0.279 0,722 1,00
/ 7/ Wasson 0,169 0,%0 0,500 - - - 0,168 0,471 1,000 - - - - - -
/ 30 / Perez - - 0,057 0,000 0,000 0,048 ©,000 0,000 0,057 0,000 0,003 0,075 Q,00G 0,000

/ 31 / Wasson

o r—— e et i S o St

0,083 0,055 0,031

0,148 0,0 0,0

_'[JV_



Table 2.1 (continued)
i......._ - ' E;.J.}.c_?l r T
Authors ! 20 - 30 i 30 - T10 iy 110 - 350 i 350 - 750 750 - 1500
o i¥e0 v Kkt kel VEeO 1 =D Vg0 ' Kt 1 %0t K VKT ! K=0 LK K=l
/ 26 / Blons 0,051 0,040 0,000 - - - - - - - - - - - -
/ 2n /Lemley 0,064 0,000 0,000 0,024 0,000 0,000 - ~ - - - - - - -
/ 27 /Patrick 0,076 0,000 0,000 - - - - - - - - ) - - -
/ 30 /Perez 0,081 0,000 0,000 0,025 0,000 0,000 - - - - - - - - -
/ 3/ Gwin 0,167 0,306 0,000 0,43 0,026 0,000 0,030 0,000 0,000 - - - - - -
/4 / Gaither 0,II7 0,000 0,000 0,04 0,005 0,000 0,033 0,00 0,000 0,037 0,050 0,000 0,017 0,015 6,000
/ 3% /Szabo - 0,000 0,000 0,158 0,0I3 0,000 0,077 0,003 0,000 0,I91 0,%8 0,3 0,083 0,025 0,000
/ 32 / Szabo - - - 0,216 0,315 0,801 0,169 0,187 0,0 O,I7T 0,213 0,0 0,082 0,087 0,070
/ 33 / White - - - 0,193 0,2% 0,100 O0,I& 0,203 0,158 0,2Is 0,268 0,518 0,109 0,776 0,070
/ % / Poenitz - - - 0,175 0,255 0,003 0,136 0,150 0,0 0,163 0,203 0,132 0,077 0,082 0,000
/ 38 /K4ppeler - - - - - - - - - 0,124 0,I5 0,046 0,074 0,079 0,000
/ 39 / Diven - - - - - - - 0,030 0,037 0,000 0,0I4 0,015 0,000
/ 6/ Czirr 0,25% 0,65 1,000 0,068 0,100.0,000 0,024 0,027 0,000 0,0I9 0,023 0,000 - - -
/ 31 / Wasson 0,750 0,000 0,000 0,0 0,0 0,0% 0,6 0,050 0,03 0,05 0,0 0,0000,023 0,024 0,000
/ 9/ Davis - - - - - - 0,301 0,379 0,08 - - - 0,760 0,I71 0,000
/ 12 / Leugers - - - - - - - - - - - - 0,010 0,012 0,000
/ 36 / Barton - - - - - - - - - - - - 0,283 0,302 0,899
/ 37 / Czirr - - - - - - - - - - - - 0,068 0,072 0,101
E ,MeV ——
Authors ! 1,5-3,6 y  3,0-50 i 50-12,0 | T12-T4 ,1 - 15 15 - 20
{HeO ' K ¥ Kl V=0 ' K 1 K=I T KeO VK UKD Vo0 ! K VH=T VKO t K VT MiaC Y K 1 Kel
/ 32 / Szabo 0,150 0,165 0,000 - - - - - - - - - - - - - -
£ 33 / White 0,08 0,092 0,000 - - - 0,159 0,133 0,000 0,218 0,226 0,179 0,25 0,256 0,220 = - -
/ 3 / Poenitz 0,093 0,102 0,000 0,176 0,183 0,000 -~ - - - - - - - - - -
/ 39// Diven 0,017 0,019 0,000 - - - - - - - - - - - -
/ 3 / Barton 0,489 0,53 O,%8 0,517 0,538 0,876 0,528 0,575 0,876 -~ - - - - - - - -
/ 37 /Czirr 0,086 0,077 0,052 0,I% 0,Is6 0,120 0,153 -0,I67 0,120 O,I1I4 0,II8 0,210 - - - 0,%0 0,875 0,9%
/ 8/ Szabo 0,068 0,009 0,000 0,IIT 0,115 0,04 0,IT2 0,I22.- 0,004 - - - - - - - - -
7T2;geugers 0,019 0,000 0,000 0,6 0,008 0,0000,08 0,003 0,000 0,035 0,000 0,000 - - - 0,140 0,125 0,0kt
10 ance - - - - - -

/ 11 / Alkhazov

- -~ —

0,333 0,345 0,6IT 0,391 0,391 0,753
0,300 0,311 0,000 0,353 0,353 0,027

-y - -

_a-t;._



n,m
I

n,m

4N F WN

Matrix of coefficients of correlation between energy
without correlations between errors
13 14

0,09 0,04

Table 2.2

0 2 34 5 g 7 g 9 10

1,60 0,8 .9,95 0,7t 0,7 0,9% ,73 0,83 (0,68 (1,57

2 1,00 0,90 0,86 0,85 0,83 0,76 0,69 ¢,70 0,62

3 1,00 0,80 0,80 0,% 0,70 0,80 0,65 0,55

4 7,00 7,00 0,74 0,88 0,8 00,8 0,40

5 1,00 0,74 0,88 0,81 0,82 0,41

& 1,00 0,79 0,88 0,74 0,59

7 1,00 0,91 0,9% C,51

8 I,000,8 OMu7

9 °~ 1,000,70

10 1,00

II
n,m

¢, I ~ 0,3 keV § 4,0 ~5,0keV
0,3 - 0,4 keV 9 5,0 10,0 keV
04 ~ 0,6 keV 10 10,0 -30,0 keV
‘0,6 - 0,8 keV 11 20,0 ~30,0 keV
0,8 - 1,0 keV 12 30,0 ~-II0 keV
I,0 -2,0keV I3 110 -350 keV
2,0 - 4,0 keV T4 350 ~750 keV

L g2
0,50 0,18
0,61 0,22
0,5% 0,20
0,41 0,12
042 0,70
0,58 0,2

0,52 0,20
0,48 0,18
0,64 0,27
0,99 0,45
1,00 0,45

12 1.0

3

14

n,m

TS
I6
17
T8
I
20
21

19 e
0,00 0,00

0,12 0,05 €,04) 0,00
O,T6 0,08 0,0 0,00
0,06 0,00 0,60 0,00
(0,07 0,00 0,00 0,00

0,I% 0,08 0,03 0,00

0,IT 0,05 0,03 0,00
0,70 0,05 0,03 ¢,N0
0,16 0,13 0,08 0,00
0,28 0,2I 0,10 0,00
0,28 0,21 0,10 0,0
0,80 0,85 0,53 0,b2
1,00 0,71 0,67 0,39

15

1,00 0,65 0,42

1,00 0,71
16 1,00
I7

0,7 - 1,5 MeV

1,5
3,0
5,0
12,0
14,1
15,0

- 3,0 MeV
- 5,0 MeV
~12,0 MeV
-4 ,0 MeV
-15,0 MeV
20,0 MeV

intervals B

]
i i
0,00 0,
5,00 D, 060
0,00 0,00

]
0,00
6,00
¢,00

o33

RVS
¢, 00
0,00

0,00 0,00 0,00 0,70
0,00 0,00 0,00
0,0 0,00 0,00

0,00 6,0
£,00 0,0

c,I8 0,17

€,I15 C,I8

0,00

0,0
0,07
G,

0,00 0,00
0,00 0,00 ¢,00 G,0U
0,06 0,00 0,00
0,06 0,00 0,70

0,19

0,I7 0,18 0,20

0,62 0,64
0,82 0,&
I.000,83

18 1,00

I9

0,26
0,25
0,17
0,35

0,00
o,e0
0,21

0,18 0,20

0,22
0,16
0,14
2,00
0.19

1,00 ¢,92

20

I,oc
21

¢

0,00
0,05
0,00
0,0
9,0n
3,00
O,00
c.,o0e
0,00
0,00
0,00
0,e0
0,00
0,00
0,27
.30
0,42
0,43
¢,37
0,00
1,00

....g't?...



Table 2.3

Matrix of coefficients of correlation between energy intervals B
for the case of ascribed correlations between errors

6

7

B8

0,97 0,81 0,%
0,97 0,8 0,89
n,99 2,84 0,95
n,89 1,00 0,91
¢,88 1,00 0,50
1,000,88 0,96
1,00 C,91

7

8

I,ne
9

9
0,82
0,87
0,85
0,90
0,99
0,88
0,99
0,90
1,00

10

10

0,8
0,9
0,90
0,83
0,8
0,92
0,83
0,84
0,83
I,
I

17

0,83
0,95
n,88
0,83
0,8
0,91
n,83
0.83
0,83

7713 I

0,29 0,27 0,2%
0,34 0,28 0,27
€,3[ 0,28 0,26
0,28 0,23 0,24
0,27 0,22 0,24
£,32 0,28 0,26
0,28 0,22 0,24
0,29 0,25 0,24
0,29 0,23 0,26

0,98 0,35 0,28 0,27

1.00
12

0,36 0,27 0,26
1,00 0,77 0,89
13 7,50 0,71
™ I,m0

15

I 16 TI7

0,18 0,00 0,M
0,18 0,0 0,00
0,18 0,00 0,00
0,17 0,00 ©,00
0,17 0,00 0,00
0,18 0,00 0,00
0,17 0,0 0,00
0,18 0, 0,00
0,18 0,0 0,00
0,16 0,00 0,0
0,17 0,00 ¢,
n,59 0,60 0,37
0,71 0,468 0,30
0,70 0,62 0,37
1,0n 0,82 9,68
6  I,000,8

T 1,00

18

n,m

n
0,00

19

0,00

0,00 0,09
0,00 0,00 0,00

0,00

0,00

0,C0 000

0,00 ¢

0,00
o.M
0.0
0,00
6,00
0,33
0,28
.36
0,73
o, %
0,87
1,00

19

Q,on
0,00
0,00
0,01
0,0
73,00
0,27
0,22
0,29
0,37
0,32
0,25
0,37
1.00

20

20
6,00

0,00

0,70
0,n0
0,00
0,00
2,0°C
0,01
0,00
0,00

~,28

0,23

0,30

0,28
0,23
7,10
0,24
0,9
I1.00

21

2

G'!“:e\
oo
q)'(y\
n,ee
Q,0n
0,00
non
:?:00
n,.n1
0,00
0,00
14
" 12
16
~ 41
0,39
n.43
0,51
045
n,18
1,00

._VV_



n.m
I

Matrix of coefficients of correlation between energy intervals Bn

I 2
1,000
2 I

3

4

4

Table 2.4

for the case of full correlation between errors

5

6

7

8

9

,93 0,98 0,83 0,88 0,98 0,88 0,9 0,76
00 0,98 0,% 0,94 0,98 0,% 0,87 0,9

1,00 0,95 0,95 0,10 0,95 0,95 0,93
1,00 17,00 0,93 T,00 0,91 0,99
1,00 0,93 1,00 0,91 0,99
1,00 0,93'0,95 0,92
7,00 0,91 0,99
1,00 0,89

Yy

5

6

7

8

9

1,00
I0

10

0,90
0,99
0,97
0,96
0,9
0,9%
0,96
0,88
0,9
1,00

11

I 12 T
0,88 0,56 0,47
0,96 0,68 0,52
0,95 0,68 0,55
0,95 0,83 0,74
0,95 0,83 0,7
0,% 0,66 0,52
0,95 0,83 0,74
0,8 0,68 0,67
0,% 0,83 0,73
0,97 0,77 0,59

1,00 0,81 0,63
12 1,00 0,87
13 1,00

14

T/l

A

0,51
0,62
0,62
0,74
0,74
0,61
0,7
0,60
0,M™
0,70
0,75
0,96
0,81
1,00
15

5

0,64
0,55
0,64
0,73
0,73
0,64
0,73
0,7
0,72
0,61
0,64
0,77
0,83
0,79
1,00
16

16

17

0,58 0,64

0,50
0,57
0,64
0,64
0,59
0,64
0,69
0,64
0,54
0,59
0,
0,76
0,81
0,97
1,00
17

0,55
0,64
0,75
0,75
0,64
0,75
0,79
0,74
0,61
0,63

o

18

0,64
0,55
0,64
0,75
0,75
0,64
0,75
0,79
0,74
0,61
0,63

0,78 0,78

0,85
0,76
0,99
0,93
1,00
18

0,65

0,75

0,99

0,93

1,00

1,00
19

19

0,7
0,72
0,75
0,83
0,8
0,74
0,83
0,76
0,81
0,75
0,85
0,87
0,76
0,85
0,81
0,79
0,81
0,81
1,00

20

20

0,39
0,44
0,46
0,60
0,6C
0,44
0,60
0,48
0,58
0,50
GC,e4
0,8
0,73
0,%
c,72
0,
0,70
0,70
0,92
1,C0

21

0,93
0,886
0,%
0,92
0,92
0,93
0,92
0,97
0,90
d.88
6,83
C,62
0,57
0,49
0,66
0,5
0,70
0,70
0,68
0,3

—QV—
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Table 2.5

Evaluated values of O (2350) and errors in the
evaluated data, with and without consider-
ation of correlations for optimal "weights"

T l "

\ - Errors ac, %
Energy, keV ; ot(235U) + b § z

i

T

1K=0 ! K 1K=T

T J NN )
0,1 -0,2 20,71 1,44 3,08 3,22
0,2 ~0,3 20,19
0,3 - 04 12,88 1,68 3,24 344
o4 ~0,5 13,3 1,5 3,16 3,39
0,5 - 0,6 T4 ,69
0,6 -0,7 11,20 1,87 3,70 4.27
0,7 - 0,8 10,R0
0,8 -0,9 7,92 1,91 3,71 4,27
0,9 - 1,0 7,34
1,0 -2,0 7,10 142 3,15 3.39
2,0 -3,0 5,27 1,68 3,71 4,27
3,0 -4,0 4,73
4,0 - 5,0 4,15 1,55 3,35 3,80
5,0 - 6,0 3,70 1,69 13,% 4,58
6,0 - 7,0 3,31
7,0 - 8,0 3,26
8,0 - 9,0 2,89
9,0 - I0 3,03

10 ~ 20 2,44 2,2 3,% 3,&

20 - 30 2,10 2,05 3,70 4,07

30 - 40 2,00 1,25 1,57 2,65
40 - 50 1,815

50 - 60 1,83
60 - 70 1,749
70 - & 1,677

80 - 90 1,617

%0 - 100 1,575

100 1,555 I,II 1,25 I,99

110 I1,5%5



Table 2.5 (continued)

| 2 ! 3 oy g
[0 1,922
120 1,501
140 1,478
150 1,458
160 1,438
170 1,419
180 1,399
190 1,380
200 1,366
220 1,336
240 1,311
260 1,289
280 1,270
200 1,250
320 1,233
340 1,221
360 1,215 1,27 1,85 2,57
380 1,274
400 1,212
45 1,191
500 1,166
550 I,148
£00 1,128
650 1,113
700 1,109
750 1,104 0,83 1,060 1,53
800 1,117
850 I.144
500 1,170
950 1,204

1000 1,218
I,1 MeV 1,220
T2 1,226
1.4 1,239

I 1 2 L_3 1.4115
1,6 1,258 ¢,92 1,02 1,30
1,8 1,276

2,0 1,284

2,5 1,248

3,0 1,205

3,5 1,177

4,0 1,147

4,5 1,117

5,0 1,087 I,27 1,39 1,71
5,5 1,052

6,0 1,139

€,5 1,386

7,0 1,600

7,5 1,755

8,0 1,820

8,5 1,824

9,0 1,812

9,5 1,800

10,0 1,786

11,0 1,770

12,0 1,768 1,70 1,13 1,73
13,0 1,922

14,1 2,071 3,40 3,43 3,64
15,0 2,108

_LV_



Table 3.1

Optimized "weights™ of experiments in the cases of no correlation (K = 0)
and ascribed (K) and full (K = 1) correlations

n

~

3 E_, keV =

Authors i 01-02 ; 02-03 i 0,3-0p H 0,1 - 0,5 0.5 - 0,6 ; 0,6 - 0,7

T k=0 ! K !%=T LK=0 ! K 'K 17& ! K M=l 'KeQ ! K 'Kel [ K=0 ! K ! K=T =0 ! K =]

/3 /Gwin 0,289 0,443 I,00 0,269 0,368 1,00 0,279 0,370 1,000 0,291 0,425 1,000 0,298 0,417 T,000 0,287 0,407 1,000
/17 {De Saussure©0,250 C,3& 0,000 0,23 0,202 0,000 0,225 0,I% 0,000 0,275 0,391 0,000 0,263 0,369 0,000 0,26T 0,370 0,000
/29 /eerez ¢,I98 0,000 0,000 0,I8 9,I56 0,0¢0 0,188 0,162 0,000 0,199 0,000 0,000 0,203 0,000 0,070 0,207 0,000 0,000
/41 /Czim 0,100 0,000 0,00 - = - - - - - - - - - - - - - -
/42 /Corvi - - - 0,IIT 0,09 0,00 0,113 0,098 0,000 0,121 0,155 0,000 0,123 0,172 C,0"0 0,125 0,177 €,000
/43 /Muradyan 0,095 0,I7 0,0n0 0,08 0,0% 0,000 0,09, 0,078 0,000 - - - - - - - - -

/44 /Kurov n,0% 0,000 0,000 0,051 0,nus 0,000 0,0% 0,046 0,000 0,05 0,000 0,000 0,057 0,000 0,000 0,058 0,700 9,000

/21 /Van shi~di 0,012 0,00I 0,000 9,025 0,021 .0,000 0,022 0,0I9 0,000 0,027 0,000 0,000 0,029 0,001 6,000 0,033 0,0 0,000

/$2 /Bluhm - - - 0,0t& 0,039 0,000 0,038 0,033 0,000 0,031 2,029 0,000 0,027 0,41 0,000 €,029 ¢,M45 €,N00
| E, keV .

Authors | 0.7-0.8 i 0,8-0,9 i 0,0 -1,0 R 2 -3 i3 -
e M KO B T YRe0 8 K el 1RO K MRl T Ke0 ! K LHed TE=0! X 'eI TReQ ! K _! xg;___
/ 3 /Gwin 0,287 0,25 1,000,292 2,3% 1,000 ©,306 0,42 1,000 0,238 0,357 0,600 0,128 0,I% 0,000 0,289 0,338 0,055
/IT./De Saussure 0,269 0,387 0,000 0,28 ,38 0,000 0,266 0,366 0,000 0,248 0,372 1,000 0,243 0,291 0,537 - -

29 Perez 0,207 0,002 0,000 0,219 0.000 0,00 ¢,224 0,008 0,000 0,ls4 0,000 0,000 0,I43 0,03 0,000 0,326 C,4I3 f),sw
/41 /Cazirr - - - - - - e - - 0,098 0,000 0,000 0,09L 0,022 0,000 0,256 (0,165 (0,296
/42 Corvi 0,119 0,155 0,%0 0,127 9,I72 0,0n0- 0,128 0,176 0,000 0,II4 0,098 0,000 - - - - - -

/43 /Muradyan - - - - - -~ = 0,063 0,I31 0,000 0,059 0,070 0,000 - - -

/44 Kurov 0,056 0,000 0,000 0,011 €000 0,000 0,013 0,000 0,600 0,082 7,006 G,000 0,067 €¢,000 0,000 ¢,063°0,0kI €,000
/21 /Van Shi-di 2,03 ©0,00% ©,000 C,036 ©,00I 0,000 0,037 0,90 0,000 0,MI 0,004 0,000 2,032 0,002 0,0M €,02% 0,015 7,000
/52 /Bluhm 0,028 ©,027 0,000 7,083 0,089 0,000 0,026 0,028 0,000 0,022 0,032 0,070 0,018 0,015 0,000 2,42 0,028 0,000

/485 /Dvukhsherstnov -

.

0,239 C,412 0,463

-t e cm g
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Table 3.1 (continued)

i , . B keV -
Authors ; & =5 | 5-6 g 6 ~ 17 ! 7-8 {  8-9 i 7~ IG

i =0 ! & 1K= KD ! K P HKsT g0 Vg 'yl lg=0 ' K =T | ¥=0! K JH=T g0t K 1 Koo
/ 3 /Gwin 0,3% 0,507 0,82 0,406 0,496 1,000 0,260 0,257 0,008 0,421 0,496 C,50 0,383 0,452 1,000 0,366 C,427 1,000
/ 29/ Perez 0,297 0,336 0,138 - - - 0,350 0,346 0,992 0,333 0,34 0,160 0,I%3 0,173 0,000 0,267 ¢,337 G,000
/ &I Czirr 0,120 0,061 0,000 0,261 0,279 0,000 0,I3 0,I35 0,000 0,100 0,065 0,000 ©,I57 0,127 0,000 ©,1I8 ©,076 0,000
/ 44/ Kurov 0,09 0,048 0,000 O,T42 0,09 6,000 0,09 0,091 0,000 0,025 0,CI5 0,600 0,™7 0,038 0,000 0,0I3 C,0G8 C,300
/ 21/Van Shi-di 0,061 0,031 0,000 0,068 0,046 0,000 0,074 0,073 ¢,c0 0,023 ¢,0I5 0,000 0,43 0,035 0,000 0,037 0,024 0,330
/ s1/Vorotnikov - - - 0,052 0,035 0,000 0,47 0,047 0,000 0,059 0,038 0,000 0,088 0,07T 0,000 0,083 0,053 0,400
/ £2/Bluhm 0,034 0,017 0,000 0,071 0,048 0,000 O,™I 0,051 0,000 0,1 0,027 0,000 0,03% 0,032 0,000 C,0% €,024 0,000
/ 50/Bandl - - - - - - - - . - - - 0,0200,072 - ©,08 0,051 -

| £, keV_
Muthors I 10 -20 20 - 30 P30 =40 i 40 - 50 [ 50 -60 &0 - 70

_ L k=0 1 K 1Kl 1101 K 1 %I | K=0! KU1 KI T HeO 1 K1 BT | KO | K ! Kal { £:0 !X | KaT
/ 3/ Gwin C,405 0,536 1,000 0,I7T 0,2% 0,431 0,220 0,520 0,454 ©0,I5 0,280 0,193 0,I97 0,404 0,44 0,283 0,432 0,470
/ 42/ Corvi 0,168 0,241 0,000 0,073 0,191 0,000 - - - - - - - - - - - -
/ 44/ Kurov 0,062 0,032 0,000 0,I 0,030 0,000 - - - - - - - - - - - -
/ 21/Van Sri-di 0,048 0,025 0,000 0,023 0,0I6 0,000 - - - - - - - - - - - -
/ 46/ Lottin - - - 0,Tu7 0,700 0,244 0,231 0,142 0,546 0,225 0,390 0,807 0,2IQ,0,028 0,472 0,260 0,050 6,000
/ 47/ Hopkins - - - 0,179 0,08 0,000 - - - - - - 0,I& €,265 0,000 - - -
/ 48/ Weston - - - 0,085 0,05 0,000 0,131 0,081 0,000 0,I58 0,000 0,000 0,II6 0,000 0,000 0,163 0,03I 0,000
/ 49/ Poletaev  ¢,061 0,032 0,000 0,103 0,070 0,000 0,206 0,127 0,000 0,228 0,320 0,000 0,207 ©,303 0,087 C,2% 0,487 0,530
/ 50/ Bandl 0,102 €,053 0,000 0,058 0,033 0,000 0,890 0,055 0,000 0,105 0,010 0,000 ©,088 0,000 0,000 - - -
/ 51/ Vorotnikov 0,1% 0,087 0,000 0,18 0,721 0328 0,122 0,075 0,000 0,130 0,000 0,000 - - - - - -
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Table 3.1 (continued)

i B, keV
T— ! T ¥ a T : T
Authors | 70 - 0 i 70 - 100 100 - 200 ! 200 250 300
i i §=0 ! K !'K=T ! gD ! K tgE=T ! K0! K V=T P K0 ! K VK=l | K20 K 1 BT 1 =0t K ! =1
/ 3 /Gwin "0,219 0,25 0,244 0,306 0,259 0,091 0,044 0,040 0,000 ~ - - ~ - - - - -
/ &6/Lottin 0,28 0,233 0,070 - - - - - - 0,718 0,9 1,000 - - - 0,440 0,654 1,000
/ 48/ Weston 0,178 0,148 0,000 ©C,6% 0,741 0,209 0,158 C,007 0,000 0,282 0,006 0,000 0,387 0,3II o,0n0 0,234 C,C00 €,000
/ 49/ Poletaev £,319 0,364 0,756 - - - 0,250 0,325 0,226 - - - - - - 0,326 0,346 0,000
/ 45/ Dvukhsherstnov = - - - - - 0,I44. 0,251 0,760 - - - - - - - - -
/ 47/ Hopkins - - - - = - 0,260 0,33 0,674 - - - 0,130,686 1,000 - - -
/ 51/ Vorotmkov - 6,000 ¢,000 - - - 0,Is4 0,000 0,000 - - - - - - - - -
' B E, keV
Authors ] 100 i 500 i 600 i 750 900 T iom
=0 ! K L= ! K=0 ! K ! K=I ' E=0 'K ! ;=T ! E=O! K I E=I K=0 ! K Vi=I 1 %=0 ! X} k=l _
/ 46/ Lottin ¢:,318 0,314 0,767 0,585 0,664 0,992 0,425 0,473 0,050 - - - - - - - - B
/ &7/ Hopkins 0,301 0,298 0,233 - - - 0,450 0,527 0,950 0,631 0,689 1,000 (,624 0,65 1,000 0,661 0,719 I,000
/ 48/ Weston 0,160 C,158 0,000 - - = 0,125 0,000 0,000 -~ - - - - - - -

/ 49/ Poletaev 0,221 0,230 0,000 0,415 0,336 0,008 - - - 0,%9 0,31I 0,000 0,376 0,346 0,000 0,339 0,28I 0,000

_og.—
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Table 3.2

Evaluated values of a(235U) and the errors of evaluation
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Table 4.1

Evaluated values of a(239Pu) and the errors of evaluation
with consideration of optimized weights in the cases of
no correlation (K = 0) and ascribed (K) and full
(K = 1) correlations

w 8 4 T H —
Interval{  Energy ; Ve f Evaluation error, %
No, ! keV | :
z a0 1 Kt k=T VK0 1 K I [e]
I 0,7 -0,2 0,87 0,83 0,871 3,07 5.473 6,36
e 6,2 - 0,3 0,929 0,932 0,929 3,03 5,37 6,11
3 0,3 -0 1,161 1,127 1,IS0 3,16 5,51 6,43
4 0.4 ~ 0,5 0,488 C,u46 0,425 3,71 5,64 6,33
5 G,5 -~ 0,8 Y, 728 C,TIT 0,7I8 3,30 5,56 €.,40
6 0,6 -0,7 1,524 1,553 [,.488 3,13 5, A, 6,44
7 0,7 -0,8 0,962 (0,932 0,890 3,15 5,63 6,40
8 0,3 -« G,0 0,84 0,79% 0,790 3,45 5,66 6,46
9 0,9 - 1,0 G, 717 0,693 0,675 3,47 .54 6,35
I0 T -2 (1,88 ., &9 (0,82 3,38 £,05 7,10
iT 2 -3 1,06y 1,008 0,972 347 ¢,03 7,15
12 3 -4 ¢,8I8 0,7% 0,732 - 2,67 3,90 7,18
T3 4 -5 ¢,852 0O,%3 0,81 3,5% 5,92 7,22
14 5 -6 0,842 0,83 0,807 3,71 6,13 7,19
15 £o-7 3,79% 0,173 0,745 3,76 6,07 7.7
16 7 -8 0,642 0,640 0,642 3,8 6,26 11,90
7 8 -9 0,559 0,552 0,537 3,76 €,16 17,57
18 9 - 10 0,600 0,603 ,606 3,88 6,12 11,85
19 I -I5 ¢,5I15 (,5I18 Cu47 6,53 8,33 14,85
20 5 -« 20 O,b46 Q,u45 0,419 7,27 8,8 15,75
2] 16 - 20 0,473 0,476 C,486 4,22 G,08 17,03
22 20 - 30 0,355 0,35% 0,350 4,68 7,15 13,07
23 30 ~ 40 0,288 (.28 (0,28 5,63 8,59 12,38
24 40 - 50 0,25 0,257 0,243 5,66 8,42 12,36
25 50 - 63 ¢,22s ©,225 (,225 6,55 8,6 13,21
26 60 - 70 0,196 0,197 0,193 7,48 8,8 13,00
217 70 ~ 80 0,178 0,177 @, I7T2 £&,00 9,31 14,26
28 80 - 90 0,2I3 0,214 0,220 11,98 13,67 16,32
29 g0 - OO 0,149 0,789 Q,I45 12,12 13,04 19,36
30 100 - 200 0,147 0,l4I 0,139 8,45 9,8 a7
31 250 0,106 0,106 0,106 16,74 16,74 T6,T4
300 0,116 0,I¢ 0,119 1II,77 13,08 16.25
33 400 0,085 0,08% 0,0890 9,45 11,17 15,8
kL] 500 0,078 ©,0718] 00,0690 13,24 T4, 18,39
35 600 0,0558 ¢,051 00,0650 15,09 15,83 20,66
36 750 0,0670 0,067 ©,0800 16,70 I7,44 23,12
37 900 0,0378 0,0378 ¢,0372 25,03 25,55 33,3
a8 1000 0,0270 0,0270 0,0270 25,95 25,95 25,93
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Table

BEvaluated values of Of(239Pu)
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Table 6.1

Correlation matrix of errors in the value of a(2350) and group
constants for oY(235U)

SV S RS S S S SR SO SN SN S SO SRS NN S Y 9y et
E.keV (N {5 {6 {7 {89 tt0f1m jr;nin!nsieln ;-ﬁ‘bu"
T800 - 1400 5 1,00 10,57 0,100
400 - 800 6 0,89 1,00 8,95 C,I6k
200 - 400 7 0,79 0,98 1,00 9,02 ©,263
100 - 200 8 0,80 0,8 0,75 1,00 7,52 0,333
46,5~ 100 9 065 0,8 0,87 0,70 1,00 8,30 0,55
21,5- 46,5 10 0,63 0,8 0,8 0,69 C,98 1,00 740 0,732
10- 21,5 T 0,5 0,66 0,68 0,59 0,8 0,92 1,00 6.75 0,970
4,65~ 10,0 12 0,37 08 0,50 0,47 0,73 0,80 0,80 I,0 7,00 1,315
2,15- 4,65 13 0,33 042 044 0,48 0,65 0,71 0,76 0,9 1,00 5,83 1,8l
1,0 - 2,15 14 0,33 Cn42 0,44 0,53 0,59 5,65 0,71 0,8 0,90 1,00 4,70 3,122
0,465-1,0 15 ©¢,38 048 0,50 044 0,68 0,75 0,83 0,87 0,8 0,89 1,00 5,40 4,57
0,215-0,465 16 0,38 Nu48 0,50 C.u4 0,66 0,73 0,80 0,8 0,88 0, 0,97 I,00 5,20 7,500
0,100-0,215 17 0,38 0,49 0,5 O44 0,66 0,7 0,75 0,82 0,8 0,9% 0,92 1,00 I,00 5,20 I1.975
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Table 6,2

Correlation matrix of errors in the value of a(239Pu) and group
constants for o, (23%pu)

D A T [T | S N T 1 A M TR

BkeV L LS b6 LT L e 0 L0 L PR P LIS 1Is 4 ;a@iew!br(bh\.
80 - Tw0 5 1,00 20,63 0,07
400 - 800 6 0,8 1,00 2,2 0,111
200 - 400 7 0,83 0,96 I,00 11,23 6,163
100 - 200 8 0,67 0,67 0,68 1,00 9,87 0,213
46,5~ 100 9 0,25 0,46 045 0,81 1,00 9,25 0,317
21,5 46,5 1 0,32 0,59 0,59 0,76 0,% 1,00 7,53 0,48

I0- 21,5 II 0,25 OLs Q45 0,73 0,87 0,92 I,00 6,35 0,8%
4,65 - 10,0 12 0,15 0,26 0,29 0,60 0,71 0,7T 0,88 1,00 5,92 1,572
2,15 - 4 65 13 0,12 0,21 0,23 0,60 0,70 0,66 0,8 0,98 1,00 5,90 2,709
1.0 - 2,15 W 0,IT 6,20 0,22 0,57 0,65 0,62 0,82 0,97 0,98 1,00 6,00 4,478
0,465~ 1,0 15 0,10 ©,I9 0,27 0,59 0,68 0,63 0,8 0,95 0,99 0,98 1,00 5,57 6,851
0,2I5- 0,465 I 0,12 0,19 0,2T 0,60 0,68 C,63 0,8I 0,% 0,98 0,9 I,00 I,00 5,67 11,316
0,100~ 0,215 I7 0,10 0,I9 ©C,2T 0,59 0,68 0,64 0,80 0,92 0,9% O,% 0,99 1,00 1,00 %565 716,636

_gg_



Table 6.3

Correlation matrix of errors and group constants for Of(235U)

o o ey T r T T T v T T T | S A S RS R LBy

Ro.keV In ' 1 : 2 19 : u : 516 T 8 AR R :T "T‘>: .«-!! e G LR
6500 - 10500 I 1,00 1,672
4000 - 6500 2 0,99 1,00 1.117
2500 - 4000 30,8 0,83 1,00 1.200
1400 ~ 2500 50,8 0,8 0,8 1,00 1,266
800 - 1400 = n,6h 0,66 C.62 0,71 1,00 1,205
500 - 80O ¢ 0,18 0,18 0,77 042 ©,65 1,00 1,746
200 - 400 7 0,18 0,18 0,16 "4l 0.66 0,79 1,00 T.2T4
100 - 200 8 0,18 0,18 0,I5 0,29 ©,67 0,71 07,8 1,00 1,470
46,5 ~ 10D 9 0.I7 0,I7 0,18 0,42 0,53 0,68 0,8 0,8 .I,00 1,718
21,5 - 46,5 I0 0,08 0,08 0,09 0,21 0,32 0,53 0,53 0,5 0,72 [,00 2,071

10 -21,5 II 0,00 9,00 0,60 0,00 0,I0 0,21 0,24 0,28 0,45 0,72 1,00 2 ,hub
4,65 ~ 10,0 12 0,00 0,00 0,00 0,00 0,06 0,09 ¢,I2 0,4 0,22 0k8 0,69 I,00 3,373
2,I5 -4,65 T3 0,00 C,00 0,00 C,c0 0,53 0,05 0,08 0,15 0,19 0,46 0.65 0,97 1,00 4,862
1.0 -2,I5 I» 0,00 0,00 0,00 0,00 ©,03 0,06 0,09 0,72 0,22 0O,k46 0,66 0,8 ©,88 1,00 6.927
0,465~ 1,0 15,00 0,00 0,00 0,00 000 0,03 0,06 0,09 0,]5 0,39 0,57 0,81 0,83 0,& I,00 11,133
0,215~ 0,465 T6 0,00 0,0C¢ 0,00 0,75 05,00 ©,06 0,08 0,1 0,2 0,49 0,70 0,77 0,8 0,8 0,8 1,00 16,143

0.100- 0,215 17 0,0 L0 000 0,7 0,00 0,4 0,06 0,09 0,18 N84 0,50 0,76 0,78 0,8 0,8 0,90 1,00 20,578
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E , keV

Correlation matrix of errors and group constants for of(239Pu)

Table 6.4

T
!
!

v

LGz ) 5 16 7 98 {9 | 0 ;1 {3 15 | 6
4000 - 6500 = 1,0
2500 - 4000 7 0,79
1400 - 2500 & 0,76 1,00
800 - T00 5 0,71 0,86 1,00
b0 - 80 0,73 0.m 0,95 1,00
200 - 400 70,10 0,72 0,90 0,% 1,0
100 - 200 8 0,67 c,69 0,87 0,% 0,97 1,00
46.5- 100 9 0,1 0,64 0,8 0,90 0,% 0,9 1,00
21.5- 46,5 I 0,70 0.64 C,8 0,9 0,% 0,9 0,99 I,00
10,0 21,5 i1 049 0,48 0,68 0,68 0,70 0,72 0,73 0,73 1,00
4,65 10,0 12 0,1 0,10 0,3 0,37 0,40 Ok 044 Ous 0,80
2,15-4,65 13 0,00 0,2 0,I8 0,21 0,25 0,28 0,26 0,26 0,68 1,00
1,0-2,15 14 0,00 0,00 0,18 0,21 0,25 0,28 0,26 0,26 0,68 0,99
0,u65- I,0 15 0,00 0,00 0,12 0I5 0,20 0,26 0,24 0,24 0,59 0,91 1,00
0,215-0,465 16 0, 0,00 0,12 ¢,I5 0,20 0,26 0,20 0,2 0,50 0,90 8.99 1,00
0,100- 0,215 7 0,00 0,00 C,16 0,20 0,23 0,26 C,24 0,2 0,66 c,9% 0,87 0,81 1,00
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