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EDITORIAL NOTE 

This is the twelfth issue of Communication of Nuclear Data Progress 
(CNDP) , in which the achievements in nuclear data Field since the last year in 
P. R. China are carried. It includes the measurements of neutron multiplica­
tion in Pb; theoretical calculations on isomeric state cross sections in neutron 
radiative capture for i9Co, ,03Rh and on n+235U, *"' 240Pu reactions, a compar­
ison of the maximum entropy method of analysis with the exciton model plus 
the master equation, a processing code system searching for optimal neutron 
optical potential parameters, the pre— and post-management of code 
DWUCK4, a code for supplement of gamma production data to evaluated 
neutron data; the update and modification of the total cross sections for S, K, 
Ti, Zr, Sb, Hf, Pb, and evaluation of l97Au(n,2n)l96Au reaction cross section 
from threshold to 80 MeV; a fast reactor multigroup constant library CL50G, 
benchmark testing of total cross section for Fe, O, Na, N, a data processing and 
critical safety analyzing code system NJOY-WIMS; atomic mass and discrete 
level schemes sublibraries; comparison of two approximation methods to deal 
with PPP phenomenon in practice; an evaluated data library for light particle 
reflections from solid surfaces, s'.udy of physical sputtering systematics. 

We hope that our readers and colleagues will not spare their comments, in 
order to improve the publication. 

Please write to Drs. Liu Tingjin and Zhuang Youxiang 
Mailing Address : Chinese Nuclear Data Center 

China Institute of Atomic Energy 
P. O. Box 275 (41), Beijing 102413 
People's Republic of China 

Telephone: 86-1-9357729 or 9357830 
Telex: 222373 IAE CN 
Facsimile: 86-1-935 7008 
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I EXPERIMENTAL 
MEASUREMENT 

Measurement of Neutron Multi­

plication in Pb by Mn Foils 

Chen Yuan Liu Rong Guo Haiping 
Jiang Wcnmian Shen Jian 

(Southwest Institute of Nuclear Physics and Chemistry. Chengdu) 

Abstract 

The Leakage neutron multiplication in bulk lead has been measured using 
the total absorption detector and relative method. The polyethylene sphere of 
138 cm in diameter is used as the moderator and total absorption detector. The 
measured results from 55Mn foils and 6Li glass are compared. The neutron 
multiplication is 1.74 with the lead shell of 23.1 cm thick. The measured result is 
consistent with the calculated one with ANISN code and ENDF / B-6 evalu­
ated data within the experimental error. 

Introduction 

It is widely considered that lead is the same good material as beryllium 
used to multiply neutron in blanket of fusion reactor. However, the 
measurements for neutron multiplication focus on Be in the past years, because 
people generally emphasized beryllium material and there was a large difference 
between experimental and calculated results for beryllium. Up to now only a 
few laboratories11 ~3) have carried out the experiments of neutron multiplication 
in Pb, and there are a large differences among measured results. The measured 
results are 10% larger than the calculated ones. To clarify the inconsistency, it is 
very necessary to carry out the experiments of neutron multiplication in Pb. We 
made a set of lead samples of five thicknesses. The maximum thickness is 23.1 
cm which is 6 mm thicker than Kurchatov's lead sample. The experiments have 

— l — 



been performed for a set of lead samples using *Li detectors. To obtain more 
reliable results, Mn foils were used to measure multiplication in lead of 23.1 cm 
thick. The results from Mn foils :nd *Li detectors are compared. 

1 Experimental Method 

The leakage neutron multiplications are measured by the total absorption 
detector ( TAD ) and relative method. Neutrons leaking from the lead sample 
are sufficiently moderated in polyethylene. The neutrons, except those with 
small portion leaking out of moderator, are fully absorbed by hydrogen in 
moderator. Absorption of *Li, ssMn and H to slow neutrons conforms to the 
1 / v law. Therefore *Li and 55Mn detectors are used to imitate absorption of 
H to slow neutrons. The apparent and true multiplications are 

M =mHA/°H=mMnlL/0MnA (1) 
• A A A A ' ' 

and 
ML=Mt ( \-°XA-°L ) + mXA + mL + Pb(n,x) (2) 

where Mu : apparent multiplication 
ML : true multiplication 
m and o: with and without sample 
//A : absorption of H to neutrons in TAD 
XA : nonhydrogen absorption in moderator 
/. : the leakage out of moderator 
Pb(n,x) : lead absorption of neutrons reflected by moderator into lead 

sample 
XA, L and Pb(n,x) are calculated. Every term mentioned above is 

normalized to one source neutron, and integrated over the whole sphere. 

2 Experimental Setup 

2.1 Total Absorption Detector 

The total absorption detector is a high-density polyethylene sphere, as 
shown in Fig. 1. Its inner and outer diameters are 46 and 138 cm, respectively. 
Ther* are a target chamber channel and five measuring channels in the equator­
ial plane of TAD being the direction of 0°, 40°, 80°, 120° and 150° to 
D+ beam line. 
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Fig. 1 Total absorption detector 

22 Lead Sample 

The lead sample is composed of two hemisphere shell with 4 cm in inner 
diameter and 50.2 cm in outer diameter. There is a target chamber channel with 
3 cm in diameter in the interface. The purity of lead is larger than 99.9% . The 
impacts on the measured value frcm the little impurity is negligible. 

23 Target Chamber 

The target chamber is made from aluminum and composed of the wide and 
thin parts. The thin one is 28 cm in length, 2.6 cm in diameter and 1 mm in wall 
thickness. The wide one is 60 cm in length, 9.4 cm in diameter and 2 mm in wall 
thickness. The o-particlc monitor is in the direction of 178.5° to D+ beam line. 
The fraction of D-D neutrons in D-T neutrons is less than 1% . The stability 
of neutron source is better than 2% . The target surface is cooled by compressed 
air. 

2.4 Activation Foils 

Mn foils are alloy of Mn and Ni contained 20% Mn. The size of Mn foils is 
13.6 and 15 mm in diameter. Their thicknesses are 1 mm. Mn foils are put in 
small polyethylene chambers well manufactured, as shown in Fig. 2. The nine­
teen foils are put in the chambers together. The first foil is located at the inner 
surface of moderator. The interval among foils is 1 cm from foil 1 to foil 9,2 cm 
from foil 9 to foil 13,3 cm from foil 13 to foil 16, 5 cm from foil 16 to foil 19. 
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Fig. 2 Activation Toil detectors 
1,2 acaratmfbib; 3 sa^poiyctkylcae chamber, 4 poiycthyteac sleeve. 

Z5 Irradiation ami Measwencat 

Activation foil detectors were put in the direction of 80° in moderator and 
continuously irradiated for 8.5 h. The neutron flux is about 1 x 10' n / s. The 
integrated counts of associated alpha particles to monitor neutron field were re­
corded once each 500 s. As soon as the irradiation was stopped, the y activity 
of *Mn was measured by the high purity germaniuum ( HPGe) detector. The 
HPGe detector is shielded by lead. The natural background counts were 3 per 
minute, subtracted from the measured y activity of *Mn. The measuring condi­
tions with and without sample were kept the same. 

3 Data Processing 

When stopping time is to, y activity of r-th foil is: 

o NjJ. 
(3) 

- e 

After normalized with associated alpha particles and weight, y activity is: 

"<('o)=Ar777 (4) 

It is related to the neutron number (unit volume) in the position, in TAD, 
at which a foil is located. 

F. = S *aK e - ( If-K )Tm X 
(5) 

* - i 
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The symbols in the relations (3) to (5) mean: 
X: decay constant of 'Sin. 
N, : the measured j activity of the t-thfoilin t2—tt period. 
Mi, : weight of the t-thfoil. 
F% : alpha normalizing factor weighted. 
AT : the number of times of recorded alpha particles during iTadiated peri­

od. 
K : the AT-th record in N. 
7, : time to record alpha particles once. 
P%K : counts of alpha particles in TM period of the AT-th record. 
The spatial distribution of neutron density in TAD is integrated according 

to the relation below : 

(6) 

where r is the distance between a foil place and the center of TAD. 

4 Results and Discussion 

After the y counts of a foil in t2-tt period had been measured, in terms of 
relation (3) y intensity in stopping time was obtained. Then in terms of relation 
(4) y intensity unit mass and per alpha particle was obtained. The radial distri­
bution of y activity measured in the direction of 80° to D+ beam line is shown 
in Fig. 3. Fig. 4 is the radial distribution of neutron count rate of 6Li glass 
detector under the same condition. 
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Fig. 3 Ncuiron distribution obtained by Mn activity 
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Fig. 4 Neutron distribution measured by *Li glass detector 

The corrections in relation (2) are calculated using I-D ANISN code and 
ENDF / B-6 library data. The calculating condition of ANISN is that the 
number of energy group is 30, />, and Slt, the low threshold \QT* eV, and the 
energy or source neutrons 13.5~ 14.9 MeV. The energy and flux distributions or 
source neutron are isotropic. The calculated results are listed in Table 1. 

The apparent multiplications from 5JMn foils and 'Li glass are listed in 
Table 2. The true multiplication in bare lead is obtained from relation (2). The 
measured and calculated multiplications in bare lead are listed in Table 3. 

Tabic 1 The correction 

PbThickness (cm) 

2.0/25.1 

Nonhydrogcn 
absorption 

0.0592 ~ 
0.0152 

Leakage 

OJ0t5" 
0.0131 

Reflection 

0.1462 

Tabic 2 Aaparcat makiaiicatioM 

Pb Thickness (cm) {•-

2.0/25.1 | 

Measurement 
"Mn [ 
i-IM 

•Li 
i MI" 

- * 

• t-

Cakulaiion 

1.880 

Tabic 3 MaHiplicatioN in bare kad 

Pb Thickness (cm) ^ 

26/25.1 ! 

Experiment 
"Mi Mn 
1.743 

*Li 
1.745 

Calcination 

1.735 

E/C 

1.006 
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From Table 3, the results from two detectors have a good consistency. It 
indicates that the measured leakage multiplication is independent of thermal 
neutron cross section of the detector, provided that the detector conforms well 
to the 1 / v law. The measured result is consistent with the calculated one with 
ANISN code and ENDF / B-6 data. 

5 Conclusions 

The experimental errors of measuring multiplication from 6Li glass 
and 55Mn foils are 2.8% and 3.2%, respectively. Because of the less counts of 
the i Mn activity, especially nearby the edge of moderator, the error from Mn 
foils is slightly larger than that from the 6Li detector. If the neutron intensity 
and y counting time are increased, the statistical error may be decreased. The 
results obtained from two detectors of different thermal neutron cross section 
are consistent within the experimental error. The measured and calculated re­
sults are also consistent within the experimental error. 

The work is supported by the National Science Foundation of China and 
the Science Foundation of CAEP. 
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II THEORETICAL 
CALCULATION 

Isomeric State Cross Sections in 

the Neutron Radiative Capture 

Zhang Xizhi Liu JianP-r.g Zhang Guohui 

(Department of Physics, Zhengzhou University, Zhengzhou) 

The integral equations describing the cascade y deexcitation processes are 
provided to calcu'ate the ground state and the isomeric state cross sections in 
the neutron radiative capture. In the initial conditions, the contributions of the 
pre-equilibrium and the primary y transitions after statistical equilibrium are 
considered simultaneously. The numerical calculations have been done for i9Co 
and !03Rh in the neutron incident energy region between 0.1 and 3 MeV. The 
calculation results are compared with those of the experiments and some simple 
discussions are presented. 

Introduction 

The study on the neutron radiative capture is important both in theory and 
in practical use. It is indispensable for the determination of the lower excited 
energy level characteristics and the higher excited energy level wave functions of 
the nucleus, and for the tests of nuclear reaction models as well as the theoreti­
cal calculations of the nuclear data. For over last 30 years, a lot of studies on 
the mechanism of the neutron radiative capture has been done. Firstly, on the 
basis of the compound nucleus statistical theory, some non-statistical effects 

l'*2J were presented. Owing to the success of the exciton model in describing 
pre-equilibrium particle emissions, this mode) was also used to describe 
pre-equilibrium gamma emission processes. A fairly successful case was the 
pre-equilibrium exciton phonon coupling model131. Secondly, the angular mo­
mentum and parity conservation relation to the exciton model was introduced 
in order to research pre-equilibrium gamma emissions14'. This model may give 
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some more clear physical interpretations for the main non-statistical effects. 
Since the built calculation formulas of the non-statistical processes are all used 
in practical calculation, they are still important both in theory and in practical 
use. Recent years, further study on the statistical theory of the compound nu­
cleus is developed, the main work of which is focused on the photon strength 
functions15'. 

The purpose of this paper is to research the calculation method of the 
ground state and the isomeric state cross sections in the neutron radiative cap­
ture on the basis of the work mentioned above. It is necessary to meet the de­
velopment of the nuclear data work requirement for cross section branch ratio 
of isomertic state, and to meet the nowadays plenty of experimental data of the 
isomeric state cross sections accumulated. By comparing the calculated results 
with experiments, further tests can be done for the presented mechanism of the 
radiative capture as well as for some related theories. 

I Calculation formulas 

Since the pre-equilibrium y emissions correspond to the higher energy 
photons and the final states are some lower excited states, it can be assumed 
that the system reaches the statistical equilibrium state after a pre-equilibrium 
photon emits. For the convenience of description, a set of integral equations is 
given which can be used to describe the cascade y deexcited process of the nu­
cleus in statistical equilibrium states, and regard the excitons of the primary y 
transition of compound system to each level as initial condition. 

Suppose that Em is the highest excitation energy of A+\ nucleus formed 
by the neutron bombarding the target nucleus A, Em to Ec is the continuous 
region of the energy levels, p( E, J, n) is the level density of the continuous re­
gion, E, J, n represent the energy, spin and parity respectively. Below Ec, there 
are N discrete levels including the ground state denoted by (£,, / , , TT,), {E2, J2, 
n2) '•• (EN, JN, nN), among which the fe-th level ( 1 < k<>N) is a isomeric state. 
The function ac{E, J, n) means that ac(E, J, n) d£ represents the total excitation 
cross section of the levels with spin J, prity n and energy between E and 
E+dE in the whole transition process and ac {E,J,n) is its initial value. at is 

the total excitation cross section of <th discrete level in the whole process and 
a. is its initial value. Then the whole cascade y deexcitation process can be 

'« 

solved by the following integral equations. 
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-ess 
(1) 

ej'y 

> °, = % + 2 '. *" + f [' 2 at (£',/V) %^r d£', 

( / = 1, 2, - , JV ) (2) 

where re f "' is the total width of the level EJ'n', I* r '' is y partial 
width, S'' is the gamma transition branching ratio between discrete 
levels. aj„ and a^E, J, n) consist of two terms as below 

PEO , EQ 

a J E,J,n ) = <x*Q( E,J,n ) + <x*0°( E,J,n ) (4) 

where the one with indices PEQ represent the contribution of the pre-equilib-
rium y emission, the one with EQ represent the contribution of the equilibrium 
y emission16'. By solving integral Eqs. (1) and (2), the cross sections of the 
neutron radiative capture of the ground state and isomeric state can be ob­
tained, which take the form of 

(5) 
•'*. ' r 

i = 2, i * k 

a = a. = a.n + 
nym k ku 

2 <r S'k + f*" a,( £',/,* ) -far dE' (6) 
i = * + I 

it is obvious that the total radiative capture cross section any can be read as 

%=s % + C s ' - ( ^ ' ^ > * ( ^ ' ' * > d r = < r - + ' - (7) 

II Calculation Results and Discussion 

By using of the scheme mentioned above, the numerical calculations have 
been made for 59Co and l03Rh in the neutron incident energy region between 
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0.1 and 3 MeV. The calculated results are compared with experimental d a t a . 
In the calculation, Becchetti-Greenless/ optical potential [ " , and 
Gilbert—Gameron's energy level density formulas1'1 are used. The optical po­
tential parameters were adjusted to make the calculated total cross section and 
the elastic scattering cross section fit the experimental data. Choosing the level 
density parameters makes that the calculated result of the low excited level ac­
cumulation number roughly agrees with the experimental data, and it is ad­
justed again in the calculating radiative capture cross section, y partial widths 
are calculated by using giant dipole resonance model. For the resonance 
parameters, the experimental value1101 is adopted. This paper takes no account 
of Ml, E2 or more multipole transitions because of the following reasons : (1) 
the calculated results show that these transition values are far less than £*,"; (2) 
the experimental values of these parameters of transition are still short at pres­
ent, only the existing adjustable parameters are inducted; (3) for the y transi­
tion branch ratio among discrete levels, the experimental values are adopted, in 
which multipole transition contribution is included. 

The calculated results of radiative capture cross section ani for 59Co, and 
comparison with experimental data are shown in Fig. 1. The calculated results 
of iso-.ueric state (i. e. """Co, £=0.0585 MeV, f = 2*) cross section and com-
oarison with experimental data are shown in Fig. 2. Fig. 3 shows the calculated 
results of the ground state cross section <rnyg (curve a ) and isomeric state cross 
section anjm ( curve b ) for ,0iRh ( i. e. ,04mRh, £=0.129 MeV, 7* =5+) and 
comparison with experimental data. From Figs. 1 — 3, it can be concluded that 
the calculated results are in good agreement with experimental values both in 
quantity and energy changing tendency although a little discrepancy exists. This 
discrepancy can be interpreted as the following reasons : 

(a) The difference between ground state and isomeric state is little in the 
energy, but large in the angular momentum. Adjustment of the energy level 
density parameters in this calculation only takes account of accumulation num­
ber of the low excited levels compared with the experimental value. The spin cut 
off factor a7 which represents the relation between energy level distribution and 
angular momentum is not adjusted. 

(b) Though multipolar transition about Ml, E2, etc. is taken into c.isider-
ation for the y transition branch ratio among the low excited separate levels, yet 
only the El process is considered for the transition among the levels in 
contineous energy region, which will result in certain errors. 
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Fig.l The calculated results of radiative capture cross section oay for 5,Co and those 

compared with experiments. The experimental values are taken Tram Ref. [7] 
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Pig. 2 The calculated results of isomeric state cross <rBym and those compared 

with experiments. The experimental values arc taken from Rcf. [7] 
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Fig. 3 The calculated results of the ground state cross section aan (a) 

and isomeric state section aoym (b) for l03Rh and those compared 

with experiments. The experimental values are taken from Rcf. [7] 
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Calculations for n+235U, « .w*p u 

Reactions in Ea = 0.001 ~ 20 MeV 

Yan Shiwei Shen Qingbiao Cai Dunjiu Liang Qichang 

(Chinese Nuclear Data Center, IAE) 

Cai Conghai 

(Dept. of Phys., Nankai University, Tianjin) 

Abstract 

For the n+235TJ, m- 240Pu reactions in the energy region of 0.001 - 20 MeV, 
the total cross section, the cross section of each opened channels, the 
elastic/ inelastic scattering angular distribution and the secondary neutron en­
ergy spectra were calculated by code FUP1. It can be concluded that the calcu­
lated results reproduce the experimental data very well. 

Introduction 

A set of data of fissile nuclei is very important for nuclear reactor 
designing. However, the obtainable experimental data are rather limited. Thus, 
it is necessary to use nuclear reaction theory to calculate the related data. 

The models used in this calculation include three parts: Optical model 
1''2] (OM), Hauser-Feshbach theory131 with width fluctuation correction 

(WHF) and evaporation mode1141 including pre-equilibrium (PE) statistical 
theory based on exciton model. The detail of those theories and the related 
parameters are shown in the next section. 

It should be pointed out that the crucial affairs of this work are to 
readjusted the related parameters since the obvious discrepancy exists between 
the results given by the previous parameters* '•3*4] and the latest experimental 
data. Codes ASOP and ASFPt5] were used for searching for the optimal optical 
potential and fission parameters. 

1 Models and Related Parameters 
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1.1 Optical Model 

The spherical nucleus optical model is used in the code FUP1161. The related 
optical model parameters are adjusted automatically by fitting the experimental 
data and shown in Table 1. 

In the high neutron energy range, the contribution of direct reaction be­
comes important, it was calculated with Coupled Channel Optical Model 
(CCOM)121, the deformed optical potential parameters adjusted with CCOM 
can be read as 

(For 235U) 

K = 45.0-0.3£ +0.006£2 R =1.12 
o n so 

W=3.9 + QAE ,4 „ =0.51 

Wy=0.0 As=Ay =0.50 

V =6.2 A =0.52 
to so 

RS = RV = 1.267 /?2=0.2 
* R = 1.285 

(For 239Pu) 

V = 45.25 -0.25E 4- 0.02E2 R =1.12 
n n so 

W= 2.862 + 0.4£ A _ =0.62 
3 D K 

W'v=0.0 / l s = / l v =0 .58 
V =6.2 A =0.62 

so so 

RK=RS = RV = ].26 /?2=0.21 

240r 
(For ™Pu) 

F = 45.5-0.3£ +0.006E2 R =\M 
n n so 

A% = 0.52 

>JS = /1V=0.50 

A =0.52 
so 

1.267 R =0.2 

W* 
ww 

V 
so 

* R 

= 2.9 + 0.4£ 
n 

= 0.0 

= 6.2 

= * s = Rv = 

— 15 — 



The direct reaction components are added to the calculated compound nu­
cleus cross section and angular distribution. 

1.2 Hauscr-Fcshbach Theory with Width Fluctuation Correction 

In the incident neutron energy region of 10 keV~ 3 MeV, the WHF theory 
is employed to calculate the compound-formation cross section, compound 
elastic scattering cross sections, inelastic scattering cross sections ( of discrete 
levels and continuum ), radiative capture cross section, fission cross sections, 
Legendre coefficients of compound elastic / inelastic scattering angular distri­
butions ( for all of the discrete levels ), secondary neutron energy spectra of 
inelastic scattering for continuous states and excitation functions. 

In order to calculate transmission coefficients of neutron, fission and 
radiative capture channels, the giant dipole resonance model of photo-nuclear 
reaction, fission channel theory based on equivalent single peak barrier are 
used. 

The appropriate fission barrier parameters ( Vf and hco{ being the height 
and curvature parameter of the barrier ) and the level density parameters ( a, 
being of compound and residual nucleus, a{, being of the saddle point state ) 
are necessary for this calculation. On the basis of the experimental data[?1 as 
shown in Figs., they are readjusted in the light of the evaluated experimental 
values of (n,y), and (n,f) channels cross section. All of the parameters used in 
this calculation are as the following: 

V, 6.2240 

AT, 2.1616 

_1 
K2 0.1092 

E H i i 0.65897 

»'pu
 M O p u 

6.445 5.796 

j 2.4030 1 3.5958 
1 i 

0.4982 ; 0.115 

1.127019 0.714886 
1 i 

1.3 The Evaporation Model Including Prc-Equilibrium (PE) Statistical Theory 
Based on Exciton Model 
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This model is used to calculate the cross section of (n,y),(n,n'y), (n,2n), 
(n,3n), (n,4n), (n,f), (n.n'f), (n,2n0 (n,3nf), (n,F) channels and the normalized 
secondary neutron spectra in £„ = 3 ~ 20 MeV. In order to fit the experimental 
data well, the level density of the saddle point state is used with two 
enhancement fitting parameters K} and K2, which arc adjusted automatically 
and given in Table 2. 

The Kalbach's constant K, which represents a magnitude of the residual 
two-body interaction in the pre-equilibrium statistical theory, was selected 
as /if =400 MeV-3 through a comparison of the experimental data with calcula­
tion. This value is reasonable and consistent with the calculated results using 
the imaginary part of both the phenomenological optical potential and the mi­
croscopic optical potential with Skyrme interaction'*1. 

2 Summary 

The comparison of the calculated results with experimental data is shown 
in Figs. 1 ~ 5, respectively. It can be concluded that with the new parameters,the 
calculated results can reproduce experimental data satisfactorily although there 
is some discrepancy ( Fig. 2 ) between the calculated results of fission cross sec­
tion and the experimental data at around 18 MeV up to intermediate energy191. 
In fact, this evidence provide the information about the existence of new reac­
tion mechanism and provide a challenge to develop a new model, such as nucle­
ar deformed fluctuation theory. 

The data have been adopted for the evaluation of 235U, 239, 240Pu for 
CENDL-2. 
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TaMe 1 The optical aiodcl aaraaictcfs 
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Table 2 Tkc U B I M panmctcn 

(for U»U) 

,4+1 A-\ A-l A-l 

6.0131 5*374 6.1780 5 9000 

1.4S557 2.73958 1.9599 2.7400 

0.07537 0.1757 0.3666 0.1760 

1 1605 0.7454 1.2930 0 69986 1.2900 

28 6828 28 8197 28 8500 29.0671 28.8999 

hot, 0.7S8I 0 5371 0.7581 0.5371 

(for *"P«) 

A+l 

6.1580 5.7100 

*, ; 1.95447 1.3361 

A-\ 

5.4719 

1.0782 

A-l 

»i , 0.623389 i 0.543879 i 0.03468 

1.27765 i 0.748678 i 0.953856 

T 

5.7100 

1.34 

0.5400 

0.451355 

A-i 

0.95400 

-4-

28.72505 i 28.403549 ! 28.95265 i 28.98671 i 28.99500 

\. V • - + 

ha>t | 0.7051 | 0.64156 0.70511 0.64156 
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A Comparison of the Maximum Entropy 

Method of Analysis with the Exciton 

Model Plus the Master Equation 

Yan Shiwei 

(Chinese Nuclear Data Center, IAE) 

Abstract 

The maximum entropy method of analysis is successful in fitting experi­
mental data. In order to reveal the underlying physics, this method is applied in 
comparison with the conventional approach, i. e the exciton model plus the 
master equation, to three cases. It is found that both approaches produce al­
most equally good fits to spectra, and yield almost the same average exciton 
numbers. This implies that there must be similar physical ideas behind the two 
approaches, and it should be safe to use the maximum entropy method of ana­
lysis to fit data or to estimate reaction cross sections. 
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Introduction 

The maximum entropy method of analysis ( hereafter referred to as 
MEMA. See Ref. [1] and references therein ) has been used to analyse heavy 
ion collision12"41 and light particle induced reaction1 $1 and proved to be very 
successful. But the question still remains to be answered16,7I: How much physics 
can this method tell us ? People may use this analysing method to produce lots 
of fitting to data but without discovering the physical processes. We feel that 
the maximum entropy formalism has its profound physical foundation and 
should agree with other workable theories. It is the purpose of the present pa­
per to make a comparison between the maximum entropy approach and the 
conventional preequilibrium theory of nuclear reactions induced by light parti­
cles. To check carefully its interrelation with other successful theories would 
surely render some insight into the maximum entropy formalism, and help un­
derstand the physical meanings of the Lagrange parameters involved in the 
maximum entropy distribution. This kind of studies will also provide us with 
information about the conditions under which the maximum entropy formalism 
can be used safely to fit data, to investigate the reaction mechanism, or for oth­
er purposes. 

The entropy of a distribution of outcomes is given by[Ml 

n 

S=-'£pf\nPf (1) 

It is non-negative and reaches its maximal value for a uniform distribution 
when all outcomes are equal probably. If the states / are grouped together such 
that the»e are gy states in the group y and only the probabilities Py of the dif­
ferent groups are given, we assign equal probability to all the state f within any 
particular group. The probability of any one quantum state within the 
group y is thus given by 

P 
D L 0 \ 

and hence 

" P P P 
S=-E~ l n - i = - 2 / » 1 n - i (3) 

fm I » y ft y T ft y 
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The prior distribution is defined as the one of maximum entropy 

J,«= i_=£l. (4) 

T 

So that 

5 = ln JV-S/*, ln -J- (5) 

Here \nN is the maximum value of the entropy. The entropy S has been 
identified as the information provided when the distribution P y has been de­
termined. 

The basic idea1 '~ 4l of the maximum entropy approach is that if 
without any interreaction happening, the system is described by a statistical 
distribution, where all final quantum states ( on the energy shell ) are 
equally probable, but in a real reaction the system is described by a distribution 
which is subjected to constraints imposed by the dynamics of the collision and 
which should be as statistical as possible. The maximum entropy distribution 
for the final states is 

p™ = p? exP[ - ; . 0 - 2 M , ( V H (6) 
i - I 

where X's are the Lagrange multiplies. This distribution involves n constraints, 

T 

where A/(y) is the value of the constraint for the group of final states y. In prac­
tice, only two constraints are rather well established and found to be important, 
i. e. the average value of the excitation energy E' and the average value of its 
square root E'W2. So, the maximum entropy fitting formula which is now 
widely used is 

U c , I , _ 5 I T , . 1 

P (E ) = E)E ~« exp[2VaE -Xo-^yE -l2E * ] (7) 
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where aK.A/% is the level density parameter, and E( is the kinetic energy of 
the final channel which is related to the excitation energy £* according to the 
following expression: 

Et=E.+Qa-E* (8) 

where E: is the incident energy and Qu is the ground state to 
group state Q value. Xt is related to the average exciton number according to 

u i 

where <£* > is the average excitation energy. We point out here that Eq. (9), 
although widely used, is obtained only from the level density consideration. In 
the present work, we compare the MEM A formula, Eq. (9), with the 
conventional preequilibrium theory, i. e. the exciton model plus the master 
equation ( hereafter referred to as EMPME ), which has been very successful in 
describing both heavy-ion and light-particle induced reaction. 

In section 1, we give a brief description on the formulas of MEM A and 
EMPME. Section 2 contains the results of the two theories and a brief discus­
sion. The conclusion is drawn in section 3. 

1 Formalism 

For the maximum entropy calculation, we use Eq. (7) to fit 
experimental spectra. The parameter X0 only serves as a normalization con­
stant. The parameters X\ and X2 are determined by the following two 
nonlinear equations: 

\E ' W ' ) dE' =\E'PM\E') dE' (10) 

\E'X*J{E') d£* =\FAP"Z(E*) AE' (11) 

where ftE*) is the experimental spectrum to be fitted with Eq. (7). Suppose that 
both /(£*) and PME(£*) are normalized. To facilitate solution of Eqs. (10) 
and (11), we can start with an estimate of the two unknown parameters A, and 
X2, given by the experimental spectrum /(£*) which is roughly 
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parameterized with £„, the value of E* at which /(£*) reaches its 
maximum, and r, the full width, as shown in Fig. 1. We use the following ex­
pressions for the estimated A, and X2 : 

X2^-AE'J[^f l- — + - A - ] 02; 
r2 2(Ei+Qa-Em ) AEm 

1 ** 
a T i 5 

A,* r ^ - - - T - - - V 03) 
£ 2( £ + Q - E ) AE 

which are straightforward. 
For the conventional EMPME calculation of preequilibrium reactions, 

we use our code to calculate angle-integrated cross sections. For the 
formalism, see Refs. [7] and [8]. Let Q(n,il,t) denote the occupation probability 
for the composite nucleus state (n,fl) at time /, where n is the exciton number 
and fi is the direction of the fast particle. The generalized master equation 

then reads: 

m 

-^Q(m,Cl',t)W^JCi,Cl') dCP (14) 
m 

where 

Wm^(CP$) = Am^G{a&) (15) 

The transition rate Am_n from the state m to the state n can be expressed 
as follows: 

"^"+2 h 2(«+l) 

^.i'TKA'iE"lSSh^ ( , 6 ) 

Xm^jKA-iE'-l&jjr*Wp-]) + h(h-\) + 4ph] 

where E* is the excitation energy of the composite system, A is the mass 
number of composite system, p and h are the particle and hole number, 
respectively, and g is the single particle level density. The parameter K corre-
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sponds to the strength of interactions which lead to transition between exciton 
states, and is adjusted in accordance to the systematic by Kalbach et al.l9, ,o1 to 
get the best fit to experimental spectra. We will not list all the formulas used 
here because they can be found in many articles, e. g. Ref. [8]. We only need the 
time- and angle-integrated occupation probabilities 

PK=\Q{nM dQ d/ (17) 

Then, the angle-integrated cross section for the emitted particle / is ex­
pressed as: 

d<r'(£) _ <fr>) 
de ^ de 

* 

der'00 

de 
= PW'(e) (18) 

where / represents the proton or neutron. The emission probability W\(t) for 
the particle i from the exciton state n is given as 

K^^-irr^^^^^iE' -*,-«)"-' (19) 
n h g£ 

where S, and nt are the spin and the reduced mass for the particle i, B( is its 
binding energy in the composite system, and ofe) is the inverse cross section for 
forming the compound system by the particle i with kinetic energy e. 

We define the average exciton number n according to the occupation 
probabilities of exciton states : 

"'W~ (20) 

The two average exciton numbers, n, calculated by using EMPME and 
<n> , calculated by using MEMA, will be compared, and the comparison will 
reveal some very important features of the maximum entropy approach. 
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2 Results And Discussion 

We have applied both MEMA and EMPME to three cases: ^Bjfop') at 
62 MeV, Csl(n,p) at 21.5 MeV, and Csl(n,p) at 18 MeV. 

In Fics. 2 ~ 4 , we have plotted the experimental spectra1"'l2] ( crosses ), 
and the corresponding fits produced by using MEMA ( solid line ) and 

EMPME (dashed line) for the three cases, respectively. 
The parameters used in the calculation are given in Table 1. In MEMA, 

the parameters A, and A2 are adjusted to get the best fit to the 
experimental spectra, while in EMPME, the parameter K is adjusted in 
accordance to the systematics of Kalbach et al.[9, ,0) to get the best fit to data. 
We see that the calculated spectra are in general in rather good agreement with 
the experimental data. Also given are the central results of the present work, i. 
e. values of </»> , the average exciton number in MEMA, and n, the average 
exciton number in EMPME. We see that in general MEMA and EMPME 
yield very close values of the average exciton numbers. 

It is not difficult to understand why MEMA and EMPME give almost the 
same exciton numbers. It is simply due to the fact that both MEMA and 
EMPME involve the following physical ideas: The system develops as 
statistically as possible, i. e. the final states are occupied with the probabilities 
which are controlled mainly by the corresponding total available phase 
space',3] but subjected to the same correction. We will have a more detailed 
discussion in another paper on the interrelation between the underlying physi­
cal ideas of MEMA and EMPME. 

3 Conclusion 

In conclusion, we emphasize that MEMA can furnish good fits to the 
spectra of light particle induced reactions, and yield average exciton numbers 
which agree quite well with those given by EMPME. Our study here shows that 
it is safe to use MEMA to produce fits to data, at least in the domain in which 
EMPME can be used successfully. Because MEMA is sophisticated and easy to 
manipulate, MEMA could be a very powerful tool in practice, especially in 
projecting our knowledge of cross sections from the energies for which there 
are experimental data available to the energies for which there are no data 
available. This could be of great interest especially to the people who are en­
gaged in nuclear data calculation and evaluation. 
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Table 1 Paraauten ascd ia the mmcrical calcalatioa aad the calculated 
average excitoa auaihcr < n> ( for MEM A ) and n ( For EMPME ) 

x, (MeV )_l 

x, (MeV)-1 '1 

< £ * > ( M c V ) 

K 

<n> 

n 

"•BHP.PO 

(62 MeV ) 

0.0926 

8.3695 

21.48 

ISO 

8.0 

5.4 

| C*I(ti,p) 

(21.5 M e V ) 

0.90995 

0 8580 

22.30 

50 

17.8 

17.1 

CsKn,p) 

( 18 MeV ) 

1.0977 

0.2292 

18.6 

45 

17 6 

192 

/» EMPME 

/ MEMA 

• E*p. rj»i» 

/.' \ 

10 20 30 40 
Kinetic Energy (MeV) 

50 60 

Fig. 1 Schematic plol or the experimental Fig. 2 The cross section for reaction 

spectrum f[E') roughly parameterized ^BKp.p') at 62 MeV 

with E' at which j[E') reaches 

its maximum and the full width 
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Fig. 3 Same as in Fig. 2 but 

Tor the reaction Csl(n,p) 

at the beam energy 21.5 McV 

Fig. 4 Same as in Fig. 2 but Tor the reac­

tion Csl(n,p) at the beam energy 18 McV 
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A Processing Code System AUTOOPT Searching for 

Optimal Neutron Optical Potential Parameters 

Liu Tong Zhao Zhixiang 

(Chinese Nuclear Data Center, IAE) 

Abstract 

A processing code system searching for optimal neutron optical potential 
parameters is introduced, and a general box diagram as well as typical results 
for 5IV are given. 

Introduction 

Theoretical calculation plays an important role in the neutron data 
evaluation. Searching for the optimal neutron optical potential parameters is 
the first step for a consistent theoretical calculation. Although a lot of computer 
codes can be used to search for optimal neutron optical potential parameters, 
automatically, the input format is very complex, especially for input of the ex­
perimental data. This affair will cost the evaluator a lot of time to input the ex­
perimental data in the format which fit the code. For filling the input data and 
plotting output data automatically or haif-automatically, a code system — 
AUTOOPT is developed. This code also has a function to plot the results to 
compare with the experimental data . 

1 The Functions of AUTOOPT Code System 

This code system has the following functions : 

1.1 Filling the input data for the code, automatically 

1.2 Plotting the result compared with the experimental one 

2 The Source of Input Parameters and Experimental Data 

Mass of target is obtained from a table of masc for about 108 nuclei; The 
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initial values of optical potential parameters are obtained from the 
systematics1'1; Giant resonance parameters and the parameters for discrete levels 
are obtained from CENPL[2) —"Chinese Evaluated Nuclear Parameter Libra­
ry"; Experimental data are obtained from the EXFOR retrieving system '31; 
Other parameters are fixed in the code, the user can easily change these 
parameters by changing a default data file. 

3 The Codes Searching for Optimal Optical Potential Parameters 

There are several codes searching for optical potential parameters. Up to 
now, only two codes, APOM94 — a new version of code APOM '4) , and 
GENOA15* are included in this code system. 

4 The Design of AUTOOPT 

The code system includes a lot of computer codes, and the EXFOR re­
trieving system as well as the CENPL library. Therefore, it is impossible to use 
one code to carry out these functions. Several small codes are used and the 
VMS commands are also used to connect all the codes together. For this 
reason, the code system can not be used on the other computer easily. 

General box diagram of AUTOOPT is shown in Figs. 1~2. The meaning 
of some major blocks in the box diagram is as follows: 

START — Input the charge number and mass number of target. The mass 
number equals zero means a natural element. 

DLS-END — Obtaining the parameters for every discrete level from 
CENPL. 

SETUP — Set up the environment for EXFOR retrieving system. 
CRE-CSRET1, CSRET, PRE-CSTTOL1, CSTTOL — Retrieving the to­

tal cross section of EXFOR data and changing the format. 
CRE-CSRET2, PRE-CSTTOL2 — Same as CRE-CSRET1 and 

PRE-CSTTOL1, for the nonelastic cross section. 
PRE-DISTTOL, CRE-DISRET, DISRET — Retrieving the elastic angu­

lar distribution, and change to CM system. 
CHEXP, CHECK, INT-ELCS, CHANG — For interpolation and check 

the EXFOR data to fit the code (APOM94 or GENOA ). 
BIND-END —Obtaining the mass of target. 
PRE-APOMI4, PRE-APOMI5 — Preparing the input data 

APOM94I4.DAT and APOM94I5.DAT for APOM94 code. 
PRE-PRE-GENOA, PRE-GENOA — Preparing the input data 
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FOR050.DAT for code GENOA. 
APOM94, GENOA-N — Two codes searching for optimal optical poten­

tial parameters. 
PLT-APOM, PLT-GENOA — Plotting the results for APOM94 and 

GENOA, respectively. 
OPT-APOM, OPT-GENOA — Changing the optimal neutron optical 

potential parameters to the standard format, the format can be easily used as 
input data of the DWUCK161 code and the UNFm code. 

5 The merit of this code system 

5.1 Although the code system is complex, but the user does not need to know 
details about the codes, the user can simply use the following command to start 
the system, 

8 @DUB0:[L.OPT]AUTOOPT 

5.2 Deleting the intermediate-file or files automatically. 
5.3 Sometimes the coordinate system of elastic angular distribution need to be 
changed from LAB to CM system, but in the EXFOR data, some flag which is 
used to express the coordinate system of angle are missing . So, a small code is 
used to decide the coordinate system of angle according to whether the data are 
exactly equal degree or not. 

6 A Typical Example 

The code system AUTOOPT has been used to search for the optimal 
neutron optical potential parameters for 5,V by using the APOM94 code. Fig. 3 
shows a typical result for total cross section. Because many experimental data 
are available for the total cross section, this code system divides the whole ener­
gy region (0—20 MeV ) into 20 energy interval, and the interpolation values 
at each energy interval are plotted in Fig. 3. The typical results for elastic angu­
lar distribution are shown in Figs. 4—5. From these figures, it can be seen that 
present results are consistent with the measured data of I. H. Towle'81 for Fig. 4 
and R. D. Lawson[9] for Fig. 5. 
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The Pre- and Post-Management of Code DWUCK4 

Yan Shiwei 

(Chinese Nuclear Data Center, IAE) 

P. D. Kung's DWUCK program is a main code to calculate direct reaction 
data with distorted-wave Born approximation and widely used in studying nu­
clear reaction mechanism and analysing experimental information, especially, 
calculating nuclear data. Unfortunately, the preparation of the input data is an 
arduous affair for multi-point of incident particle energy and multi-level calcu­
lation; secondly, the angular distribution of direct reaction is given as a{0) for 
each angle 0, not the coefficient fx of Legendre expansion, which is necessary 
for other related code (i .e. UNF) and ENDF / B library format. 

In this work, code DPPM, an auxiliary program for pre- and post-man­
agement of the input and output parameters of code DWUCK4, is presented 
for the convenient use of code DWUCK4. 

The main mprovement is for the following points : 

1. The input file DPPMI.DAT can be written with the free format. The DPPM 
can automatically produced INTER.DAT which is used to check the input data 
in terms of DWUCK4's requirement. 
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2. Multi-Energy points and multi-level circulation. 

3. Coupling of angular momentum 

For a+A-* B" +b reaction, the conservation of angular momentum and 
parity should be guaranteed, which can be expressed as: 

7A + 5 . + r ^ = 7 B + 7 b + r b B 

where JA , St are the angular momentum of target and incident particle, 

L^ is the relatively orbital angular momentum of incident 

channel, J3, Jb, Lm are the corresponding quantum of final channel, TT, is 

the parity of each particle. 
The orbital angular momentum transfermation is 

L = J-S 

L obey the parity conservation with 

For a specific reaction a+A-*B*+b, DPPM code can automatically couple 
the angular momentum J M, S , 7 n , / . with n , it., n., JI_ 

4. Legendre expansion of angular distribution 

The angular distribution of direct reaction is given as <r(0) for each angle 0 
with DWUCK program, which have to be changed into Legendre expansion as: 

'(0) = £ E ( 2/+1 )/",/»,( cos 0 ) 
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with 
, f0 k±l 

4/+i * " ' 
so 

f =?5 f*ff(0)p ( Cos 0 ) sin 0 d0 

Angular distribution is given out as the Legendre coefficients in file 
FL.DAT 
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III DATA EVALUATION 

A Code for Supplement of Gamma Production 

Data to Evaluated Neutron Data 

Zhao Zhixiang Liu Tong 

(Chinese Nuclear Data Center, IAE) 

Abstract 

A code for supplement of gamma production data to evaluated neutron 
data is developed on the basis of semi-empirical formulae. The major functions 
of the code are described. A box diagram and a computational example are giv­
en. 

Introduction 

Gamma production data such as gamma spectra and multiplicity are very 
important in coupled neutronics-photonics calculation for nuclear energy ap­
plications. Unfortunately, most of evaluations in CFNDL-2 did not include 
such data. Recently, a semi-empirical method to supplement gamma produc­
tion data has been developed on the basis of evaporation model and exciton 
model11'. Compared to the consistent theory model calculation, the semi-em­
pirical method does not depend on the detailed knowledge of nuclear proper­
ties and allows to do separative calculation without re-evaluating the cross sec­
tions, angular distributions and spectra of the secondary neutron. Based on 
the semi-empirical formulae presented in Ref. [1], a code, MAIN-GAM 
is developed to help evaluator supplement gamma production data to evalu­
ated neutron data file. The code is capable of calculating the total 
gamma spectra at given incident neutron energy to compare with measured 
one and of generating a new evaluated data file with gamma production 
data satisfying energy balance from the "old evaluated data file". 

1 The Functions of MAIN-GAM 
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(1) Adjusting Parameters to Fit Measured Data 
The MAIN-GAM can calculate the gamma spectra and multiplicity at 

given incident neutron energy. The product of normalized spectra and multi­
plicity for given reaction is multiplied by cross sections taken from " old 
evaluation data". The total gamma spectrum is obtained by summing up the 
spectra over all reactions. The user can fit the experimental data by adjusting 
two parameters R and EK, where ER is the giant dipole resonance energy 
and R is a constant in the systematics of nuclear temperature in the level den­
sity formula : 

T=R/yfJ 

where A is the mass number of the nucleus. In the case of no measured gamma 
spectra are available, R = 23 is used, and ER is calculated by the following 
formula: 

£ R = 16.8-0.02/1 

(2) Supplement of Gamma Production Data 
For the evaluated data which did not include the gamma production data, 

the MAIN-GAM can supplement gamma production data in rather conve­
nient manner for evaluator and does not need to re-evaluating the cross sec­
tions, angular distributions and spectra of secondary neutrons. 

Firstly, the user must adjust parameters by using the function 1 if meas­
ured data are available, and then through re-running the code, a new set of 
evaluated data including gamma production data is generated. 

In order to make new data file be consistent with old evaluation data, the 
following rules are taken into account by MAIN-GAM code : 

a. Only the reaction channel which appear in file 3 can be given in files 12, 
14, and 15. 

b. The data for non-threshold reaction should cover the energy range 
from 10-5 eV to 20 MeV and those for threshold reaction should be given 
from threshold energy up to 20 MeV. 

c. In order to keep the energy balance for the Q value which is used in 
gamma production data calculation must be consistent with those in the old 
evaluated file. 
(3) The Correction for Energy Balance 

Because the performance of MAIN-GAM is not a consistent calculation 
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with what the evaluator did in the old evaluation, sometimes, the total output 
energy is larger than the energy available more or less. Therefore, the correc­
tion of energy balance is needed for these reactions. 

The MAIN-GAM carry out the energy correction through revising mul­
tiplicity Myt calculated by MAIN-GAM as My: 

Mj(i) = Mi{i)x<xi 

E (i)-E (i) i 
. totv ' »viv ' 1 

E (i) A 

where Etot(i) and Ey(i) are average energy for neutron+gamma+recoil and for 
gamma calculated by MAIN-GAM for reaction i, respectively; 2sava is the 
available energy. 

2 General Design of MAIN-GAM 

General box diagram of MAIN-GAM is shown in Fig. 1 and the detailed 
description for "Multi-energy points loop" and for "Fill E N D F / B data" are 
shown in Fig. 2 and Fig. 3. In the next, the meaning of some major blocks in the 
box diagram are explained in detail. 

GAMMA — To calculate gamma production spectra and multiplicity at 
given incident energy. Eight reactions, including (n,y), (n,n'), (n, 2n), (n,3n), 
(n,p), (n,pn+np), (n,a) and (n,na+an), are taken into account. 

PREGAM can calculate the input data for subroutine GAMMA. 
Among these input data, the separation energies of the outgoing particle from 
the residuals for the reaction process are calculated by using a table of mass 
automatically, and the cross sections for the reactions are read from file 3 of 
"old evaluation data". 

This subroutine has two choices, one is for single energy point calculation, 
another is for multi-energy points. 

SEPIN —To prepare input data for GAMMA subroutine. 
SEPOUT and CHUNIT — These two subroutines can store the data (the 

output result of GAMMA ) according to the MF number, and then, change 
the unit to be consistent with the ENDF / B format. 

CREATE ENERGY POINTS — Total 21 energy points are generated for 
the subroutine GAMMA. The first one is 10~5 eV, and then from 1 MeV to 20 
MeV, the energy interval is 1 MeV. 
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SEARMT and SUBNB — To read information from file 3, and decide 
which reaction should be supplemented or not, as well as select the first energy 
point of the reaction to be supplemented. 

ADDMF1, ADDMF12, ADDMF14 and ADDMF15 — To supplement 
the MF = 1 ( MT = 451 ), 12, 14, and 15, respectively. The user can easily 
change the information in MF = 1, MT = 451 by re-writing the file 1451.LIS. 
An isotropic distribution for all photons is assumed for MF = 14. 

COPREST — To copy the rest part of "old evaluation data" to the "new 
evaluation data". 

READ 12, GETALPHA, MUTIA, REWRITE — To do the correction for 
energy balance. 

3 The Application of the Code M A I N - G A M 

For Ti, Zn, Zr, Mo, Cd, In, Sn, Sb, Hf, Ta, W, l97Au and Pb, the supple­
ment of gamma production data for CENDL-2 has been carried out by using 
the MAIN-GAM code121. 

MAIN-GAM is developed on MICRO-VAX-II and the SUN working 
station, the source code is available from the authors. 
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The Update and Modification of the Total 

Cross Sections of CENDL-2 for CENDL-2.1 

Liu Tingjin Sun Zhengjun 

(Chinese Nuclear Data Center, IAE) 

Through the intercomparisons of Fe, Cr, Ni data among CENDL-2, 
JENDL-3, ENDF/ B-6 and BROND-2, some problems have been found for 
the total cross sections in CENDL-2, mainly the losses of the resonance struc­
tures for some medium-weight nuclide due to sparse energy points1'1. To make 
dear that for how many and which nuclides the problems exist, the total cross 
sections of 18 nuclides ( P, S, K, Fe, Cr, Ni, Ti, V, Zr, Nb, Cd, In, Sn, Sb, Hf, 
Ta, W, Pb ) from CENDL-2, were intercompared. As a result, there are the 
problems for the data of 7 nuclides, and they were updated and improved. The 
following is a brief introduction. 

1 S 

The total cross sections in the energy region 3.5— 8 MeV were modified. 
The experimental data ( S. Cierjacks, GERKFK, 6806) were used. In the ener­
gy region 3.5—4.5 MeV, they were recommended directly, from 4.5 to 8 MeV, 
they were averaged over each 3 energy points by using code SEL[2', except the 
peaks at about 5.0 and 5.4 MeV, which were also recommended directly. Using 
CRECTJ5(11, the data file was made, and the energy meshes and their cross sec­
tion consistency were adjusted by doing o„„ = o-anon and <r, = (Tnjl+anon. 

The part of improved cross sections, as an example, is given in Fig. 1. 

2 K 

The total cross sections in the energy region 0.36— 7 MeV were modified. 
The experimental data ( S. Cierjacks, GERKFK, 1969) were used. In the ener­
gy region 0.36— 5 MeV, the energy points were selected, taking one of each two, 
keeping the peaks and valleys, and in the energy region from 5 to 7 MeV, the 
data were averaged over each 3 energy points. The experimental data proc 'ssing 
was completed with code SEI,[2'. The cross section consistency and energy 

— 48 — 



meshes of the cross section were adjusted by using CRECTJ51 J in the rame way 
as S nuclide. 

The part of improved cross sections, as an example, is given in Fig. 2. 

3 Ti 

The total cross sections in the energy region 0.1~ 20 MeV were modified. 
The data were replaced by the corresponding data taking from JENDL-3141. 
The processing and consistency adjustment were completed by using 
CRECTJ5[3] in the same way as nuclide S. 

The part of improved cross sections, as an example, is given in Fig. 3. 

4 Zr 

The total cross sections in the energy region 0.84~ 0.93 MeV were modi­
fied. There are unreasonable structures in this energy region, it was smoothed 
by eye guide. The nonelastic cross section was checked, there is no such 
unreasonable structures. The cross section consistency and their energy meshes 
were adjusted by using CRECTJ5131 in the same way as S nuclide. 

The modified cross section is given in Fig. 4. 

5 Sb 

The total cross sections in the energy region 2.5— 5 MeV were modified. 
The data were replaced by the corresponding data taking from JENDL-3[41. 
The processing and consistency adjustment were completed by using CRECTJ5 
in the same way as S nuclide. 

The part of improved cross sections, as an example, is given in Fig. 5. 

6 Hf 

The total cross sections in the energy region 15~ 20 MeV were improved. 
The new experimental data ( W. P. Poenitz, USAANL, 8305 ) were fitted with 
spline program151. The fit data were used to replace old ones.The processing and 
cross section consistency were adjusted by using CRECTJ5 in the same way as 
sulphur nuclide. 

The modified cross sections are given in Fig. 6. 

7 Pb 
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Fig. 1 The modified total cross sections for 16S 
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Fig. 2 The modified total cross sections for "K 
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The total cross sections in the energy region 0.47~ 5 MeV were modified. 
The experimental ( R. B. Schwartz, USANBS, 7401 ) and JENDL-3 data were 
used in the energy region 0.47— 3 and 3—5 MeV respectively. For experimental 
data, the energy points were selected, taking one of each two, keeping the peaks 
and valleys, using code SEL. The data file making and cross section consistency 
adjustment were completed by using program CRECTJ5 in the same way as S 
nuclide. 

The part of improved cross section, as an example, is given in Fig. 7. 
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Evaluation of Neutron Monitor Cross Section for 

,97Au(n,2n)196Au Reaction from Threshold to 80 MeV 

Yu Baosheng Shen Qingbiao Cai Dunjiu 

(Chinese Nuclear Data Center, IAE) 

Introduction 

The evaluation of intermediate energy nuclear data for 
the "7Au(nT2n)"6Au reaction cross section is very important to monitor high 
energy neutron field, neutron activation, dosimetry and radiation induced ma­
terial damage etc.. 

This work was undertaken to provide more precise and complete interme­
diate energy monitor reaction data of ,97Au(n,2n),9*Au from threshold to 80 
MeV. The measured data for "7Au(n,2n)"6Au cross section up to 29 MeV were 
collected and analysed. In order to predict the data in higher energy region the 
theoretical calculation of above mentioned reaction was carried out. Then a set 
of cross sections for ,97Au(n,2n)l96Au reaction was recommended on the basis 
of experimental and calculated data. 

1 Analysis and Treatment for Experimental Data 

The available measured data11"*221 of l97Au(n,2n),96Au reaction exist below 
29 MeV, seen in Table 1, Fig. 1 and, Fig. 2. Most of the experimental data up to 
1994 have been included. Many data were retrieved from EXFOR master files 
of International Atomic Energy Agency, new information on experimental re­
sults from CIAE and Southwest Institute of Nuclear Physics and Chemistry in 
China was added. 

Among 22 references there are 21 ones provided the data around 14 MeV. 
For evaluating the cross section at 14.7 MeV, all collected data were adjusted 
for energy and cross section to equivalent 14.7 MeV, depended on the shape of 
the excitation curve for ,97Au(n,2n)l96Au reaction. In order to obtain the fac­
tors of energy adjustment values, the data of Ryvesetal.1141 were used. The data 
around 14 MeV were also renormalized, using the same standard cross section 
given in Ref. [22]. 
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The relevant cross sections and energy adjusted factors I?, and R2 are al­
so given in Table 1. separately, in which <r0 and a represent the original and ad­
justed cross sections, respectively. 

The abundance of isotope ,97Au in natural gold is 100% . The half-life 
of ,96Au is very well known with the value of 6.18 days, the characteristic 
gamma ray of 356 keV of the product has a branching ratio of 87.6% . The 
characters of gamma ray of ,96Au have not change to any significant extent for 
many years. The errors due to uncertainties in decay data were small and were 
within the quoted errors. Therefore, the half—life and branch ratio for this reac­
tion were unnecessary to do any revision 

After adjustment, the first-phase evaluation was done for twenty-one 
cross section values at 14.7 MeV. Some data should be rejected due to the large 
discrepancies with others and exceeding the averaged value by three standard 
deviations. 

The second step was made by the averaging with the weighted factor for 
the adjusted data. The weighted factors in the evaluation were based on the giv­
en errors by the authors and quoted errors by us. Present evaluated data are 
2133± 34 mb at 14.7 MeV, as shown in Fig. 3. The data measured by 
Bayhurst1 91 , Veeser1 '" , Csikai1 ,51 , lkeda[ ,81 , Greendwood1 ,9] , Wang 
Xiuyuan'2'1 and Zhao Wenrong'221 are in good agreement with the obtained 
recommended value by us at 14.7 MeV. 

The data obtained by Bayhursi'91 supersede all their earlier results provid­
ed by Prestwood'31 and extend to the extent of 30 MeV using (t,n) neutron 
source. Veeser1"1 adopted the direct detection technique for emitted neutrons 
by using a large liquid scintillator. The data measured by Veeser'11' were similar 
to the tend obtained by Bayhurst191 up to 24 MeV energy region. The measured 
data from Garlea'171, Frchaut'1"'1, Paulsen1'01 and Bayhurst'91 provided the tend 
of excitation function for ,97Au(n,2n)l96Au reaction below 12 McV. For the en­
ergy region, Paulsen'101 adopted the measurement method relative to a standard 
cross section in order to avoid the effect of no correction for the distinction of 
coming neutron energy in sample. The data finished by Frehaust are similar to 
the results by Bayhurst'91. 

These experimental data mentioned above are quite adequate to a complete 
shape of excitation function for I97Au(n,2n)l96Au reaction from threshold to 30 
MeV. The evaluated result was obtained from these data by using a program of 
orthogonal polynomial fitting. 

2 Supplement the Scarce Data in High Energy Range 
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To supplement the scarce data for l97Au(n,2n)l96Au reaction in high ener­
gy range, the theoretical data calculated by SPEC(23J were adopted. The model 
parameters including a set of optimum optical potential parameters, level densi­
ty parameters as well as exciton model constant were carefully selected. The cal­
culated data can reproduce the total, nonelastic cross section and elastic scat­
tering angular distributions very well from 0.5 to 80 MeV. The various calcu­
lated data such as (n,y), (n,p), (n,a), etc. are in agreement with the experimental 
data. 

According to the model parameters used, the predicated neutron reaction 
l97Au(n,2n),96Au cross sections was calculated from threshold to 80 MeV. 

The theoretical calculated values were very closed to the experimental data, 
which almost overlap with the experimental data between 28 and 30 MeV. 
Therefore, the calculated data above 30 MeV were recommended, as shown in 
Fig.l. 
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Table 1 CoDcctcd data and relevant information for inAu(n,2n) 

£ . Aff 
No. Year Author a a, mb n flux R. R, a, mb 

MeV mb 

1 1953 E.B.Paul 14.5 1722 465 1.0010 1724 

2 1958 VJAshby 14.1 2520 190 M,U(n,f) 1.0060 2535 

3 1961 R.J.Prcstwood 14.81 2356 118 23*U(n,f) 0.9890 2330 

4 1968 W.Dilg 14.7 2320 180 27A!(n,«) 1.0000 2320 

5 1972 G.N.Maslov 14.2 2243 160 "Cu(n,2n) 1.0050 0.9964 2246 

6 1972 D.S.Mather 14.3 2578 170 2J,U(n,f) 1.0040 2588 

7 1972 A.K.Hankla 14.4 1986 150 27Al(n,a) 10030 1992 

8 1972 D.R.Nethaway 14.43 2168 100 "Al(n,u) 1.0024 1.0074 2189 

9 1975 B.P.Bayhurst 14.89 2116 89 27Al(n,a) 0.9981 2112 

10 1975 A.Paulsen 14.8 1890 105 27At(n,a) 0.9990 1888 

11 1977 L.R.Veescr 14.7 2064 125 H(n,n)H 1.0000 2064 

12 1978 P.Andersson 14.9 2295 116 H(n,n)H 0.9980 2290 

13 1980 J.Frchaut 14.76 1935 155 2MU(n,f) 0.9994 1933 

14 1981 T.B.Ryvcs 14.68 2187 142 "Fe(n,p) 1.0002 0.9940 2186 

15 1982 J.Csikai 14.66 2087 142 27Al(r.,a) 1.0004 2088 

16 1983 S.Daroczy 8.9-9.9 MFe(n,p) 

17 1983 I.Garlca 14.75 2071 93 2,5U(n,f) 0.9995 2070 

18 1984 Y.Ilccda 14.66 2120 110 27A!(n,a) 1.0004 2121 

19 1985 L.R.Greenwood 14.8 2171 133 ,3Nb(n,2n) 0.9990 0.9905 2148 

20 1988 K.Kobayashi 15.0 2125 75 27AI(n,*) 0.9980 2120 

21 1989 Wang Xiuyuan 14.63 2133 151 27AI(n,a) 1.0006 1.0035 2142 

22 1989 LuHanlin 14.6 2129 95 27Al(n,a) 1.0010 1.000 2131 

/?, : Adjusted factor for neutron energy. 

R2 : Adjusted factor for relevant cross scction,half-lifc and gamma branching. 

Evaluated Cross Section for 14.7 McV, Present Work : 21331 34 mb 

LuHanlin ctal : 2137+40mb, Ryvcsctal : 2127+26 mb 

E N D F / B - 6 : 2187.9 mb 
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IV MULTIGROUP CONSTANT 

GENERATING AND 

BENCHMARK TESTING 

A Multigroup Constant Library 

CL50G for Fast Reactor 

Liu Guisheng Liu Ping 

(Chinese Nuclear Data Center, IAE) 

Abstract 

The CL50G means CNDC Library of 50 Groups. It is generated through 
adjusting L50G library which was generated by NJOY-89.31 from 
ENDF/ B-6 and JEF-1. The CL50G library includes 52 nuclides and will be 
used for fast reactor design calculations in China. Its energy structure is the 
same as those of LIB-IV 50 group Library given by LANL of U. S. A.. 

In order to test the reliability of the L50G library, the PASC-1 code sys­
tem was used for calculating 9 homogeneous and 14 heterogeneous critical fast 
benchmark assemblies with P3Sj2 and PjSg, respectively. These benchmark as­
semblies are recommended by CSEWG of the USA. The original calculated re­
sults are not good.Although the KetT values for 9 homogeneous assemblies are 
in agreement with the experimental values, the values for 14 heterogeneous as­
semblies are too high. On the other hand, F28 ( ratio of 238U fission rate 
to 235U fission rate) values are overpredicted strikingly, too. 

Through analyses, it is found that the elastic scattering cross sections in the 
high energy region are overestimated. We have further known that the structure 
material nuclides, for example, iron, chromium and nickel have a complicated 
resonance structures from 0.3 to 5 MeV, but there are no resonance parameters 
in the File 2 of the evaluated nuclear data libraries, such as ENDF / B-6, 
JEF-1, JENDL-3 and CENDL-2. Consequently, self-shielding effects in high 
energy region for these structure material nuclides can not be calculated using 
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the PASC-1 code system. In other words, the scattering cross sections for these 
nuclides in high energy region are overestimated. Therefore the L50G library 
should be adjusted. 

As usual, sensitivity analysis code is applied to data adjustment calcula­
tions. It is possible that bad calculation result is obtained with the adjusted 
cross section data owing to the limitation of input integral experimental data. 
For example, the K^ value from Japanese calculations for ZEBRA-2 with the 
adjusted multigroup library J3TR1 is worse than the non—adjusted J3T. 

In order to avoid the limitation of adjustment, we make the multigroup da­
ta adjustment within the range given by the several evaluated microscopic cross 
sections. The elastic scattering cross sections above 0.82 MeV for iron, chro­
mium and nickel are decreased by 5 %. The v values, fission and capture cross 
sections for 235U, 238U and 239Pu are modified a little. Compared with others, 
all of calculated results with the CL50G are good. 
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TaMt 1 K^, values Tor fast benchmark assemblies 

Assembly 

JE2EBEL-23 

FLATTOP-23 

THOR 

JEZEBEL 

JEZEBEL-Pu 

FLATTOP-Pu 

GODIVA 

FLATTOP-25 

BIG-10' 

ZPR-3-6F 

ZPR-3-12 

2PR-3-U 

ZEBRA-2 

ZPR-6-6A 

SNEAK-7A 

ZPR-3-54 

SNEAK-7B 

ZPR-3-50 

ZPR-3-48 

ZPR-3-49 

ZPR-3-56B 

ZPR-9-3I" 

ZPR-6-7 

LSOG 

0.99420 

1.00690 

1.00484 

0.99765 

0.99163 

0.99326 

0.99979 

0.99909 

100895 

1.01094 

101630 

101213 

101765 

1.02015 

1.01470 

1.05283 

101208 

1.01564 

1.01601 

1.01652 

1.02137 

1.01608 

C N D C 

CL50G 

0.99349 

0.99307 

1.00603 

0.99944 

0.99999 

0.99020 

0.99908 

0.99497 

0.99601 

0.99900 

1 00155 

0.99871 

1.00177 

0.99706 

1.00356 

1.00302 

0.99672 

1.00403 

1.00107 

1.00102 

1.00392 

0.99808 

0.99615 

B-4 

101389 

1.01467 

1.00682 

0.99367 

0.99078 

0.99967 

0.96200* * 

0.99570 

0.98982 

0.99897 

100110 

0.98506 

098697 

B~6 

0.9929 

10026 

10056 

0.9960 

0.9893 

10025 

0.9954 

1.0007 

1.0063 

Caro 

JEF-1 

0.9920 

0.9766 

0.9923 

1.0095 

1.0024 

10054 

0.9995 

0.9984 

1.0016 

JEF-2 

0.9756 

0.9836 

0.9797 

0.9952 

0.9898 

0.9887 

0.9934 

0.9898 

0.9928 

JESDL-)4' 

J3T 

1.02644 

1.01451 

1.01771 

0.99777 

100916 

0.99581 

0.96287 

0.99201 

0.99584 

0.99636 

099633 

0.99687 

0.99306 

JNDC* 

JENDL-3 

1.0206 

1.0i75 

0.99SS 

1.0001 

0.9963 

0.9974 

1.0066 

1.0033 

1.0038 

J3TRI 

0.99855 

0.99291 

0.99369 

0.97657 

0.98626 

0.99750 

0.96460 

099520 

0.99865 

1.00027 

1.00066 

0.99876 

0.99965 

• The measured value Tor K^, of BIG-10 is equal to 0.996 ± 0.001. All of others arc 

1.0. 

• • Quoted from Nuc. Sci. and Eng., Vol. 57, No. 3, July 1975. 

A Quoted from JAERI-M 91-032, p. 148, March 1991. 

A • Quoted from JAERJ-M 89-026, p. 90, March 1989. 
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Table 2 Central reaction rate ratios for fast benchmark assemblies 

Assembly 

JEZEBEL-23 

FLATTOP-23 

THOR 

JEZEBEL 

JEZEBEL-Pu 

FLATTOP-Pu 

GODIVA 

FLATTOP-25 

BIG-10 

Experiment 

F28 

F37 

F28 

F37 

F28 

C28 

F37 

F28 

F49 

F37 

F23 

F28 

F37 

F28 

F37 

F28 

F49 

F37 

F23 

F28 

F49 

F37 

F23 

F28 

C28 

F49 

F37 

F23 

0.2131 

0.9770 

0.1910 

0.8900 

0.19S0 

0.0830 

0.9200 

0.2137 

1.4480 

0.9620 

1.578 

0.2060 

0.9200 

0.1800 

0.8400 

0.1647 

1.402 

0.8370 

1.590 

0.1490 

1.370 

0.7600 

1.600 

0.0373 

0.1100 

1.1850 

0.3160 

1.5800 

CNDC 

CL50G 

0.9771 

0.9905 

0.9676 

0.9919 

0.9241 

0.8583 

0.9416 

0.9298 

0.9785 

0.9720 

0.9844 

0.9358 

0.9986 

0.9359 

0.9743 

1.0228 

0.9912 

1.0377 

0.9851 

1.0230 

0.9945 

1.0512 

0.9788 

1.0078 

1.0010 

0.9720 

0.9823 

0.9800 

B-6 

1.0081 

1.0079 

1.0030 

1.0184 

0.9559 

0.8500 

0.9580 

0.9600 

0.9836 

0.9889 

1.0005 

0.9675 

1.0169 

0.9730 

1.0042 

0.9541 

0.9860 

0.9742 

1.0016 

0.9655 

0.9936 

1.0016 

0.9949 

1.0519 

0.9836 

0.9985 

1.0724 

0.9972 

Caro 

JEF-1 

0.9193 

0.9184 

0.9178 

0.9224 

0.9990 

0.8048 

0.9635 

0.9757 

0.9878 

0.9634 

0.9185 

0.9811 

0.9859 

0.9844 

0.9600 

1.0595 

1.0076 

1.0167 

0.9515 

1.0617 

1.0126 

1.0305 

0.9476 

1.0322 

1.0145 

1.00'2 

0.9487 

0.9691 

JEF-2 

0.9348 

0.9393 

0.9384 

0.9483 

0.9781 

0.8301 

0.9633 

0.9528 

0.9893 

0.9624 

0.9659 

0.9651 

0.9903 

0.9734 

0.9766 

0.9535 

0.9922 

0.9609 

0.9676 

0.9708 

0.9983 

0.9868 

0.9621 

1.0142 

0.9998 

0.9872 

0.9720 

0.9773 
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Table 2 Central reaction rate ratio* for fast 

beacharark assemblies ( coatinue ) 

Assembly 

ZPR-3-6F 

ZPR-3-12 

ZPR-3-11 

ZEBRA-2 

ZPR-7-6A 

SNEAK-7A 

ZPR-3-54 

SNEAK-7B 

ZPR-3-50 

ZPR-3-48 

ZPR-3-49 

ZPR-3-56B 

ZPR-6-7 

Experiment 

F28 

C28 

F49 

F40 

F23 

F28 

C28 

F49 

F28 

C28 

F49 

F40 

F23 

F28 

^28 

F49 

F28 

C28 

F28 

C28 

F49 

F28 

F49 

F28 

C28 

F49 

F28 

F49 

F28 

C28 

F49 

F28 

F49 

F28 

F49 

F28 

C28 

F49 

0.0780 

0.1040 

1.220 

0.530 

1.530 

0.047 

0.123 

1.120 

0.038 

0.112 

1.190 

0.340 

1.530 

0.032 

0.136 

0.987 

0.0241 

0.1378 

0.0448 

0.1376 

1.0160 

0.0254 

0.9280 

0.0330 

0.1312 

1.0120 

0.0251 

0.9030 

0.0326 

0.1385 

0.9760 

0.0345 

0.9860 

0.0308 

1.0280 

0.0220 

0.1320 

0.9425 

CNDC 

CL50G 

1.0087 

0.9538 

1.0128 

1.0221 

1.0153 

1.0585 

0.9834 

0.9782 

1.0187 

0.9911 

0.9671 

1.0209 

1.0105 

1.0341 

0.9539 

0.9872 

0.9850 

1.0190 

0.9574 

0.9813 

0.9499 

1.1961 

0.9286 

1.0048 

1.0252 

0.9689 

1.1673 

0.9771 

1.0426 

0.9689 

0.9753 

1.0655 

0.9884 

0.9740 

0.9276 

0.9810 

1.0350 

0.9513 

HEDL 

B-4 

1.000 

0.919 

1.020 

1.060 

0.954 

0.996 

1.064 

0.949 

0.987 

1.065 

1.048 

0.968 
1.007 

0.926 

1.017 

0.911 

0.979 

0.960 

1.176 

0.936 

0.967 

1.025 

0.985 

1.132 

0.986 

1.026 

0.963 

0.993 

1.055 

1.008 

0.940 

0.944 

0.914 

1.044 

0.961 

JAERI 

J3TR1 

1.030 

0.990 

1.018 

1.105 

1.002 

0.995 

1.110 

1.023 

0.976 

1.102 

0.990 

1.015 

1.050 

1.045 

1.042 

0.985 

0.984 

1.320 

0.964 

1.100 

0.985 

0.984 

1.260 

1.015 

1.102 

0.980 

1.024 

1.172 

1.024 

1.070 

0.963 

1.010 

1.085 

0.993 
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Table 3 Kta values for 1-D models after all corrections applied to calculations 

JEZEBEL 

ZPR-9-31 

ZPR-6-7 

GODIVA 

ZPR-6-6A 

CL50G 

CNDC 

0.99944 

0.99108 

0.99615 

0.99908 

0.99706 

ANL 

1.0070 

1.0054 

0.9946 

0.9967 

0.9862 

BNL 

1.0055 

— 

— 

1.0013 

— 

ENDF 

GE 

1.0030 

1.0100 

1.0007 

0.9991 

0.9932 

/ B - 5 

LANL 

1.0058 

1.0083 

0.9977 

0.9981 

0.9897 

ORNL 

1.0043 

1.0066 

1.0000 

0.9967 

0.9915 

WARD 

— 

1.0146 

0.9999 

— 

0.9878 

Table 4 Cakulated-to-experinental reaction rate ratios ( C / E ) 

Benchmark 

F49/F25 

JEZEBEL 

ZPR-9-31 

ZPR-6-7 

GODIVA 

F28/F25 

JEZEBEL 

ZPR-9-31 

ZPR-6-7 

GODIVA 

ZPR-6-6A 

C28/F25 

ZPR-9-31 

ZPR-6-7 

ZPR-6-6A 

Experiment 

("•Pufoi))/* 

1.448 +2.0% 

0.9452+1.3% 

0.9422+2.0% 

1.402 +1.8% 

( 21,U(n,0 ) / ( 

.2137 +1.1% 

.02836+1.3% 

.02202+2.0% 

.1647 +1.1% 

.02411+3.0% 

( "'U(n,v) )/( 

.1163+1.5% 

.1320+2.0% 

.1378+3.0% 

CL50G 

CNDC 

2"U(n,0 ) 

0.971 

1.020 

0.951 

0.991 

1,5U(n,f) ) 

0.930 

1.024 

0.981 

1.023 

0.985 

2"U(n,f) ) 

1.101 

1.035 

1.019 

ANL 

0.974 

1.065 

0.985 

0.996 

0.920 

1.064 

0.987 

1.036 

0.982 

1.107 

1.058 

1.038 

BNL 

0.972 

— 

— 

— 

0.914 

— 

— 

1.030 

— 

— 

— 

— 

ENDF/B-5 

GE LANL 

0.974 

1.063 

0.983 

0.991 

— 

1.077 

1.002 

— 

0.983 

1.115 

1.06) 

1.042 

0.972 

1.063 

0.985 

0.994 

0.917 

!.058 

0.993 

1.036 

0.986 

1.100 

1.057 

1.036 

ORNL 

0.972 

1.062 

0.983 

0.996 

0.917 

1.062 

0.987 

1.039 

0.977 

.100 

1.047 

1.031 

WARD 

— 

1.081 

0.991 

— 

— 

1.081 

0.986 

— 

0.972 

1.123 

1.076 

1.051 
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A Data Processing and Critical Safety 

Analyzing Code System NJOY-WIMS 

Zhang Baochcng Liu Guisheng Liu Ping Wang Yaoqing 

(Chinese Nuclear Data Center, IAE) 

Abstract 

Based on implements of NJOY, WIMSR, WIMS, modifying WIMSR and 
compiling SCN and CCMIT, the NJOY-WIMS code system is formed. With 
this code system, the processing from group constants generating to critical cal­
culations can be done automatically. This is a useful system for updating 
69-group WIMS library and benchmark testing for CENDL-2. The results of 
TRX-1, 2, BAPL-U02-1, 2, 3, based on JEF-1 data, from this system have 
proved that it is reliable and convenient. 

Introduction 

NJOY[ l] is a very famous code system for group constant generation, 
which can rade the data in ENDF / B-4~ 6 format and have many interface 
modules. The new version of NJOY includes WIMSR module, which changes 
GROUPR output into WIMS format group-constant library. WIMS[2] is a 
general lattice cell programmer, which has been widely used in our country. But 
the associated 69-group library, released earlier, is very old ( based on 
ENDF / B-4 data ). As releasing of ENDF / B-6, BROND-2, JENDL-3.1, 
CENDL-2 and JEF-1, it becomes necessary to update WIMS library. In 1990, 
IAEA initiated a WIMS Library Update Project (WLUP)[31. Due to the defini­
tion of data format, up to now, only NJOY code system can be used to generate 
group constants from ENDF / B-6 format library. Besides, in order to meet 
the developing trend of nuclear data, Chinese Evaluated Nuclear Data Library 
Version 2.0 ( CENDL-2.0 ) are presented in the ENDF / B-6 format and 
Reich-Moore resonance parameters are used in resolved resonance region. 
NJOY-WIMS can suit for processing CENDL-2 and benchmark testing. 

1 NJOY-WIMS Code System 
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NJOY-WIMS code system consists of NJOY ( containing WIMSR 
module ), SCN, CCMIT, and WIMS. In this system, WIMSR module and 
WIMS code have been improved. 

Because only part files of WIMS library can be given with previous 
WIMSR, and there is a little difference in the order and format between 
WIMSR output and original library, a great changes were made for WIMSR. 
At first we added the default files in output, which include general information, 
energy group-construct, fission source spectrum and burnup data, and deleted 
useless file. Then PI scattering data were changed from condensed matrix into 
square one. Through modification, all the files of standard WIMS library can 
be generated with NJOY. 

When WIMS code is used in critical safety analysis, it is necessary to calcu­
late v from vffr and a( with formula v = vaf / at. Clearly, overflow will happen 
as long as <rf=0 in some energy group, for example 238U. According to the use 
of v value, v was defined as 2.45 when <r{=0. After that, there was no effect on 
the results and overflow can be escaped. 

The processing flow chart of NJOY-WIMS code system is shown in Fig. 
1. SCN is a code to select nuclides and collapse libraries. It can receive both 
binary and BCD data, and can also output binary and BCD data. It can col­
lapse 20 libraries or select 200 nuclides once. Besides, it can change nuclide iden­
tification. Many manual work can be replaced by running the code SCN, and 
all the processing can be done automatically. 

ENDF/B 

-~r~ 
L 

N J O Y 

W I M S 

I 

( G E N D J 

f WTMS IJBJ Binary format 

I 
CCMTT 

WIMSB 

3 
WTMS I ;,IB\-

f WIMS LIBJ 

« S C N 

BCD format 
(individual nuclid*') 

The flow chart ofNJOY-WIMS code system treatment 
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CCMIT is a code to convert BCD format into binary format for WIMS li­
brary, and vice versa. WIMS code receives binary data only. 

The input cards of SCN and CCMIT are very simple. So the code system is 
convenient to user. 

2 Benchmark Calculations Using NJOY-WIMS Code System 

In order to test NJOY-WIMS code system, Benchmark calculations have 
been done. The selected benchmark lattices include TRX-1, 2, BAPL-U02-1, 
2, 3. Brief characteristics of the lattices are summarized in Table 1. 

Tabic 1 Brief characteristics for bcadmark lattices 

Lattice 

TRX-I ' 

TRX-2 

BAPL-I | 

BAPL-2 ! 

BAPL-3 ; 

Fuel 

1.3% enriched 

U-metal 

1.3% enriched 

UO, 

Cladding 

Al 

Al 

! A I 

Al 

Al 

i 

i 
| Moderator 
i 
i 

H20 

| H20 

H,0 

| H,0 

H20 

Fuel Radius 

(cm) 

0.4915 

0.4915 

0.4864 

0.4864 

0.4864 

Pitch 

(cm) 

18060 

2.1740 

1.5578 

1.6523 

1.8057 

The following integral parameters besides k-effective were measured at the 
center of each lattices: 

p28— the epithermal to thermal ratio of 23,U capture. 
d2i— the epi thermal to thermal ratio of 235U fission. 
62*— the ratio of 2MU fission to 235U fission. 
C* — the ratio of 23,U capture to 23iU fission. 

All parameters correspond to thermal cut-off energy of 0.625 eV. 
In present calculations, 69-group WIMS library was generated based on 

JEF-1 data. For WIMS library the fission spectrum was generated by 
mixed 235U and 23*U fission spectrum. To five benchmark experiments men­
tioned above, the averaged ( v<xf ) 2 J g / ( va( )n^jn is about 0.075. So the final 
fission spectrum composed of 7.5% 23!U and 92.5% 235U fission spectrum. In 
the group averaging, CPM spectrum was used for weighting. Cell calculations 
were made with WIMS/ D4 code, and the cylindrical cell approximations were 
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used to simplify the geometry of the cell. WIMS / D4 uses transport theory to 
calculate flux as function of the energy and position in the cell. The discrete 
ordtnates method with eight discrete angular distributions was used to solve 
transport equation, and leakage was treated by the Benoist and Bl method. 

3 Results and Discussion 

The critical experiments were analyzed using measured bucklings as input. 
To find the effect of fission spectrum, calculations were done with different fis­
sion spectrum ( 23iU, M,U and mixed fission spectrum ). The results are shown 
in Table 2. It is obvious that fission spectrum affect the integral parameters 
strongly, especially to S2t, because Fission of 238U occurs only in high energy. 
From the Table, it can be seen that the result from mixed fission spectrum is 
well in agreement with M5U's, and much different from 238U. Of course, it is 
impossible to use 23>U fission spectrum in WIMS library, because only 7.5% fis­
sion neutron comes from 238U contribution. 
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Table 2 ConparfeoD of the results from different fission spectra 

TRX-1 

TRX-2 

BAPL-1 

BAPL-2 

BAPL-3 

Parameter 

P a 

6" 

C 

*>eff 

P * 

C 

P M 

C 

PM 

C 

PM 

C 

Experiment 

1.0000 

1.3201.021 

0.0987 ±.0010 

0.0946 ±0041 

0.797 ±008 

1.0000 

0.837 ±.016 

0.0614 ±.0008 

0.0693 ±0035 

0.647 ±006 

1.0000 ±00065 

1.39 ±01 

0.084 ±002 

0.078 ±.004 

1.0000 ±00062 

1.121.01 

0.068 ±001 

0.0701.004 

1.00001.0005 

0.9061.010 

0.0521.001 

0.0571.003 

Calculation With 

Mixed* 

fiss. spect. 

0.9952 

1.3531 

0.09907 

0.09826 

0.7971 

0.9972 

0.8463 

0.06073 

0.06978 

0.6424 

1.0020 

1.3857 

0.08290 

0.07559 

0.8022 

1.0014 

1.1538 

0.06763 

0.06507 

0.7318 

1.0014 

0.9070 

0.05198 

0.05341 

0.6548 

fiss. spect. 

0.9952 

1.3534 

0.09907 

0.09837 

0.7972 

0.9972 

0.8464 

0.06074 

0.06985 

0.6424 

1.0020 

1.3858 

0.08290 

0.07567 

0.8022 

1.0014 

1.1539 

0.06763 

0.06514 

0.7318 

1.0014 

0.9071 

0.05198 

005346 

0.06548 

fiss. spect. 

0.9959 

1.3512 

0.09900 

0.09659 

0.7965 

0.9979 

0.8450 

0.06069 

0.06863 

0.6420 

1.0025 

1.3841 

0.08284 

0.07434 

0.8017 

1.0020 

1.1525 

0.06758 

0.06401 

0.7313 

1.0020 

0.9060 

0.05195 

0.05257 

0.6545 

a) Mixed by 92.5% M5Uand7.5% "Hj fission spectrum. 
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Table 3 Comparison of results between calculations and measurements 

TRX-1 

TRX-2 

BAPL-I 

BAPL-2 

BAPL-3 

Parameter 

P2* 

8U 

C* 

p" 

6" 

8* 

C 

P» 

8» 

8* 

C 

p" 

8" 

8* 

C 

Kttr 

P» 

8" 

8n 

C 

Experiment 

1.0000 

1.3201.021 

0.09871.0010 

0.09461.0041 

0.7971.008 

1.0000 

0.8371.016 

0.06141.0008 

0.06931.0035 

0.6471.006 

1.00001.00065 

1.391.01 

0.0841.002 

0.0781.004 

1.00001.00062 

1.121.01 

0.0681.001 

0.0701.004 

1.00001.0005 

09061.010 

0.0521.001 

0.0571.003 

Calculations 

N-Wb 

byCNDC 

0.9952 

1.3531 

0.09907 

0.09826 

0.7971 

0.9972 

0.8463 

0.06073 

0.06978 

0.6424 

1.0020 

1.3857 

0.08290 

0.07559 

0.8022 

1.0014 

1.1538 

0.06763 

0.06507 

0.7318 

1.0014 

0.9070 

0.05198 

0.05341 

0.6548 

WIMS 

from ref.4 

0.9996 

1.336 

0.0988 

0.0978 

0.793 

0.9984 

0.842 

0.0608 

0.0699 

0.643 

1.0057 

1.385 

0.0832 

0.0758 

0.803 

1.0043 

1.156 

0.0679 

0.0653 

0.734 

1.0034 

0.911 

0.0523 

0.0536 

0.0657 

WIMS with 

old lib. 

1.0023 

1.279 

0.0990 

0.0965 

0.780 

0.9965 

0.808 

0.0610 

0.0695 

0.636 

1.0029 

1.358 

0.0840 

0.0755 

0.800 

1.0005 

1.133 

0.0687 

0.0652 

0.732 

0.9981 

0.894 

0.0529 

0.0538 

0.657 

b) N-W stands for NJOY-WIMS code system 

The comparison of the results between calculations and measurements is 
shown in Table 3. The calculated integral parameters by CNDC are close to the 
experiments and results of IAEA14', and much better than that from old WIMS 
library. According to the results we can say that the NJOY-WIMS code system 
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is reliable and it can be used to update WIMS library. By the way, the 
benchmark testing for CENDL-2 can be done with this code system. 
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Benchmark Testing of Total Cross 

Section for Fe, O, Na, N 

Liu Ping 

(Chinese Nuclear Data Center, IAE) 

Introduction 

When neutron beams from source ( reactor ) pass through the collimator, 
and transmit the sample, some neutrons change the direction through the 
neutron scatter, some neutrons, which have no any collision in the sample, are 
detected by the detector. These experiments are called broomstick experiments, 
which were designed to test neutron total cross sections for nuclides ( Fe, O, 
Na, N) in the energy range 0.8-11.0 MeVl'~41. 

1 Method of Calculation 

The calculation consists c f two steps : 
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1.1 The calculation of a transmitted uncoUided spectrum JVunc( AE' ) : 

Nunc{AET) = E JV0 (Ed exp ( - Llot ( £ > ) / ) A£; / A£' 

where / is the thickness of sample, and Zlo, is the macroscopic total cross sec­
tion of sample. The total number of energy subintervals AE„ which used in the 
range 0.5~ 12.0 MeV, are taken from Refs. [1]~ [4], N0(EJ, which is given in 
the Refs. [1]— [4], is the source spectrum and N0(E^ is taken or interpolated in 
the following formula: 

N0{E) = ( (E2-E)/(E2-E}) ) N0(Et) + ( (E-EJ / (E2-Et) ) N^EJ 

1.2 The Calculation of Nmc(E): 

tfuncW = S ^u„c(A£0 R (E'-E) AE' 
t 

R(E/->E) is a Gaussian function at E', and 

R{E'->E) = (93.944/aF) exp - [ ( ( (£"-£) 235.482 )/E'a ) 2 / 2 ] 

where a, which is taken from Refs. [1]—[4], is interpolated in the following 
formula : 

a(E) = (E2-E)/(E2-E[) a (£,) + (£-£,) /(E2-Et) a (EJ 

2 Additional Explanation 

Because there is oxygen in the water, it must affect the result of 
oxygen's Nunt.(E), so we should correct the transmitted spectrum by given cor­
rection factors. They are given in Ref. [2]. 

3 Code 

According to the formula mentioned above, we updated two codes — 
GETMT1 and FEONAN, which were developed by Dr. Yu Pcihua. GETMT1 
can read the total cross section from an ENDF / B tape, and outputs the total 



cross section in the range 500 keV~ 12 MeV. FEONAN can calculate uncollid-
ed flux, and smooth the uncollided flux with the resolution function of the 
spectrometer system, and outputs the flux after smoothing in the energy grid. 

4 Result and Comparison 

The GETMT1 and FEONAN codes are used to calculate four nuclides ( 
iron, oxygen, sodium, nitrogen ) with different evaluated nuclear data ( 
CENDL-2, JEF-1, JENDL-3, ENDF/ B-6 ). The calculated results for each 
nuclide from those libraries are compared with each other. The results of 
CENDL-2 are compared with the experimental values1'"41. 

4.1 Iron 

In 0.8 ~ 11.0 MeV range, the result of iron from different libraries are com­
pared in Figs. 1 -4 , where, above 3 MeV, CENDL-2.0 and CENDL-2.1 are 
close to experiment and other libraries. Below 3 MeV, CENDL-2.0 is smaller 
than experiment and other libraries, but CENDL-2.1 is more close to experi­
ment than CENDL-2.0, and ENDF / B-6 is higher than other libraries. The 
difference between ironl and iron2 is the different thickness of iron sample. 

4.2 Oxygen 

In 1.9~ 8.6 MeV range, the comparisons for oxygen are described in Figs. 
5, 6, where CENDL-2 is the same value as JENDL-3 and ENDF / B-6 in 
whole energy ra^ge, they are all higher than experiment in the energy range 2.3 
~2.5 MeV, and close to experiment in other energy range. 

4.3 Sodium 

In 0.8— 11.0 MeV range, the comparisons for sodium arc described in Figs. 
7, 8, where, CENDL-2 is close to experiment, and the same value as 
ENDF / B-6 in the whole energy range. But JENDL-3 is higher than other li­
braries. 

4.4 Nitrogen 

The comparison energy range is 0.8~ 10.0 MeV. In the energy range 0.9~ 
1.2 MeV, 1.6~ 1.8 MeV, 3.4—4.0 MeV, CEND'j-1 is higher than experiment. 
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CENDL-2 is dose to experiment in other energy range. Below 5.5 MeV, 
CENDL-2 is close to ENDF/B-6 and JENDL-3. Above 5.5 MeV, 
CENDL-2 is the same value as ENDF / B-6, but JENDL-3 is higher than 
other libraries. See Figs. 9,10. 
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V PARAMETER AND 

PROGRAM LIBRARIES 

The Management — Retrieval Code of the Sub-

Library of Atomic Mass and Characteristic 

Constants for Nuclear Ground State 

Su Zongdi Ma Lizhen 

(Chinese Nuclear Data Center, IAE) 

The management-retrieve code of the sub-library of atomic mass and 
characteristic constants for nu ground state (MCC) is used for displaying 
the basic information on the MCC sub- library on the screen, and retrieving 
the required data. The retrieved results are put into the data file 
OUTMCC.DAT. The code was finished at Chinese Nuclear Data Center 
(CNDC), and has widely been used in nuclear model calculations of nuclear da­
ta and other fields. 

1 Basic Information 

The MCC management-retrieval code could retrieve the following data : 
ME : Mass excess (M-A). Most of mass excesses are the experimental 

data, compiled by A. H. Wapstra et al."1. An appended "s" denotes that the 
value is from systematics1'*. An appended "t" denotes that the value is calcu­
lated by P. Moiler et al.l2J. 

J, P and TV 2 : Spin, parity and half-life of ground state. Most of these 
values were taken from the Evaluated Nuclear Structure Data File (ENSDF)[3]. 

AB : Abundance. Taken from Ref. [4]. 
The others, such as atomic mass M, total binding energy B; separation 

energies of some particles and particle groups and beta-decay energies; nuclear 
reaction energy Q and the corresponding threshold energy £( for some reac­
tion channel up to the third reaction process can also be derived by the combi-
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nations of different mass excesses by using this code. 
The MCC data file contains the data of 4800 nuclides ranging 

from Z = 0, A = 1 to Z=122, ,4 = 318. Most of these data are from the 
references mentioned above, and a few are collected and complied by us. 

2 Retrieval Ways 

This code provides two retrieval ways . One is for single nucleus (SN), and 
another is for a neutron reaction (NR). The latter contains four kinds of 
retrieval types corresponding to four types of different neutron calculation 
codes respectively. They are: 

1) The first type (FUP code) 

1st process 2nd process 3rd process 

(n,y) (Z, A+l) (n,2n) (Z, A-\) (n,3n) (Z, A-2) 

(n,n) (Z, A) 

2) The second type (emitted particles without d, t, 3Hc) 

1st process 2nd process 3rd process 

(n,v) (Z, A+\) (n,2n) (Z, A-\) (n,3n) (Z, A-2) 

(n,n) (Z, A) (n,np) (Z-l , A-X) (n,2np) (Z- l , A-2) 

(n,p) (Z-l, A) (n,n*Hc) (Z-2, A-A) (n,2n4Hc) (Z-2, AS) 

(n/Hc) (Z-2, A-l) (n.pn) (Z-l , A-\) 

(n,2p) (Z-2, A-\) 

(n.p^e) (Z-3, A-4) 

(n.'He n) (Z-2, A-A) 

(n.^Ie p) (Z-3, A-A) 

(n,2*He) (Z-4, A-l) 
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3) The third type (UNF code ) 

1st process 2nd process 3rd process 

(n,r) (Z, A+l) ( a » (Z, A-l) (n,3n) (Z, A-2) 

(n,n) (Z, /<) (n,np) (Z-l, ><-l) 

(n,p) (Z-l, A) (n^He* (Z-2, ,4-4) 

(n,d) (Z-l, >i-l) (n,pn) (Z-I, /i-1) 

(n,t) (Z-l, A-2) (n,2p) (Z-2, ,4-1) 

(n,'He) (Z-2, A-2) (n,*He n) (Z-2, A-4) 

(n,4He) (Z-2, A-3) 

4) The fourth type (MUP code, 49 kinds of channel) 

1st process 2nd process 3rd process 

<n,y) (Z, A+\) (n,nx) (n,3n) (Z, ,4-2) 

(n,n) (Z, ,4) (n,px) (n,2np) (Z-l, -4-4 

(n,p) (Z-l, ,4) (n,dx) (n,2nd) (Z-l, ,4-3) 

(n,d) (Z-l, A - \ ) (n.tx) (n,2nt) (Z-l, A-4) 

(n,t) (Z-l, ,4-2) (n,'He x) (n,2n'He) (Z-2, A - 4 ) 

(n.'He) (Z-2, A-2) (n,4He x) (n,2n*He) (Z-2, A S ) 

(n,4He) (Z-2, y«-3) (x = n, p, d, t, 'He, *He) 

The retrieved results are classified and put into data file "OUTMCC.DAT" 

3 Conclusion 

The MCC sub-library ( Version 1 ) has been set up at CNDC, and has 
been used to provide the atomic masses and characteristic constants of nuclear 
ground states for the nuclear model calculations, nuclear data evaluations and 
other fields. 

There are the mass excesses of 4800 nuclides including exotic nuclei quite 
far from the stability valley in the MCC data file,therefore this sub-library 
could satisfy requirements of different users. 
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It is very simple and convenient to retrieve atomic masses and related data 
by using the management retrieval code, because of adopting the man-comput­
er interaction and providing various choice. 

As the next step, the data of the MCC sub-library, such as ME and the 
data relative to ME, will be updated, and the management-retrieval code 
should further be perfected for wider applications. 
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Discrete Level Schemes and Their Gamma 

Radiation Branching Ratios ( CENPL-DLS) (I) 

Su Zongdi Zhang Limin Zhou Chunmei Sun Zhengjun 

(Chinese Nuclear Data Center, IAE) 

The DLS data file, which is a sub-library ( Version 1 ) of Chinese Evalu­
ated Nuclear Parameter Library ( CENPL ), consists of data and information 
of discrete levels and gamma radiations. The data and information of this d-'a 
file are translated from the Evaluated Nuclear Structure Data File (ENSDF )l'\ 
which is maintained by the National Nuclear Data Center ( NNDC ) at 
Brookhaven National Laboratory based on evaluation from the International 
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Nuclear Structure and Decay Data Network, coordinated by the IAEA. The 
transforming code from ENSDF to DLS was written, and the transformation 
of the data and information was finished. The data have further been checked 
and corrected, and the levels, which are of undetermined energy, and their 
gamma radiations were deleted. Finally, the DLS data file has been set up. The 
data format is suitable for computer reading and listing table. 

Contents 

In the DLS data file, there are the data on discrete levels with determinate 
energy and their gamma radiations. For each measured level, its order number, 
energy, spin, parity and half-life, as well as the order numbers to the final 
levels, branching ratios and multipolarities for gamma radiations are listed. At 
present, this file contains the data of 79456 levels and 100411 gammas for 1908 
nuclides. 

Format 

The first line for each nuclide contains: 

Z (1 — 3, the column number, the same below), the charge number; EL ( 
4— 6), the element symbol; A (7—10 ), the mass number. 

The records of the line marked " L" in 13 column contain the level 
data NL, E, dE, '. P, IS, UL and T/ 2, as defined below : 

NL ( 14 -16 ) , the order number of level; E (17—27 ), the level energy in 
keV; dE ( 2 8 - 30), the standard uncertainty of E; J, P ( 31 - 49), the level 
spin and parity; IS ( 50 ), the isomeric state is denoted by "M"; UL ( 51 ), 
the character "?" denotes an uncertain or questionable level; TV 2 ( 66— 83 ), 
the level half-life. 

The records of the line marked "G" in 52 column contain the data of the 
gamma radiation for the level listed above, NG, Br, dBr, MP and UG, as de­
fined below: 

NG (53—55), the order number to final level for gamma transition; Br ( 
56— 61 ), the branching ratio or relative photo intensity for gamma radiation; 
dBr ( 6 2 - 65 ), the standard uncertainty of Br, Mp ( 6 6 - 83 ), the 

multipolarity of gamma radiation; UG ( 84 ), the character " V denotes an 
uncertain placement of the transition in the level scheme, letter "s" denotes an 
expected, but not yet observed transition. 
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Example: 

X EL ML dE J , P ISOL KG Br OBr T/2 or Mp 0 6 

2 1 8C «C L 
L 

L 

L 

L 

1 
2 

3 

4 

5 

0.0 
52.011 

142.520 

227.767 

200.701 

1 

7 

9 

13 

4* 
6+ 

1-

3* 

5* 

G 

G 

G 

0 
G 

1 100.0 

1 100.0 

1 100.0 

1 5.• 
2 94.2 

7 
7 

•3.010 
9.4 
B2 
10.75 
E3 
270 
Ml 
270 
Ml 
Ml 

D 10 
US • 

8 4 

PS LT 

PS LT 

L 1* 1141 * 
L 17 1270 .46 3 4 -

L 18 1290 5 
L 19 1321 .12 3 3 + , ( 4 + ) 

L 20 1 3 9 4 . I S 4 2+ 

L 21 1427 .90 4 (2+) 

L 22 1526 .74 5 ( 2 - , 3 , 4 + ) 

G 1 4 0 .6 11 
G 0 2 1 . 2 10 Ml 
G 9 3 0 . 2 11 Ml 

G 1 
G 11 100.0 Ml 

G 3 El 
0 4 7 9 . 2 13 Ml 
G 13 20 .S 13 Ml 

G 3 100.0 

G 7 5 0 .6 19 
O S 
G 9 49 .4 19 
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Center, Brookhavcn National Laboratory, (File as of 1991 ) 
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Retrieve Codes for User 

— Introduction of Program Retrieve 

Liu Ruizhe Zhang Limin 

( Chinese Nuclear Data Center, IAE ) 

The current demand to retrieve codes effectively from the Computer 
Program Library ( CPL ) has now made it necessary to develop and utilize a 
new retrieve tool. So the code RETRIEVE is designed and developed. 

Every code stored in NEA Data Bank has a abstract which contains 
seventeen terms. The similar abstracts were written in CNDC for every code 
developed by either Chinese or foreigners. The contents of the abstract are as 
follows: 

1. Name or designation of program. 
2. Computer for which program is designed and other machine version pack­

ages available. 
3. Description of program or function. 
4. Method of solution. 
5. Restrictions on the complexity of the problem. 
6. Typical running time. 
7. Unusual features of the program. 
8. Related and auxiliary programs. 
9. Status. 
10. References. 
11. Machine requirements. 
12. Programming language used. 
13. Operating system under which program is excuted. 
14. Other programming or operating information or restrictions. 
15. Name and establishment of authors. 
16. Material available. 
17. Category and keywords. 

The code RETRIEVE is excuted under this data environment. 
By using the code RETRIEVE, users can retrieve the codes stored in CPL 
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according to their names, authors), category and keywords. In CNDC, there 
are two sublibraries named Chinese program sublibrary and foreign sublibrary. 

Correspondently, the abstract files are ABSTRACT CFA and AB-
STRACT.NEA respectively. They are the input of RETRIEVE. The code was 
written in FORTRAN 77 and is available at CNDC. 



VI ATOMIC AND 
MOLECULAR DATA 

An Evaluated Data Library for Light 

Particle Reflections from Solid Surfaces 

Yao Jinzhang Fang Shaohong Yu Hongwei 

(Chinese Nuclear Data Center, IAE) 

Particle reflection from solid surface is important in various fields of re­
search and application including the development of thermonuclear-fusion de­
vice. Recent reviews of studies on the reflection are given by E. W. Thomas et 
al.1'1 and W. Eckstein121. We present an evaluated data base for light projectiles 
reflection. 

The particle reflection is characterized by two parameters. One is particle 
number reflection coefficient, Rn, defined as the ratio of reflection particle to all 
incident particles. Another is energy reflection coefficient, Rc, defined as the 
energy carried away by the reflected particles divided by the energy of the inci­
dent particles. 

In a general case, the particle reflection coefficient is high at low energy 
and decreases monotonically as projectile energy increases. There are some ar­
guments as to how one should describe reflection at vanshingly low energies, if 
a projectile can be retained in the target ( solid surface ), then reflection should 
tend to zero. M. I. Baske gave some calculation results of low energy region 
from 0.1 to 100 eV by Embeded Atom Method1 3) at normal incidence 
for H+ and Ni combination. It shows that reflection coefficient decreases to ze­
ro as projectile energy from 10 eV down to 0.1 eV. Luo Zhengming et al.l4j cal­
culated particle and energy reflection coefficients of twelve species by various 
incoming particles with ion-transport bipartition model (i. e revision version of 
PANDA-P ) which considered binding energy of solid surface. The results arc 
given in the figures. A new empirical formula151 has been used to calculate the 
reflection coefficients of light particles projected on solid surface at normal in­
cidence. It is shown as 
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* e = { ( 0 . 7 0 5 / / ) / [ 1 + ( c/0.047 ) + ( t/0.619 ) ] } 

- exp [ - * ( Af, + M2 ) e ] 

Where * . = Jte/ye 

yc - l / [ 1 + ( «/0.133 ) *"* ] + 0.530/[ 1 + ( e /85 ) ~ l " ] 

f=nzit Z2,MV M2,E0 ) 

Z,, Z2, A/, and Af2 represent the charges and masses of projectile ( 
subscript-1 ) and target ( subscript-2 ), respectively. E0 is energy of incident 
particle. 

t = 0.032534 M2 E0/Zl Z2 

( Mx + M2 ) ( Z , + Z 2 ) 

The experiments are quite few and cover only a limited range of collision 
species. At low energies ( < 10 eV), the particle stripping is very inefficient, so 
that lowest energy recoils can not be detected. 

We have collected numerous reflection experimental data and theoretical 
calculations up to the end of 1993. The recommended values are given in terms 
of B-spline function fitting both experimental data and calculated data. A data 
base on reflection of light particles bombarded on solid surfaces was established 
in ALADDIN format16*. As an example, Figs. 1~4 show critical recommended 
values of particle and energy reflection coefficients for H+ projectile on Fc and 
Ni targets. In the Figures, Emp represents calculated values b> revised empirical 
formula, Luo is the calculation results by Luo Zhengming et al., Exp shows ex­
perimental measurements, Rec indicates recommended values. 
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C^e^4Uk 
Study of Physical Sputtering Systematics 

Yu Hongwei Yao Jinzhang 

(Chinese Nuclear Data Center, IAE) 

Sputtering of solids surfaces is very important for a large number of appli­
cations, for instance, the interaction of particle with plasma wall in fusion de­
vice will induce the surface etching and produce the impurities. So it is impor­
tant to understand the physical processes and to obtain reliable sputtering yield 
data. In our previous work1'-, the sputtering yields for carbon and nickel solid 
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surfaces with H+, D+, 1* and He* projectiles at normal incidence were calcu­
lated using the formula of Bohdasky12]. The values calculated are in good 
agreement with experiments and Monte Carlo calculations. It is a most 
extensively used empirical formula. We computed further the sputtering yields 
for many pro je*. die-target combinations from threshold energy to about 100 
keV at normal incidence by empirical formula above. The formula is simply 
described as follows: 

n E.O ) = ? g * ( ^ > « s n m ( i - ( ^ ) 2 / i ) ( i - E-f >2 

• 

Where E is the projectile energy, SB(£) is the nuclear stopping cross 

section, Us is the binding energy of solid surface, R/ Rt = K-rr- + 1, K is 
M\ 

an adjustable parameter, E^ is the threshold energy. 
The sputtering systematics with variation of energy and mass of projectile 

and target atomic mass is briefly discussed from results calculated. 
1. In general, the sputtering yields increase with incident energy increasing at 
first, and then decrease with the energy increasing further. As an example, Fig. 
1 shows the change of sputtering yields of carbon surface by H+, D+, V and 
He+ projectiles, the uppermost line is for He+ projectile and the others follow 
in descending order for T*, D* and H+ projectiles, respectively. The reason is 
that the energy moved from projectile to solid surface atom increase with pro­
jectile mass increasing. 
2. The peak positions of sputtering yields for various solid targets by same pro­
jectile are shifted on the energy axis. They depend on the masses of target 
atoms. Fig. 2 presents the situation. The position of peak of sputtering locates 
at the left side of energy axis for lightest target atom, C and others move for­
ward to right for Si, Ni and Au target atoms. It is probably determined by the 
reaction threshold energy of combination and surface binding energy of solid 
target. 
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VII DATA PROCESSING 

Comparison of Two Approximation Methods 

to Deal with PPP Phenomenon in Practice 

Zhao Zhixiang 

( Chinese Nuclear Data Center, IAE) 

Introduction 

During the combination and fitting of derived quantities, people must pay 
attention to so called PPP phenomenon.In the author's early papers on PPP 

( l~2 1 , it was demonstrated that PPP phenomenon can be attributed as the 
inconsistencies in generating derived quantities and their covariance matrix, 
and that these inconsistencies can be avoided by dealing with the problem in 
so-called data space or eliminated by an iterating process in derived quantity 
space. Generally speaking, to deal with derived quantities strictly, we need to 
know directly measured data and their covariance matrix, from which the de­
rived quantities are obtained, and relationship between derived quantity and 
directly measured data. Unfortunately, it is usually difficult for an evaluator to 
know all of information mentioned above. Chiba and Smith proposed an ap­
proximation method to be used in practices'31 which is equivalent to the ap­
proximation suggested by Zhou'41. In present paper, Chiba's approximation is 
derived under some assumptions and the another approximation is also pro­
posed. The comparison of these two approximations is carried out for several 
examples. 

1 Two Approximation Methods 

Let us assume that we have two derived quantities Yu Y2 and their re­
ported covariance matrix consisting of <r^(y,), a^Yd, CoyK(YUY2). As we 
pointed out1!), if K, and Y2 were derived from directly measured data from a 
non-linear relationship, the elements of their covariance matrix would be 
incorrect. We hope to conect them for obtaining corrected covariance matrix 
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denoted by o& y,), <& YJ and Covc( r„ Yj). 
Assuming that : 1) the deriving relationships for Yt and Y2 are the 

same; 2) the statistical error of Yt is mainly introduced by directly measured 
data af and the covariance between Yx and Y2 introduced by C; and 
3) Y, as the function of a, and C is separative, the deriving relationship can 
be written as 

Yt= Aa,,C) = nr , )*<C) (1) 

Therefore, the elements in reported covariance matrix should be generated 
in the following manner 

6Y, = Hfg{tmC)5Xt + nx,y*c{C)SC (2) 

a* (>\) = < (BYf > = T2
J(/)*2(CV ,(rj) + *\XtWc{C\a\o (3) 

CovR(y,,y2)= <SY1SY2 > =nxlmx2Yt>2
c(C)o\c) (4) 

where 

VxW = fjnx,) (5) 

*c(C) = j£*iC) (6) 

Defined Vx(t) and GC(C) by 

* , ( 0 = ^-V(JP#) 3>C(C) = ^*(C) (7) 

we have 

*r, = ViOMCVX, + VtfficiQSC (8) 

^ ( y , ) = ^m'iOa^X,) + ^ ^ ( f V c C ) (9) 

Covc(yltr2)- <SYtSY2> =v(ximx2y^2
c(C)(T1(C) (to) 

Because the functions Y and 0 are unknown, the Eqs. (8) to (10) can not 

— 95 — 



directly used to obtain corrected values a£ Y) and Cov^ Yu Yj). Let us further 
assume that 

*(C) = *(C) (11) 
• C (C) = *C (C) (12) 

Due to the same measured C and same relationship for generating Y, and Y^ 
the assumption of Eqs. (11) and (12) is reasonable. Under this assumption, we 
have 

Covc(YrY2) = V(Xim*2>*\(C)a\Q = -!-*-Cov1l(Yl,Y2) (13) 
11 * i 

Then we have 

4(^)=^(y.)-yVCov«(y»'r') + Ff"Cov«(lr''^) 

* 1 * 2 * I * 2 

, cov_(y„r.) _2 2 
= °\&} +—y y &,-*]) <14> 

1 1 ' 2 

We call the Eqs. (13) and (14) as Zhao's approximation. If we further as­
sume that 

y(jr,) y(r f ) 

* x ( 0 " * r ( 0 
(15) 

we have 

?' 
"cO^TF'V,) (16) 

The Eqs. (13) and (16) are just Chiba's approximation. 

2 Computational Examples 

1.1 Data Combination 
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Assume that Yx and Y2 are two measured data for a same physical 
quantity <Y> 

y i = 1.5 r2 = 1.0 (17a) 

<r[(Yx) = 0.1125 <ri(r2) = 0.05 CovI l(r i,y2) = 0.06 (17b) 

Usually, evaluators do not know the history obtaining the above data. 
Combined these two data to obtain the estimate Y for <Y> by least square 
method, we have 

PPP: Y = 0.8823 ±0.2182 

If Y\ and Y2 were derived from directly measured data by using same 
function relationship, the above estimate would be incorrect ( so-called PPP 
phenomenon ). In this case, the better estimate could be obtained by using ap­
proximation methods. The results based on Chiba's and Zhao's approxima­
tions are given as follows: 

Zhao: Y= 1.1538 ±0.2453 
Chiba: Y= 1.2500 ±0.2652 

Let C= 1.0 ± 0.2, the values of X, and a(X) make Y( and their covariance 
matrix equivalent to those in Eq. (17), we have the strict solutions for some 
given problems: 

Y = XC: 7 = 1.1538 ±0.2453 
Y=C/X: y=l .:000± 0.2764 
Y = X2C: Y= 1.1876 ±0.2521 
Y = C/X2: Y= 1.2627 ±0.2680 

2.2 Curve Fitting 

The measured data are given as follows: 

Xt 0.8 1.0 2.3 3.4 4.5 7.4 8.8 9.7 (18a) 

Yi 19. 30. 27. 41. 52. 53. 63. 78. (18b) 

o\(Yt)=0MY) covR(y(,y/)=o.04r/y/ (i8c) 
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We would like to fit these data by 

Y(Xi) = <i + llXl 

Directly use the measured data above, we have least square estimates for a 
and/t 

PPP: 5 = 10.47 ± 3.167 I = 3.478 ± 1.002 

and the fitted curve is obviously wrong (PPP phenomenon, see Fig. 1 ). The re­
sults based on Chiba's and Zhao's approximations are given as follows: 

Zhao: 8= 17.12+3.819 £ = 5.689+ 1.244 
Chiba: a = 18.74 + 4.196 JU 5.669 + 1.239 

Also let C= 1.0 ± 0.2, the values of Xt and o(X) make Yt and their 
covariance matrix equivalent to those in Eq. (18), we have the strict solutions 
for some given problems: 

Y = XC: a =17.12 ±3.819 ^ = 5.689 ± 1.244 
Y = C/X: 8 = 19.98±4.440 0 = 5.544 ± 1.236 

All of the results above are shown in Fig. 1. 

3 Conclusion 

It is found from the examples that two approximations give better esti­
mates and that Zhao's approximation seems better in the case of increment de­
riving function and Chiba's better for decrement deriving function. 
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