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1. Introduction

The 2000 symposium on nuclear data was held at Tokai Research Establishment, Japan

Atomic Energy Research Institute (JAERI), on 16th and 17th of November 2000, with about

150 participants. Japanese Nuclear Data Committee and Nuclear Data Center, JAERI

organized the symposium.

The program of the symposium is listed below, hi the oral sessions, presented were 18

papers on topics of recent experiments, status of JENDL-3.3 and JENDL High Energy File,

benchmark tests of JENDL-3.2, international activities and other related subjects. In the

poster session, presented were 40 papers concerning experiments, evaluations, benchmark

tests and on-line database on nuclear data. Those presented papers are compiled in the

proceedings.

Program of 2000 Symposium on Nuclear Data

Nov. 16 (Thr.)

10:00-10:25

1. Opening Session Chairman: N. Yamano (SAE)

1.1 Opening Address Chief of JNDC (JAERI)

1.2 Memorial Address for Prof. R. Nakajima T. Yoshida (Musashi Tech.)

10:25-12:00

2. Topics for Recent Experiments Chairman: N. Koori (Tokushima U.)

2.1 A Systematic Radiochemical Study of Photopion Nuclear Reactions of

Complex Nuclei at Intermediate Energies [25+5] K. Sakamoto (Kanazawa U.)

2.2 Heavy Element Nuclear Chemistry Research in JAERI [25+5]

Y. Nagame (JAERI)

2.3 New Magic Number, N=16, near the Neutron Drip Line[30+5]

A. Ozawa (RIKEN)

12:00-13:00 Taking Photo + Lunch

13:00-14:00

3. Poster Session 1

- 1 -
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14:00-16:00

4. Producing JENDL-3.3 Chairman: A. Zukeran (Hitachi)

4.1 Status of JENDL-3.3 [30+10] K. Shibata (JAERI)

4.2 Integral Test for Reactors [30+10] H. Takano (JAERI)

4.3 Integral Test for Shielding [30+10] N. Yamano (SAE)

16:00-16:20 Coffee Break

16:20-17:40

5. International Session Chairman: A. Hasegawa (JAERI)

5.1 Application of ENDF Data for Testing a Monte-Carlo
Neutron and Proton Transport Code [15+5] Pariwat Siangsanan (OAEP)

5.2 Uranium-fuel Thermal Reactor Benchmark Testing of CENDL-3 [15+5]
Liu Ping (CIAE)

5.3 Evaluation of the significance of Zr Bound in ZrHx for its Possible Inclusion
in the WIMSD-5 Cross Section Library [15+5] T.K. Chakrobortty (BAEC)

5.4 Measurement of Photoneutron Spectrum at Pohang Neutron Facility [15+5]
Kim Guinyun (PAL)

18:00-20:00 Reception

Nov. 17 (Fri.)

9:00-10:00

6. Integral Test Chairman: T. Iwasaki (Tohoku U.)

6.1 JENDL-3.2 Performance in Analyses of MISTRAL Critical Experiments for

High-Moderation MOX Cores [25+5] N. Takada (NFI)

6.2 Integral Test of JENDL-3.2 Data by Reanalysis of Sample Reactivity Measurements
at SEG and STEK Facilities [25+5] K. Dietze (JNC)

10:00-10:20 Coffee Break

10:20-12:00

7. Topics Chairman: K. Ishibashi (Kyushu U.)

7.1 OKLO Reactor and Nuclear Physics Constant [40+10] A. Iwamoto (JAERI)

7.2 Analysis of Nuclear Radii form Reaction-Cross Sections in Various Energy

Regions Using the QMD Approach [20+5] T. Maruyama (Nihon U.)

- 2 -
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7.3 Data for Radiation Protection and Nuclear Data [20+5] Y. Yamaguchi (JAERI)

12:00-13:00 Lunch

13:00-14:00

8. Poster Session 2

14:00-16:00

9. JENDL High Energy File Chairman: M. Baba (Tohoku U.)

9.1 Present status of JENDL High Energy File [30+10] Y. Watanabe (Kyushu U.)

9.2 Integral Test for JENDL High Energy File [30+10] F. Maekawa (JAERI)

9.3 Integral Test for JENDL High Energy File [30+10] N. Yoshizawa (MRI)

16:00-16:30

10. Closing Session

10.1 Poster Award Presentation [5] N. Yamano (SAE)

10.2 Summary Talk [20] Y. Tahara (MHI)

Poster Presentations

Odd-Number: Poster Session 1 (Nov. 16(Thr.) 12:10-14:00)

Even-Number: Poster Session 2 (Nov. 17 (Fri.) 12:00-14:00)

P1. Decay Heat Measurement of Minor Actinides at YAYOI Y. Ohkawachi (JNC)

P2. Measurement of the Resonance Integral of the 90Sr(n, gamma)91 Sr Reaction

S. Nakamura (JNC)

P3. Measurement of the Thermal Neutron Capture Cross Section and the Resonance

Integral of the ' 09Ag(n, gamma)'' OmAg Reaction S. Nakamura (JNC)

P4. Evaluation of Neutron Cross Sections for Er-Isotopes

A.K.M. Harun-ar-Rashid (U. of Chittagong)

P5. Neutron Capture Cross Section Measurement of Np-237 below 10 keV

by the Linac Time-of-Flight Method Lee Sam Yol (KUR)

P6. Projectile Dependency of Radio Activities of Spallation Products Induced in Copper

H. Yashima (Tohoku U.)

P7. Measurement of Neutron Production Cross Sections by High Energy Heavy Ions

H.Sato (Tohoku U.)

- 3 -
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A Systematic Radiochemical Study of Photopion Nuclear Reactions of Complex Nuclei
at Intermediate Energies

Koh Sakamoto1, Hiromitsu Haba2, Samir Ranjan Sarkar1, Yasuji Oura3, Hiroshi Matsumura1, Yutaka Miyamoto1,
Seiichi Shibata4, Michiaki Furukawa5, and Ichiro Fujiwara6

'Department of Chemistry, Faculty of Science, Kanazawa University,
Kanazawa-shi, Ishikawa 920-1192, Japan

e-mail: kohsakamoto@par.odn.ne.jp
2Research Group for Nuclear Chemistry of Heavy Elements,

Advanced Science Research Center, Japan Atomic Energy Research Institute,
Tokai, Naka-gun, Ibaraki 319-1195, Japan

'Department of Chemistry, Graduate School of Science, Tokyo Metropolitan University,
Hachioji-shi, Tokyo 192-0397, Japan

4Research Reactor Institute, Kyoto University, Sennan-gun, Osaka 590-0494, Japan
5Faculty of Environmental and Information Sciences, Yokkaichi University,

Yokkaichi-shi, Mie 512-8512, Japan
6Department of Economics, Faculty of Economics, Otemon-Gakuin University,

Ibaraki-shi, Osaka 567-8502, Japan

A short review is given on our systematic studies of photopion nuclear reactions, in which the product
yields from (y,Ji+) and (y,7t~xn) reactions for x = 0-9 have been measured radiochemically as functions of
bremsstrahlung end-point energy (Eo) from 30 to 1200 MeV and of target mass, 27Al-l8lTa for (y,rt+) and
7Li-209Bi for (y,Tf xn) reactions. Yield variations as a function of the number of the emitted neutrons (JC) for each
target at Eo > 400 MeV were found to be typical of (3,3) resonance. The reactions for neutron multiplicities as
large as x > 6 are notable for targets of mass A, > 100, while only the reactions for smaller x are measurable for
the lighter targets. The yields for both (y,7t) and (y,rc+) are ^(-independent for targets heavier than A, > 30—40,
while much smaller yields are reported for targets with A, = 7-14. The yield ratio (y,7C~)/(y,Ji+) becomes as high as
5.5 and such a high value suggests that the neutron density in the surface region of nucleus is higher than that
expected from the neutron-to-proton ratio for the entire nucleus. The observed yields for individual (y,n~xn)
reactions having equal x were also found to be a smoothly varying function of the neutron-to-proton ratio of the
target, (N/Z),, not of the target mass A, or number of target neutrons Nt. This implies that the reactions are
initiated via competitive photoabsorptions by neutrons and protons in the target nucleus. The smooth variation of
the profile changes its characteristics at (N/Z), - 1.30-1.40, corresponding to A, - 100-130; this implies higher
excitation energies due to progressively larger medium effects in nuclei with A, > 100. The results are compared
with theoretical calculations made using the photon-induced intranuclear cascade and evaporation analysis
program by Gabriel and Alsmiller.

1. Introduction
At energies above the pion production thresholds, the A isobar is expected to be produced through (3,3)

resonance absorption of an incoming photon by a single nucleon (N) in the target nucleus. The isobar decays
immediately (10~24 s) into a stable nucleon and a pion: y + n —» A0 —» p + n , y + p —» A+ —* n + 7C+, and y +
N —* A0 —* N + 7t°. After these initial processes, pion and/or nucleon may escape from the nucleus or develop
a cascade-evaporation process inside the nucleus. The probability of the escape may depend on the location of
the formation of A, thence on the size of the nucleus. Especially, when photoabsorption occurs at the surface
region of the nucleus, the chance of an escape would be high. A systematic measurement of photopion reaction
yields as functions of photon energy and target mass has, therefore, been of our current interest [1-4].

Radiochemical methods are useful for identifying individual (y.Jtxn) reactions for different x. It is
possible to isolate the product nuclides chemically as a series of radioisotopes with mass numbers (Arx)
belonging to (Z,+ l) element from a target with mass number A, of an element with atomic number Z, and also
from the dominant spallation products of Ap < A, and Zp <Z,. The (y,7i+) reaction leads to a product nucleus of Ap

= A, and Zp - Z<-\ that is also distinguishable from those of other competitive reaction paths, though the (y,7t+;m)
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products are not separable from the (y.px'n) products. The information obtained from the activation method is
integral with respect to the energy and angle of the final products, but forgoes a detailed theoretical analysis of
the final states involved. However, the complete picture concerning competitive reaction paths opened by
A-resonance such as photopion reactions different in x, photospallation, photofragmentation and photofission in
cases of heavy complex nuclei can be clarified. A series of radiochemical measurements of photonuclear
reactions of complex nuclei in the A region has been performed and systematized with respect to photon energy
and target mass during the last 25 years. The present paper is a concise review of the part of photopion reactions
among the various reaction paths opened by the A-resonance. Our study of the (Y,7C~xn) reactions emphasizes the
yield variations for individual x with respect to a wide range of photon energies and target compositions, A, and
(N/Z),. The (y,7t+) yields relative to the (y,7t~) yields over the same range of photon energies and target
compositions are another concern in the present work. The results are also discussed in conjunction with a
theoretical calculations based on the photon-induced intranuclear cascade analysis code (PICA) by Gabriel and
Alsmiller [5].

2. Experimental
All of the data included in this paper were obtained from bremsstrahlung irradiations of targets

(7Li-209Bi) in suitable chemical forms using the 1.3 GeV electron synchrotron of the High Energy Accelerator
Research Organization (KEK) at Tanashi in the bremsstrahlung end-point energies EQ range of 250—1200 MeV,
and the 300 MeV electron linac of the Laboratory of Nuclear Science, Tohoku University in the EQ range of
30-270 MeV, both using steps of 50 MeV or less. For the experimental detail and the data analysis, see Ref.
[1-4]-

3. Results and Discussion
3.1. Mass Yield Distribution

Measured (secondary-corrected) yields as a function of Eo, Y(E0), in unit of fib per equivalent quanta
(fib/eq.q.), show steep rises above Eo = 140 MeV, the photopion threshold, and attain plateaus around Eo =
300-500 MeV, which are characteristic of the resonance process. Typical examples of the yield curves Y(EQ) and
of the cross sections per photon of energy, k, c(k), obtained by unfolding of Y(E0) were reported for 5IV [1] and
l33Cs [2] targets. In the following the energy-integrated Y(E0) values are presented to characterize their target
dependent features. The £o-dependence of the (y,Jt~xn) yields is shown in Fig. 1, where the measured yield
values at Eo = 800, 400 and 250 MeV from 51V, 59Co, 75As, 89Y, 109Ag, 115In, 127I, m Cs, 139La, 175Lu, 197Au and
209Bi targets are plotted as a function of the number of neutrons emitted (x), i.e., isotopic mass yield curves. The
solid, broken and dotted curves are drawn through the data points for Eo = 800, 400 and 250 MeV, respectively,
taking the target mass-dependent variations of all the yield values into consideration. The mass yields at Eo = 400
and 800 MeV are almost the same and higher than those at EQ = 250 MeV. The difference between the yield
patterns for 250 MeV and 400 (and 800) MeV increases with the increasing A,, and it becomes more prominent
at larger x in the A, region from 127 to 209. An important feature of the isotopic mass yield curves is that the
reactions of high neutron multiplicities become progressively more possible as A, increases, and the reaction
probabilities for x = 2-7 (and even more) at Eo S 400 MeV are nearly comparable for a heavy target such as
175Lu, l97Au or 209Bi, though not at Eo = 250 MeV. On the other hand, reactions with such high neutron
multiplicities are not possible for the lighter targets (A, < 100). For the region of targets having A, - 51-115, as
shown in the upper half of Fig. 1, the difference between the 250 MeV and the 400 (and 800) MeV yields is
more prominent at x = 1-3. The neutron multiplicity reflects primarily the excitation energy left after pion
emission, while the energy spectrum of neutrons is to be known. Also noteworthy is that the yields for (y,7t~)
reactions are almost the same for all of the studied targets at Eo = 800, 400 and 250 MeV.

The widths of the mass yield distributions at EQ = 400 and 250 MeV, defined here as the x values of the
(y,7Txn) reaction for which the yield is equal to that of the (y,7T) reaction, 78 u.b/eq.q. for Eo = 400 MeV and 51
ub/eq.q. for Eo = 250 MeV (see subsection 3.2 below), are read from the fit curves in Fig. 1 and plotted as a
function of the neutron-to-proton ratio of the target, (N/Z),, in Fig. 2. The target dependence of the yields from
the (Y,7tT.xn) reactions for x > 1 is not parameterized by target mass A,, nor by the number of target neutrons JV,,
because the (y, 7t~2n) and (y, 7rT3n) reaction yields from 5IV are higher by an order of magnitude than those from
59Co, as seen in the upper left corner of Fig. 1. As noted above qualitatively, the range of neutron multiplicity is
larger for heavier targets. However, the degree of the increase of the width is not monotonic, but changes largely
at (N/Z), = 1.3-1.4 (109Ag-'27I), and the rate of increase becomes smaller at (N/Z), - 1.30-1.35 (109Ag-I15In) and
at 1.48-1.52 (l97Au-209Bi) in the case of Eo - 400 MeV. The change of the width at Eo = 250 MeV is small, but
the rate of increase also changes at (N/Z), =1.35. The peak positions also increase with an increasing of (N/Z), in
a manner similar to the widths (see the discussion on (y,7i"xn) yields below).
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3.2. (y,^) Yields
Figure 3 shows the measured yields (large symbol) of (y,7t+) and (y,Ji) reactions at Eo = 400 MeV as a

function of A,, together with the literature data (small symbols) [4]. Open squares are for the (y,n+) yields from
9Be, 27A1, "Cl, 41K, 51V, 59Co, 60Ni, 65Cu, 75As, 87Rb, 88Sr, 109Ag, 115In, 133Cs, 138Ba, 139La and fsiTa, and closed
circles for the (y,n) yields from 7Li, UB, 12C, 14N, "Ca, 51V, 65Cu, 75As, 88Sr, 89Y, 127I, 130Te, 133Cs, l39La, 175Lu,
and l97Au, and they are connected by solid lines, respectively. Dotted lines are the corresponding ones calculated
by the PICA code. Both the (7,71*) yields are ^,-independent except for light targets, irrespective of Eo. The yields
for (Y,7t) reactions on lighter targets such as 7Li, n B, 12C, 14N are anomalously small compared with those for the
heavier targets. The low values for the 7Be and 14O yields up to Eo - 1200 MeV were confirmed in the present
work, and the low yields are explained as due to small numbers of particle stable states (two in 7Be, ten in "C,
one in N and I4O) [6]. Also, it is well known that the anomalously slow transition rates in the A = 14 isobars are
observed in 14C —* 14N + e"+ v"eand14O —> 14N + e++ v e as well as in radiative pion and muon captures [7].
On the other hand, many bound states leading to (y,7C") reactions exist for the heavy nuclei. This manifests the
^,-independence in the heavy target region; the weighted means of the yield values of (y,n~) reactions on targets
having A, >44 are 91±6, 78±6 and 51±5 ub/eq.q. for Eo = 800, 400 and 250 MeV, respectively (horizontal solid
lines in Fig. 3). The PICA calculations for the corresponding reactions on these heavy targets at Eo = 400 MeV
are smaller than the measured values by 35 % on average, though the calculations also indicate ^-independence.
The (y,n+) reaction yields are also ^4,-independent for A, > 27, and their weighted means are 18±2, 14±2,
7.3±l.lub/eq.q. for EQ = 800, 400 and 250 MeV, respectively. The yield values reported for 9Be(y,JC+)9Li in the
energy range of £0 = 100-800 MeV by Nilsson et al. [8] are definitely smaller than the trend, probably because
there are only two bound states in 9Li. Although both the (y,Jt+) and (y,n) reactions on the light nuclei have been
of interest from a theoretical point of view [9], they are not included in our discussions with those of the heavier
complex nuclei which allow for statistical treatments. The PICA calculation for (y,Jt+) reactions in the heavy
target region also reproduces the ^-independence, but the average values obtained from the calculations are two
times those of the measurements. Thus, the measured yields in the /^-independent region at Eo = 400 MeV give a
yield ratio of r(Y,n")/y(y,Jt+) = 5.6±1.0, while the corresponding PICA value at Eo = 400 MeV is 1.8±0.3.

The high observed yield ratios compared with the calculated ones may imply new nuclear structure
effects that are not taken into consideration in the theoretical foundation of the PICA code. The nuclear model
used in the theoretical calculations is exactly the same as the one used in the Bertini calculations [10]. The
continuous charge density distribution inside the nucleus, p(r) = po/{l+exp(r-c)/z,}, c and z, being the relevant
parameters, obtained by electron scattering data [11] was approximated by dividing the nucleus into three
concentric spheres: a central sphere and two surrounding spherical annuli having the uniform densities of 0.9, 0.2,
and 0.01 of p(0) at the center of the nucleus. The neutron to proton density ratios were assumed to be equal to
the ratio of neutrons to protons for the entire nucleus. Cross sections for the photoabsorption by a nucleon in the
(3,3) resonance region were taken from those for elementary processes for free nucleon-photon interactions, by
assuming a(yp —* mt+) = (yn —* pit") from charge-symmetry considerations. And the intranuclear cascade
calculation of Bertini [10] was then used to account for the secondary effect of nucleon- and pion-interactions
with the remaining nucleus following the initial photon interaction. Pion absorption is assumed to occur via a
two-nucleon mechanism with a cross section for the absorption of a charged pion by a nucleon with isobaric spin
projection of the opposite sign (i.e., a pair of nucleons must contain at least one proton to absorb a negative pion
and at least one neutron to absorb a positive pion).

The higher yields of the (y,n~) reactions and the lower ones of the (y,7i+) reactions relative to those
expected from the PICA calculation could possibly be understood if the neutron density in nuclear surface region
is higher than the inner density of the nucleus. An initial production of negative pions by way of y+ n —> A0 —>
p + 7t~ would be more probable than those of positive pions by way of y + p —* A + —> n + 7t+, and the
secondary absorption of negative pions by way of 7t~ + pp or K~ + pn would be less than those for positive pions
by way of n^ + np or n+ + nn in the neutron-rich surface region.

These processes which lead to (y,Jt~) and (y,Jt+) reactions are, therefore, considered here to occur in the
surface region of the nucleus, but experimental observations seem to show that the cross sections are not
proportional to A,2B but ^/-independent. This ^,-independence may be explained as due to a compensation for the
increase in pion production with increasing nuclear size (surface) by the competitive increase of neutron
emissivity associated with pion emission (see subsection 3.3). The available final transitions are, therefore,
limited to a certain number of levels below the particle separation energy which is set equal to 7 MeV in PICA.
While the number of the bound states and the strength of transitions to these states are unknown, they must be
statistically significant, as the /(,-independence from the PICA calculation also suggests. There has been no
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evidence for the density difference between protons and neutrons in the stable nucleus, but neutron skin and
neutron halo structures have been discovered in very neutron-rich light nuclei near the drip line [12, 13]. Further
study of structural changes in nuclei closer to the stability line is required; the present work suggests
photonuclear processes may cause such effects.

3.3. (y.jTxn) Yields
In order to reveal the target-dependent changes of the (y,ifxn) reaction yields for each x of x > 0, the

yield values at EQ = 400 MeV (closed squares) are plotted in Fig. 4 as a function of the neutron-to-proton ratio of
the entire target nucleus, (N/Z),. Solid lines representing x — 0-9 are drawn through the observed points with the
aid of the smoothed mass yield curves in Fig. 1. Also plotted in Fig. 4 are the yield values calculated for £0 =
400 MeV (open circles) by the PICA code [4].

The yield values of the (y,7t'xn) reactions at a given Eo change systematically with respect to the neutron
multiplicity x and (N/Z),. Both the observed and the calculated values for the individual reactions begin at a
certain (N/Z),, increase rapidly with an increase of (N/Z),, and reach a plateau. The PICA calculations
approximate the observed profiles as a whole. Notably, the positive slope regions of the Y(Eo) vs. (N/Z), curves
are well reproduced, with some exceptions at (N/Z), = 1.18 (59Co), 1.32 (l09Ag), 1.35 (ll5In), whereas the plateau
values are largely discrepant. The PICA results underestimate by 35% the (y,n~) yields as noted above, but
increasingly overestimate by factors of 1.5-2.0 the (y,n'xn) reaction yields for x >3 . The deviation increases
with the increasing x. The calculations for light targets such as 7Li, UB, I2C, 14N and 27A1, for which observed
values for either the (y,Jt~) or (y,Jt+) reactions are available, show small yields for reactions with x - 1-2, but
show large deviations from the smooth trends of the yields for the heavier targets. Also it was found that the start
values of (N/Z),, the slopes of the rising part, and the plateau values indicate smooth variations with respect to x,
but all change their variations at x >5. Also the sums of the yields of the reactions of x - 0 to 1, 2,- •• ,9 and the
maximum possible x (max), ^^oY^N/Z),, increase sigmoidally with an increase of (N/Z),, showing that the
Y^i^Y^N/Z), curve consists of two sigmoides; one from (N/Z), = 1.01 to 1.35 and the other from 1.35 to 1.55.
The second sigmoid is steep, reflecting the rapid increase in the (y,n~xn) yields for x > 5 for the targets with
(N/Z), > 1.35. All of these changes in the yield profiles for targets heavier than A, - 100 might be associated with
pronounced nuclear medium effects giving rise to more excessive excitation as compared with medium-heavy
targets of A, < 100. A more advanced theoretical model concordant with the present findings needs to be
developed in order to better quantify the results.
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Abstract

Heavy element nuclear chemistry research in JAERI is reviewed. Recent experimental
results on decay studies of neutron deficient actinide nuclei using the gas-jet coupled JAERI-
ISOL are presented. Successful production of the transactinide nuclei, 261Rf and 262Db,
and the present status of studies of chemical properties on the transactinide elements are
introduced.

1 Introduction

Nuclear chemistry study of heavy elements in JAERI is currently being performed at the JAERI
tandem accelerator facility. Nuclear decay studies of neutron deficient actinide nuclei are con-
ducted using the gas-jet coupled JAERI-ISOL system and recently the new isotopes 233'236Am
and 23rCm have been successfully identified. Quite recently, the transactinide nuclei 261Rf and
262Db have been produced for the first time in Japan via the reactions of 248Cm(18O,5n) and
248Cm(19F,5n), respectively. In this report, the present status of nuclear chemistry studies of
heavy elements in JAERI is briefly summarized.

2 EC/a decay studies of neutron deficient actinides

There still remain many unknown isotopes to be discovered in the region of neutron deficient ac-
tinides which predominantly decay through the electron capture (EC). Decay properties of these
nuclides lead to considerable advances in the understanding of proton excess heavy nuclei: veri-
fication of the proton drip line, nuclear structure of large deformed nuclei such as hexadecapole
deformation, and fission barrier heights of neutron deficient nuclei far from stability.

To search for new isotopes and study EC/a decay properties of neutron deficient actinides,
we have developed a composite system consisting of a gas-jet transport apparatus and a thermal
ion source in the on-line isotope separator (JAERI-ISOL) [1]. This gas-jet coupled JAERI-ISOL
system enables us to determine simultaneously mass number via the isotope separator and atomic
number by the measurement of x rays associated with the EC//?* decay of a nucleus. Some new
neutron rich rare-earth isotopes produced in the proton-induced fission of 238U were identified

*In collaboration with Tokyo Metropolitan University, Nagoya University, Hiroshima University, Niigata Uni-
versity, Osaka University, Gesellschaft fur Schwerionenforschung (GSI), Mainz University, Paul Scherrer Institut
(PSI) and Bern University

'Permanent address: Department of Radiological Technology, Tokushima University, Tokushima 770-8509,
Japan
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with this system [2-5]. In the following, the EC/a decay studies of the neutron deficient actinides
are summarized.

The experimental setup is schematically drawn in Fig. 1. The 6Li beams delivered from
the JAERI tandem accelerator bombarded the 233>235U and 23rNp targets set in a multiple
target chamber. The used reaction systems are 233U(6Li,zn)233-235Am, 235U(6Li,5n)236Am and
23TNp(6Li,m)23r '238Cm. Reaction products recoil out of the targets were thermalized in He gas
loaded with Pbl2 aerosol clusters. The products attached to the aerosols were swept out of the
target chamber and transported to the thermal ion source of ISOL through a capillary (1.5 mm
i.d. and 8 m length). The transported nuclides were ionized in the thermal ion source, and
mass-separated atoms were collected on an aluminum coated Mylar tape in a tape transport
system or a rotating catcher foil apparatus. In the tape transport system, we use Ge detectors
for the x/7-ray measurement and the Si photodiode detectors set in the rotating catcher foil
apparatus were employed for the measurement of a-rays. Detailed experimental procedures are
described in [6, 7].

As a typical example, the identification of the new isotope 233Am produced in the 233U(6Li,6n)
reaction is described [7]. The isotope 233Am was identified through an a —a correlation analysis.
The a decay of 233Am is followed by the five successive a decays starting from 229Np as shown in
Fig. 2: 229Np (t1/2=4.0 min) -+ 225Pa (t1/2=1.7 s) -> 221Ac (t1 / 2=52 ms) ->• 217Fr (t1 /2=22 /is)
—>• 213At (t i /2^125 ns) —>• 209Bi (stable). Since the last four nuclides decay via a particle emission
with the short half-lives, the a-a correlation events among these nuclides can be unambiguously
identified. Figure 2 shows an a-particle spectrum constructed from the observed a-a correlation
events in the mass-separated A=233 fraction. The a-ray energies of 233Am and 229Np are clearly
observed and those corresponding to the decays of the other nuclides are also seen. The a-ray
energy of 233Am was determined to be 6780±17 keV, and from the decay curve of the intensity of
this a-line, the half-life was 3.2±0.8 min. Since no Pu iiTx-rays following the EC-decay of 233Am
was observed, the a-decay branching ratio was estimated as Ia >3% based on the detection
efficiency of the Pu Kx-rays.

In Table 1, the half-lives, a decay energies and a-decay branching ratios measured in the
present study and those compared with the literature data are shown. In the case of 235Am,
we first observed the a-decay process and the a branching intensity was derived from the ratio
between the observed a and Pu Kx-ray intensities. The half-life value of 235Am has been deter-
mined to be 10.3±0.6 min based on the decay curve of the a line of 6457 keV and that of Pu
.KaX-rays following the EC decay of 235Am. With the 7-7 coincidence technique, it is found that
there are two EC-decaying states in 236Am [8]. The a-decay processes in 234Am and 236Am were
not observed in the preset experiments, although those were reported by Hall et al. [9] as shown
in Table 1.

Table 1. E C / a decay properties of the neutron-deficient Am and Cm isotopes measured in the present work and
those compared with the l i terature data .

Nuclide

Z 3 3 Am
234 Am
235 Am

236<>Am
2 3 6 m A m

2 3 7 Cm
2 3 8 Cm

Half-life (min)
Present
3.2±0.8

10.3±0.6
3.6±0.2
2.9±0.2

«10

Ref.
(1 .72) '

2.32±0.08
15±5

4.4±0.8

(15)'

a-energy (keV)
Present
6780±17

-
6457±14

6150

6660±10
6560±10

Ref.
(7100)'

6460
6700
6410

(6800)*
6520±50

a branching ratio (%)
Present

> 3
< 0.04

0.40±0.05
< 0.004

Ref.

0.039±0.012

0.042±0.006

* Predicted
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3 Nuclear chemistry studies of the transactinide elements

Studies of chemical properties of the transactinide elements - starting with element 104 (Rf) -
offer the unique opportunity to obtain information about trends in the Periodic Table at the limits
of nuclear stability and to assess the magnitude of the influence of relativistic effects on chemical
properties. According to the calculations of the electron configurations of the transactinide
elements, it is predicted that sudden changes in the structure of electron shells may appear due
to the relativistic effects which originate from the increasing strong Coulomb field of the highly
charged atomic nucleus. Thus, it is expected that the transactinide elements show a drastic
rearrangement of electrons in their atomic ground states and as the electron configuration is
responsible for the chemical behavior of the element, such relativistic effects can lead to surprising
chemical properties. Increasing deviations from the periodicity of chemical properties based on
extrapolation from lighter homologues in the Periodic Table are predicted. The main objective
of the present group is to explore experimentally the influence of the relativistic effects on the
electron shell structure by studying the chemical properties of the transactinide elements. The
comparison studies of such fundamental chemical properties as the most stable oxidation states,
complex ability and ionic radii with those of lighter homologues, and with results of relativistic
molecular orbital calculations are invaluable in evaluating the role of the relativistic effects.

The transactinide elements must be produced by bombarding heavy radioactive actinide
targets with high-intensity heavy ion beams and must be identified by the measurement of their
decay or that of their known daughter nuclei with unambiguous detection techniques. Detailed
studies of nuclear decay properties of transactinide nuclides are also the important subject.

Since 1998, we have developed some experimental apparatus for the transactinide nuclear
chemistry study, i.e. a beam-line safety system for the usage of the gas-jet coupled radioactive
248Cm target chamber, a rotating wheel catcher apparatus for the measurement of the a and
SF decays of the transactinides and an automated rapid chemical separation apparatus based on
the high performance liquid chromatography.

Quite recently, we have successfully produced the transactinides, 261Rf and 262Db, by using
the 248Cm(18O,5n) and 248Cm(19F,5n) reactions, respectively. Figure 3 shows the schematic of
the experiment for the production and identification of 261Rf and 262Db: the target chamber
coupled to the gas-jet transport and the rotating wheel catcher apparatus. The 248Cm target
of 590 /zg/cm2 thickness was bombarded by the 18O and 19F beams with the intensity of 200-
300 pnA. The recoiling products were stopped in He gas, attached to a KC1 aerosol, and were
continuously transported through a Teflon capillary to the rotating wheel catcher apparatus. The
transported nuclei were deposited on polypropylene foils of 240 /xg/cm2 thickness and 20 mm
diameter at the periphery of an 80-position stainless steel wheel of 80 cm diameter. The wheel
was stepped at 30 s time intervals to position the foils between six pairs of Si PIN photodiode
detectors. The details of the experimental procedures are described elsewhere [10].

The sum of a-particle spectra measured in the six top detectors in a 3.9 h irradiation for
the production of 261Rf is shown in Fig. 4(a). In the a energy range of 8.12-8.36 MeV, a lines
from 78-s 262Rf (8.28 MeV) and its daughter 26-s 257No (8.22, 8.27, 8.32 MeV) are clearly shown.
No contributions from other nuclides in this energy window are observed, although there exit
several a lines originating from the Pb impurities in the 248Cm target. A total of 98 events in
the singles measurement and 28 a-a correlation events were registered. The production cross
section of 261Rf in this reaction was evaluated to be about 6 nb at the 18O energy of 99 MeV.

Figure 4(b) shows the sum of a-particle spectra for the production of 262Db in the 100 MeV
19F-induced reaction of 248Cm. From the mother-daughter correlation of a-energies between
262Db-mother and 258Lr-daughter, the cross section of this reaction was about 1 nb.

Because of the short half-lives and the low production rate of the transactinides, each atom
produced decays before a new atom is synthesized. This means that any chemistry to be per-
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formed must be done on an atom-at-a-time basis. Therefore rapid, very efficient and selective
chemical procedures are indispensable to isolate the desired transactinides.

We have developed the gas-jet coupled automated chemical separation apparatus to perform
rapid, repetitive and high performance liquid chromatography separations on the second time
scale. It is equipped with two magazines, each containing twenty micro-columns (1.6 mm in
diameter and 8 mm long). A series of chromatographic pumps, valves, mechanical sliders, and
micro-columns are all controlled by a personal computer. The performance is almost the same
as that of ARCA developed by the GSI-Mainz group [11]. On-line ion exchange experiments
with the above apparatus are being carried out using the Rf homologues Zr and Hf produced via
the 89Y(p,n)89mZr and 152Gd(18O,zn)165'167Hf reactions. The Rf chemistry experiments based
on the ion exchange behavior will be started in the beginning of 2001.
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Figure 1: Schematic view of the gas-jet
coupled JAERI-ISOL.
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Figure 3: Schematic of the experiment for the production of 261Rf and 262Db.
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The neutron separation energies (5n) and the interaction cross-sections (o~,) for the

neutron-rich p-sd and sd shell region have been surveyed in order to search for a new

magic number. Very recently, both measurements have reached up to the neutron

drip-line, or close to the drip-line, for nuclei of Z • 8. The neutron-number (N)

dependence of Sn shows clear breaks at N=\6 near to the neutron drip-line, which shows

the creation of a new magic number. A neutron number dependence of ox shows a

large increase of a, for JV=15, which supports the new magic number. The origin and

influence of the new magic number are also discussed.

1. Introduction

The shell structure is one of the very important quantities concerning nuclear

structure. Nuclei show a closed shell structure for the following neutron (N) and

proton (Z) numbers: 2, 8, 20, 28, 50, 82 and 126. They are called nuclear magic

numbers. The appearance of magic numbers has been explained by Mayer and Jensen

at 1949, introducing a spin-orbit coupling.

Recent improvements of radioactive beam (RI beam) technology allow

measurements of the mass, half-life, size and other properties of unstable nuclei.

Furthermore, nuclear reactions using RI beams have been studied very much [1]. Thus,

based on the results, some interesting characteristics of unstable nuclei, such as a halo

and a skin, have been revealed. In the points of nuclear magic numbers, the

disappearance of some traditional magic numbers has been studied both experimentally

and theoretically. For example, the disappearance of the N = 20 closed shell was

shown in "Mg experimentally in terms of a low-lying 2+ level [2] and a large

fi(E2;0+,—»2+,) value [3]. Direct evidence for a breakdown of the N = 8 shell closure
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was shown for 12Be by studying the one-neutron knockout reaction (l2Be, "Be+y) on a
9Be target at 78 A MeV [4]. Although the disappearance of magic numbers has been

discussed, as shown above, no appearance of a magic number has been shown

experimentally so far.

From theoretical points of view, the appearance of new magic numbers in a

neutron-rich region has been predicted within the framework of the energy-density

formalism [5]. The authors in Ref. [5] predicted the appearance of N = 16, 34 and 58

as neutron magic numbers for unstable nuclei, together with a weakening of the shell

closure at N = 20 and 28.

2. Search for new magic numbers

Recent improvements of

secondary-beam techniques allow

us to now measure the mass and

the interaction cross-sections (o;)

for nuclei on the neutron drip-line

or close to the drip-line. One of >

the powerful mass measurements S

is a direct time-of-flight mass °°

determination. The principle of

this technique requires only a

determination of the magnetic

rigidity and velocity of an ion.

That is, for a particle of mass m

and charge q traversing through an

achromatic system, the magnetic

rigidity (flp) is related to the FiS- 1 Neutron-number (N) dependence for experimentally

velocity (v) as Bp = mvlq. Thus, observed neutron separation energies (5n).

a precise measurement of the rigidity and velocity would allow the mass of an ion to be

deduced. Direct mass measurements have reached to the drip-line and near to the

drip-line for Z • 8 in a recent mass evaluation [6]. On the other hand, measurements of

a, can be performed by the transmission method, which have been extensively measured

at the projectile fragment separator facility (FRS) at GSI. FRS is the only available RI

beam facility for relativistic energies (~1 A GeV). Recently, <7, measurements have

reached to the drip-line for Z • 8, except for 22C [7].

The neutron-number dependence of experimentally observed Sn for nuclei with

25
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odd N and even Z (odd N and

odd Z) is shown in Fig. 1 (a)

(Fig. 1 (b)), respectively. Sn is

defined by the difference of the

binding energies (BE) (Sn(N,Z)

= BE(N,Z) - BE(N-l,Z)), where

BE are determined by recent

mass measurements. In Fig. 1,

a magic number appears as a

decrease of Sn along with an

increase of N [8]. The

traditional magic numbers (iV=8, S1

20) are clearly seen close to ^

stable nuclei as breaks in the

small isospin numbers (Tz) lines.

However, the break at N = S (N

= 20) disappears at neutron-rich

T7= 3/2 (7;= 4), which is also

known concerning other

experimental quantities, as

discussed above. On the other

hand, a break in the Sn line

appears at N = 16 for T7» 3, as

clearly shown in Fig. 1, which
indicates the creation of a new Fi8- 2 Neutron-number (N) dependence for experimentally

magic number in N = 16 near to observed interaction cross-sections (<T,) for N to Mg isotopes on

the neutron drip-line. c targets.

In Fig. 2, a neutron-number dependence of experimentally observed o; for N to

Mg isotopes is shown. A steep increase of o; from N = H to N = 15 for N to F

isotopes, is shown in Fig. 2. On the other hand, for Ne to Mg isotopes, no steep

increase of (T, is shown in Fig. 2, although some <7, have large error bars. It is noted

that a clear difference occurs at T7= 3, which suggests some correlation for the new

magic number N - 16, as shown in 5n. The recent development of a Glauber model

analysis for few-body systems allows one to distinguish the single-particle

wave-functions for the valence nucleon (2sm or \d5l2 orbitals) [7]. The results of an

analysis show a dominance of the 2sl/2 orbital for the valence neutron in 22N, "O and 24F.

18 19
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On the other hands, in "Ne, 26Na and 27Mg, the nature of a mixing of 2sm and ldm

orbitals is shown. Thus, a valence neutron in the N = 15 chain shows the following

tendency: the purity of the 2sm orbital is larger when T? is larger. This conclusion

supports the creation of a new magic number at N = 16 near to the neutron drip-line,

since a clear single-particle structure is suggested for N= 15 nuclei near to the neutron

drip-line.

3. The origin of the new magic

number

The origin of this new

magic number may be due to

neutron halo formation. Fig. 3 >

shows the single-particle S,

orbitals of a neutron in the M

normal spherical Woods-Saxon g

potential. The single-particle c

orbitals were calculated for A/Z .S
CQ

= 3 nuclei just to show the

effect of neutron excess (A is

the mass number). Normal

10 20 30 40
I I I I I I I I I I I I I I I I I I I I I I I I I

NforA/Z=3

shell gaps N=S, 20, 28 are seen
Fig. 3 Spectrum of single-neutron orbitals, obtained by the

Woods-Saxon potential, for AIZ= 3 nuclei.
in the region for a binding

energy of about 6 to 8 MeV, as expected. However, for a weakly bound system in A/Z

= 3 nuclei, the spacing, and even the ordering, of the orbitals changes. The most

pronounced is the s orbital for TV = 9, 10. In the region of a binding energy below 1

MeV, the 2s m orbital is below the \dm orbital. This fact is clearly observed as an

abnormal ground-state spin-parity of I5C (Jn=\/2+). It is also observed as a strong

contribution of the 2s m orbital to the formation of a neutron halo in "Li, "Be and l4Be

(the mixing of (2s1/2)
2 and (l/?l/2)

2 in the halo wave function). The lowering of the s

orbitals is due to halo formation. A neutron halo is formed since the orbital with a low

angular momentum gains energy by extending the wave function. This effect is largest

in the s orbital and next in the p orbital. The effect for the p orbitals is also seen in Fig.

3.

When the neutron number increases for a weakly bound system, strong mixing

between 2sm and \dm orbitals appears. Thus, the energy gap between these two

orbitals and \dm become much larger. At weakly bound N = 16, the 2sl/2and \dw
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orbitals are filled by neutrons leaving a large gap to the \dm orbital, as shown in Fig. 3.

Thus, the mechanism that forms a neutron halo and makes the lowering of low-angular

momentum orbitals, for weakly bound neutrons, is also essential for the appearance of

the magic number N=\6 near to the neutron drip-line. This mechanism may be

common in nuclei near to the neutron drip-line. It therefore may destroy or produce

other magic numbers in heavier elements, too.

4. Influence of the new magic number

Here, two aspects concerning the influence of the new magic numbers are pointed

out. One is that the traditional nuclear shell model will be modified. A new modified

shell model should explain the disappearance of magic numbers at neutron-rich N = 8

and 20, and the appearance of a magic number at N = 16 near to the neutron drip line.

Another aspect is an influence on the r-process path. One of characteristics of the path

is that the r-process goes through neutron magic numbers. Thus, if new magic

numbers appear in the heavier neutron-rich region, such as near to iV=82 and 126, the

r-process path may be modified. Such a modification would solve any inconsistencies

between calculations and observations for the r-process abundance [9].

5. Summary

In summary, a new magic number, N = 16, near to the neutron drip-line is

introduced in this paper [10]. The new magic number has been surveyed by the

neutron separation energies (5n) and the interaction cross-sections (oj) for the

neutron-rich p-sd and sd shell region. The neutron-number dependence of Sn shows

clear breaks at N = 16 near to the neutron drip-line. The neutron-number dependence

of (T, shows a large increase in neutron-rich N = 15 nuclei, which shows that the purity

of the 25i/2 orbital is larger when the isospin number is larger in our

analysis. These two facts indicate the appearance of a new magic number at N = 16

near to the drip-line. The origin of this new magic number may be due to

neutron halo formation. The mechanism to form a new magic number may be

common in nuclei near to the neutron drip-line. Other magic numbers in heavier

elements may be produced. The new magic number may require modification of the

traditional nuclear shell model and may change the possible r-process path.
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The latest version of JENDL General Purpose Library, JENDL-3.3, is being compiled.

The evaluations for JENDL-3.3 have been performed mainly by the Medium-Heavy Nuclide

Data Evaluation WG, the Heavy Nuclide Data Evaluation WG and the Delayed Neutron WG

in the Japanese Nuclear Data Committee. The main objective of the evaluations is to solve

the problems that were pointed out in JENDL-3.2.

1. Introduction

The library JENDL-3.2 [1] was released in 1994, and it has been used in various fields.

This library was examined [2] by considering the feedback from users. As a result, we

found several problems in JENDL-3.2: overestimation of keff for thermal reactors, inadequate

neutron spectra for heavy nuclides, neglect of direct and semi-direct processes in capture

cross sections, and inconsistency between natural and isotopic data. Two Working Groups,

Medium-Heavy Nuclide Data Evaluation WG and Heavy Nuclide Data Evaluation WG, were

organized to solve these problems in the Japanese Nuclear Data Committee. The two WGs

carefully looked into the JENDL-3.2 data by comparing with differential and integral

measurements. After that, the evaluated data have been improved.

This paper describes how the evaluation was performed in the heavy and medium-heavy

mass regions.

2. Evaluation

2.1 Heavy Nuclides

2.1.1 Resonance Parameters of 235U

The biggest problem of JENDL-3.2 is that the keff values are overestimated by 0.3-1%

for thermal reactors as compared with those of JENDL-3.1. We adopted the resonance

parameters obtained by Leal et al. [3] for JENDL-3.3. These parameters were recommended

to use by the NEANSC Working Party on Evaluation Cooperation Subgroup 18. Figures 1

- 27 -



JAERI-Conf 2001-006

and 2 show the fission and capture cross sections of 235U, respectively. Smaller fission

cross sections below 0.3 eV lead to decreasing the keg values. One can see a large difference

in the capture cross section between JENDL-3.3 and JENDL-3.2 in the energy region from

several hundreds of eV to 2 keV.

2.1.2 Fission Cross Sections of U and Pu Isotopes

Fission cross sections of 233'235' 238U and 239-240241pu w e r e simultaneously evaluated [4]

by taking account of ratio measurements as well as absolute measurements in the energy

region from 30 keV to 20 MeV, as was done in the JENDL-3.2 evaluation. About 170 sets

of measurements (4560 data points) were used in the evaluation. The evaluated 233U(n,f)

and 235U(n,f) cross sections are shown in Figs. 3 and 4, respectively. It is found from Fig 3

that the presently evaluated U(n,f) cross sections are lower than those of JENDL-3.2 above

300 keV. As for 235U, the present values are different from the JENDL-3.2 cross sections

above 14 MeV, which comes from the fact that the experimental data measured by Lisowski

et al. [5] were employed in the present evaluation above 12 MeV. The change in the fission

cross section of 235U influenced other cross sections through their ratios.

2.1.3 Neutron Emission Spectra

Fission neutron spectra from 235U and 239Pu were re-evaluated by the multi-modal

analyses. The ratio of JENDL-3.3 to JENDL-3.2 is illustrated in Fig. 5 at thermal energy.

As for 235U, the JENDL-3.3 spectrum is harder than that of JENDL-3.2.

Unphysical continuum neutron spectra from the (n,n') reaction are contained for some

nuclides in JENDL-3.2. These spectra were replaced with the calculations using the

EGNASH code [6]. In JENDL-3.3, we use the ENDF interpolation law INT=22 for neutron

spectra, leading to appropriate interpolation of the spectra between the adjacent incident

energies given in the library.

Concerning delayed neutron spectra, we adopted those values calculated by Brady and

England [7] which were recommended to use by the Delayed Neutron WG.

2.2 Medium-Heavy Nuclides

2.2.1 Outline of Evaluations

Resonance parameters of V, Cr, Fe, Co and W isotopes were updated. The

Reich-Moore formula was used for these nuclei except W.

The data for natural elements were contained in JENDL-3.2. However, there is

inconsistency between the natural and isotopic data. In JENDL-3.3, we did not make

elemental data for structural-material nuclei. In the case where experimental data on total

cross sections were available for a natural element, isotopic data were evaluated so that the
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sum of the isotopic data reproduced the measurements of the natural element.

The EGNASH code was rigorously used to evaluate the cross sections for the threshold

reactions such as (n,2n) and (n,p). The neutron emission spectra were taken from the DDX

data in JENDL/F-99 [8] for many nuclides.

2.2.2 Iron Data

The resonance parameters of 54> 56Fe were taken from ENDF/B-VI and JEF-2.2,

respectively. As a result, the upper limit of the resolved resonance region turned out to be

700 keV for 54Fe and 850 keV for 56Fe, while those of JENDL-3.2 is 250 keV for both nuclei.

The total cross sections of 54' 56Fe were revised above the resonance region. As for
54Fe, the evaluation is based on the experimental data measured by Carlton et al. [9] and

Conelis et al. [10] Three sets of the measurements [11-13] were used to estimate the total

cross sections of elemental iron. The total cross section of 56Fe was obtained by subtracting

the contribution of other isotopes from the elemental data. It is found from Fig. 6 that the

presently evaluated cross sections are higher than those of JENDL-3.2 in the energy region

from 1 keV to 1 MeV on the average.

3. Concluding Remarks

The evaluation for JENDL-3.3 was described with an emphasis on heavy-nuclide data.

The number of nuclides, whose data are revised, would be about 90. It is expected that 18

new evaluations are compiled into JENDL-3.3 such as Hg, Er and a few minor actinides.

We are going to release the library in the spring of 2001.
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2.5

Validation of JENDL-3.3 by Criticality Benchmark Testing

Hideki TAKANO, Tsuneo NAKAGAWA and Kunio KANEKO*
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Tokai-mura, Naka-gun, Ibaraki-ken, 319-11, Japan

Takano@cens.toaki.jaeri.go.jp, nakagawa@ndc.tokai.jaeri.go.jp, kanekoku@can.bekkoame.ne.jp

In the thermal uranium core, the keff-values of STACY, TRACY and JRR-4 overestimated with

JENDL-3.2 were improved significantly by decreasing of about 0.6 % with JENDL-3.3. This is due to

modification of the fission spectrum and thermal fission cross section of 235U from JENDL-3.2 to

JENDL-3.3 data. For the uranium fast cores, the discrepancies of keff values between JENDL-3.2 and

3.3 were very small. In the thermal Pu cores of TCA, the keff-values calculated with JENDL-3.3 were

in good agreement with the experimental values. For Pu fuel cores of ZPPR-9 and FCA-XVII, the keff

values calculated with JENDL-3.3 became larger 0.2 % than those for JENDL-3.2. In small fast cores

with U-233 fuel, the keff-values overestimated with JENDL-3.2 were improved considerably with

JENDL-3.3, due to reevaluation of U-233 fission cross sections in the high energy region.

1. INTRODUCTION

In order to accurately assess neutronic behavior of various types of reactors, it is necessary to

validate both calculation methods and nuclear data by analyzing integral experimental data. On the

nuclear data development, the updated version of JENDL-3 nuclear data library, JENDL-3.3, has been

tentatively released to test the validation in early 2000.

In fast reactor benchmark calculations, the selected cores are LMFBR mock-up cores ZPPR-9

and FCA-XVII-1, and small fast reactor cores such as JEZEBEL, GODIVA and FLATTOP with hard

neutron spectrum. For thermal reactors, the JRR-4, TRX and TCA cores with water moderated lattice

of U or Pu fuel, and furthermore the STACY and TRACY with uranyl nitrate solution were selected.

All the benchmark calculations were performed with the continuous energy Monte Carlo code

MVP to reduce the uncertainties of core geometrical modeling and data processing for multigroup

cross sections production.

The objective of this benchmark calculations is validation of JENDL-3.3 released tentatively to
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assess neutronic behavior of various types of reactors, to validate both calculation methods and

nuclear data by analyzing integral experimental data. We confirmed the JENDL-3.3 shows the best

results based on the comparative studies with the other nuclear data; JENDL-3.2, ENDF/B-VI and

JEF-2.2.

2. BENCHMARK CORES AND ITS CHARACTERISTICS

Thermal neutron cores: For the thermal reactors, JRR-4, TCA and TRX as the water moderated

lattice cores of U or Pu fuel, and STACY and TRACY as the critical cores with uranyl nitrate solution

were selected. In the uranium fueled cores, TCA-150U, -183U, -248U, -300U are low-enriched UO2

lattice, and TRX-1 and 2 are uranium-metal hexagonal lattice. And STACY, TRACY and JRR-4 are

high-enriched research reactors with 10 and 20%EU. For these high-enriched cores, JENDL-3.2

overpredicted significantly the keff-values. As the plutonium fueled cores, TCA-242Pu, -298Pu,

-424Pu and -555Pu are PuO2 lattice with low Pu contents. U enrichment and Pu content in the thermal

cores are as follows: TCA-UO2 is 2.6%EU, TRX-U 1.3%EU, JRR-4 20%EU, STACY and TRACY

the uranyl solution of 10%EU, and TCA-MOX 3%Pu content.

Fast neutron cores: For the fast reactors, we selected JEZEBEL, GODIVA, FLATTOP and BIGTEN

of small and very hard neutron spectrum cores with U-235, Pu and U-233, and ZPPR-9, ZPPR-13A

and FCA-XVII-1 of large FBR mock-up cores. Table 1 shows the geometrical sizes for the small cores.

In the U-235 cores, GODIVA is the bare sphere of highly enriched U, FLATTOP-25 the bare sphere of

highly enriched U with U-reflector and BIGTEN the cylinder of 10%EU with U-reflector. In the

U-233 cores, JEZEBEL-23 is the bare sphere of 98% enriched U-233 fuel and FLATTOP-23 the bare

sphere of U-233 fuel with U-reflector. In the Pu cores, JEZEBEL is the bare sphere of Pu fuel,

JEZEBEL-Pu the bare sphere of Pu fuel with 20%Pu-240, FLATTOP-Pu the bare sphere of Pu fuel

with U-reflector and THOR the bare sphere of Pu fuel with Th-reflector. As large size LMFBR cores,

ZPPR-9 is the reference core of MOX-FBR in JUPITER program, ZPPR-13A the radial heterogeneous

core and FCA-XVII-1 the MOX-FBR mockup core with a highly-enriched uranium driver region.

Core
GODIVA
FLATTOP-25
JEZEBEL
JEZEBEL-Pu
FLATTOP-Pu
JEZEBEL-23
FLATTOP-23
THOR
BIG 10

Table 1 Geometrical sizes of small fast reactors
sphere radius(cm)

8.741
6.116
6.385
6.660
4.533
5.983
4.317

reflector thicness(cm)

24.13

24.13

24.13
sphere:r=5.310, cylinder-radius:26.65, Height:53.30

cylinder radiu 5:41.91, Height: 96.428
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3. BENCHMARK CALCULATION

In this calculation, the continuous energy Monte Carlo code, MVP[1] is used from the point of

view to reduce the uncertainties of core geometrical modeling and data processing for multigroup

cross sections production, and as the calculation time is the shortest. All the benchmark cores are

calculated with MVP library generated based on JENDL-3.3.

The calculation conditions are as follows: Statistical error of keff is 0.02%. The calculation CPU

time is 10 h for TCA, l-6h for small fast cores and 18h for large FBRs, respectively. History No. per

one batch is 20,000. Initial batch No. is 400,000. The highest energy is 20 MeV. The lowest energy is

10"5eV. Thermal cut energy is below 4.5 eV, and S(cc,p) of ENDF/B-III data is used. Furthermore, the

unresolved resonance region is treated by the probability table method.

We studied that the difference between keff-values calculated with MVP and MCNP4B using

JENDL-3.2 data. The preliminary results of the ratios of MVP to MCNP4B for the keff-values are as

follows: 1.0013 for the cell calculation of UO2 pin, 0.99998 for STACY, 1.0008 - 1.0021 for

TCA-UO2, 1.0003 - 1.00224 for TCA-PuO2, 1.002 for GODIVA and 0.99936 for JEZEBEL. That is,

the results of MVP become larger 0.1 - 0.2 % for U-cores and smaller 0.1 % for small fast neutron Pu

core. As this causes, we can consider the differences between both codes for unresolved resonance PT

method, S(a,p*), pointwise cross section production error, fission spectrum and inelastic scattering

cross sections.

4. RESULTS AND DISCUSSIONS

The calculated results are shown in Tables 2, 3, 4 and 5. In these tables, the results calculated

with JENDL-3.3 are compared with those calculated with JENDL-3.2, ENDF/B-VI.5 and JEF-2.2. We

Table 2 Comparison of the C/E(keff)-values for U-fuel thermal cores

Core

TCA150U

TCA183U

TCA248U

TCA300U

TRX-1

TRX-2

STACY

TRACY

JENDL-3.3

0.9960

0.9960

0.9967

0.9966

0.9920

0.9922

1.0036

1.0034

JENDL-3.2

1.0005

1.0011

1.0017

1.0011

0.9951

0.9954

1.0079

1.0082

ENDF/B-VI.5

0.9921

0.9925

0.9935

0.9940

0.9902

0.9905

1.0002

JEF-2.2

1.0005*

1.0014*

1.0004*

0.9983*

0.9958*

0.9937*

•without
U234:0.15%

can see that the keff-values of STACY, TRACY[2] and JRR-4 in the highly enriched U fuel cores

overestimated with JENDL-3.2 are improved significantly by decreasing of about 0.6 % with
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JENDL-3.3. This is due to modification of the fission spectrum and thermal fission cross sections from

JENDL-3.2 to JENDL-3.3 data. The keff-values of TRX cores are underestimated by all the nuclear

data libraries, especially ENDF/B-VI.5. The keff-values for PuO2 fuel cores of TCA calculated with

all the nuclear data libraries are in very good agreement with the experiments.

Table 3 Comparison of the C/E-values (keff) for Pu-fuel thermal cores

Core

TCA242Pu

TCA298Pu

TCA424Pu

TCA555Pu

JENDL-3.3

0.9966

0.9975

0.9985

0.9988

JENDL-3.2

0.9959

0.9968

0.9978

0.9987

ENDF/B-VI.5

0.9946

0.9948

0.9954

0.9967

JEF-2.2

0.9952

0.9977

Table 4 Comparison of the C/E(keff)-values calculated for small cores

Cores

U-235 fuel

GODIVA

FLATTOP-25

BIGTEN

Pu fuel

JEZEBEL

JEZEBEL-Pu

FLATTOP-Pu

THOR

U-233 fuel

JEZEBEL-23

FLATTOP-23

JENDL-3.3

1.0032

0.9983

0.9976

0.9972

1.0020

0.9923

1.0068

1.0039

1.0003

JENDL-3.2

1.0030

0.9986

0.9984

0.9972

1.0015

0.9928

1.0061

1.0129

1.0069

ENDF/B-VI.5

0.9965

1.0037

1.0149

0.9972

0.9987

1.0041

1.0059

0.9933

1.0028

JEF-2.2

0.9953

0.9917

1.0044

0.9970

0.9990

0.9889

0.9800

0.9641

0.9710

Table 5 Comparison of the keffand C/E-values for the ZPPR-9 and FCA-XVII-1 cores. The

experimental keff-values are 1.00106 for ZPPR-9 and 0.9992 for FCA-XVII-1, respectively.

Nuclear data

JENDL-3.3

JENDL-3.2

ENDF/B-VI.5

JEF-2.2

ZPPR-9

0.9976

0.9953

1.0040

0.9964

Keff

FCA-XVII-1

1.0029

1.0011

1.0104

1.0073

C/E-value

ZPPR-9 FCA-XVII-1

0.9965

0.9942

1.0029

0.9953

1.0037

1.0019

1.0112

1.0081
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The keff-values calculated for the fast neutron cores are shown in Tables 4 and 5. In the U-235

fuel cores, the keff-values for JENDL-3.3 and 3.2 show very good agreement with the experiments.

For ZPPR-9 of large Pu FBR mock up core, JENDL-3.3 improves by 0.2 % the keff-value

underestimated with JENDL-3.2. The causes are investigated by a sensitivity analysis with changing

the nuclides from JENDL-3.2 to JENDL-3.3 as shown in Fig. 1. From this figure, the most important

effect on keff is due to Iron of which total cross sections become large at the MeV to 100 keV region

in JENDL-3.3, comparing with JENDL-3.2 data described in the previous paper by Nakagawa and

Shibata. For the U-233 core, JENDL-3.3 shows the best estimation for keff-values in all the libraries.

5. CONCLUDING REMARKS

Thermal neutron spectrum core

U235-fuel: the keff-values of STACY, TRACY and JRR-4 overestimated with JENDL-3.2 were

improved significantly by decreasing of about 0.6 % with JENDL-3.3. This is due to modification of

the fission spectrum and thermal fission cross sections from JENDL-3.2 to JENDL-3.3 data. In TCA,

the keff-values calculated from JENDL-3.3 were in good agreement with the experiments.

Pu-Fuel: the keff-values of TCA calculated from JENDL-3.3 were in good agreement with the

experimental values.

Fast neutron spectrum cores

U235-fuel: the keff-values for JENDL-3.3 were in good agreement with the experimental values and

the discrepancies between JENDL-3.2 and 3.3 were very small.

Pu-fuel: in ZPPR-9 and FCA-XVII-1, the keff values calculated with JENDL-3.3 became larger 0.2 %

than those for JENDL-3.2.

U233-fuel: the keff-values overestimated with JENDL-3.2 were improved considerably with

JENDL-3.3, due to reevaluation of U-233 fission cross sections in the high energy region.

Comparison of the results for JENDL-3.3 with those for ENDF/B-VI.5

For thermal and fast cores, and U-235, Pu and U-233 fuel cores, the keff-values for JENDL-3.3

showed better agreement with the experiments than those for ENDF/B-VI.5 as shown in Fig. 2.

Future works: Remained Benchmark calculations are as follows:

Reaction rate ratios and distributions. Reactivities for void, control rod and Doppler for FBRs.

Estimation of buildup nuclides by burnup calculation.

Comparative study between the discrepancies of keff-values calculated with MVP and MCNP.

Production of the multigroup cross section libraries for SRAC-J3.3 and JFS3-J3.3
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2.6

Status on Testing of JENDL-33 with Shielding Benchmarks

NaokiYAMANO*+

* Shielding Integral Test Working Group, Japanese Nuclear Data Committee
f Department of Nuclear Design, Sumitomo Atomic Energy Industries, Ltd

2-10-14 Ryogoku, Sumida-ku, Tokyo 130W26

e-mail: yamano@sae.co.jp

Integral test of neutron and gamma-ray production data for the latest version of Japanese Evaluated Nuclear Data Library,

Version 3.3 (JENDL-3.3) has been performed by using shielding benchmarks. An evaluation scheme for shielding

benchmark analyses established in Japanese Nuclear Data Committee is applied to the integral test for Sodium, Titanium,

Vanadium, Chromium, Iron, Nickel, Niobium and Tungsten. Calculations are made based on a continuous-energy Monte

Carlo code MCNP4B/4C, and deterministic multi-group codes ANISN and DORT. The latest version of NJOY99 is

employed to generate cross-section libraries for these transport codes. The status of the integral test activity is reviewed, and

some benchmark results for medium-heavy nuclei are presented

1. Introduction

The latest version of Japanese Evaluated Nuclear Data Library, Version 3.3 (JENDL-3.3) is the final stage of evaluatioa

Japanese Nuclear Data Committee (JNDC) is responsible for accuracy of the evaluation and showing applicability on shielding

applications. Shielding Integral Test Working Group (WG) in JNDC has charge of validation work for JENDL-3.3 through

shielding benchmark tests. An evaluation scheme(1) for shielding benchmark analyses established in JNDC has been applied

to the integral tests for medium-heavy nuclei such as Aluminum, Sodium, Titanium, Vanadium, Chromium, Iron, Cobalt,

Nickel, Copper, Niobium and Tungsten. In the present study, some benchmark results of neutron and gamma-ray production

data are shown for Sodium, Iron, Vanadium, Tungsten, Nickel, Titanium, Niobium and Chromium.

2. Evaluation Scheme

For the integral test of cross sections by using shielding benchmarks, we should select appropriate integral measurements

of different types, that are generally characterized as having good geometry, well-description of experimental method and result,

and high sensitivity to the nuclear data of interest In the present study, we selected a number of spectrum measurements listed

in Table 1 to derive a general conclusion for energy-dependent data accuracy. For calculation, two comprehensive systems

should be applied based on different approximations between cross-section processing and transport methods to evaluate errors

due to each calculation process. We used a continuous-energy Monte Carlo code MCNP4B/4C,a> and multi-group discrete

ondinates codes ANISN 0) and DORT.W) The latest version of NJOY99 w was employed to generate cross-section libraries for

these transport codes. Then, a systematic analysis procedure was introduced to specify the accuracy and definite problems for

typical reactions of nuclear data when discrepancy was found between calculation result and measurement Calculations with

JENDL-3.2,S JENDL-FE™ ENDF/B-VI,*' FENDL-1 P) and FENDL-2(10) were also made for comparisoa

3. Results and Discussions

3.1 Sodium

SDT4 benchmark called the Broomstick experiment, which was performed to investigate the effect of minima in the

neutron total cross sections in the MeV energy range was analyzed. The results for 60.56 cm thick sodium are shown in Fig. 1.

* C. Ichihara, K. Ueki, Y. Matsumoto, F. Maekawa, C. Konno, Y. Hoshiai, K. Sasaki, M Takemura, S. Suzuki, M. Kawai and
A. Hasegawa
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The neutron spectrum calculated with JENDL3.3 showed a good agreement with experiment, and it was comparable to that of
JENDL-3.2 except below 1 MeV. The difference is not a problem, since the absolute fluxes are relatively small in the energy
region. Figures 2 and 3 show the results of JASPER IVFS-IC/Pb.9 (197.4 cm thick sodium) and JASPER IHX-IB/Pb (231.3
cm thick sodium) configurations, respectively. The results with JENDL-3.3 indicated a good agreement with both
measurements, while these results showed slightly larger than those of JENDL-3.2 in the energy range below 1.5 MeV The
differences are within calculation errors and the same order of the experimental errors.

3 2 Iron
For relatively thin neutron transmission benchmarks, we selected KfK and NIST-ROSPEC experiments from iron spheres

with a 252Cf source in the center. Two calculations witfi AMSN and MCTNP4B were employed in the KfK benchmark. The
result is shown in Fig. 4 for the KfK iron sphere of 35 cm in diameter. Neutron spectra calculated by using two codes agreed
with each other except for resonance minima below 300 keV, but good agreement was obtained between calculation and
experiment Figure 5 shows the result of the NIST-ROSPEC iron sphere of 50.7 cm in diameter. The result with JENDL-

3.3 was comparable to that with JENDL-3.2. However, JENDL-3.3 indicated slightly smaller than that with ENDF/B-VI and
measurement in the energy range between 2 and 5 MeV in the NIST benchmark, while the tendency did not appear in the KfK
configuration. In this energy region, experimental error is relatively large compared with another energy range, and the shape
of the source spectrum of ̂ Kl much affects the calculated result, so that we cannot infer which evaluation is appropriate.

For relatively thick neutron transmission benchmarks, we adopted WINFRTTH-ASPIS and JAERI-FNS experiments.
Figures 6 and 7 show comparisons between calculated results with MCNP4C and the ASPIS measurements at 85.41 and
113.98 cm-depth in iron slabs, respectively. Figures 8 and 9 indicate comparisons between calculated results with MCNP4C
and the FNS measurement at 81 cm-depth in large iron cylinder. In these benchmarks, neutron fluxes calculated with
JENDL-3.3 in the energy range between 0.7 and 1 MeV were slightly underestimated compared with experiments. On the
contrary, calculations with ENDF/B-VI were much better in this energy region. Two calculation methods with DORT and
MCNP4C showed the same flux profile, so that we recommended improvement should be made in the energy range.

For lower energy region below the 24 keV s-wave resonance, we analyzed the ENS benchmark as shown in Fig. 9.
JENDL-3.3 slightly showed overestimation compared with experiment. The calculation to experimental (C/E) ratio integrated
over between 1 and 1000 eV was relatively large for JENDL3.3, while the C/E deviations with JENDL-3.3 at each measured
position were relatively smaller than those with another libraries.

For gamma-ray production benchmarks, we employed KfK and JAERI-FNS measurements. The results with JENDL-
3.3 indicated good agreement with measurements as shown in Figs. 10 through 12, and improvement was generally obtained
compared with JENDL-3.2.

3 3 Vanadium
We analyzed neutron and gamma-ray production benchmarks of JAERI-ENS experiments. In Fig. 13, neutron fluxes

calculated with JENDL-3.3 showed underestimation below 1 keV, while some improvements were obtained compared with
JENDL-3.2. In the energy region above 20 keV, a good agreement was generally obtained except for between 0.1 and 1 MeV.
For gamma-ray production data, improvement from JENDL-3.2 was generally obtained as shown in Fig. 14.

3.4 Tungsten
For Tungsten benchmarks, JAERI-FNS and OKTAVIAN measurements were adopted. In Fig. 15, neutron spectrum

above 100 keV was slightly underestimated compared with the FNS experiment For leakage gamma-ray measurements of
FNS and OKTAVIAN, photon spectrum profile was generally acceptable but improvement was still required in the energy
range above 1 MeV as shown in Rgs. 16 through 18.

3S Nickd, Titanium, Niobium and Chromium
Figure 19 shows the comparison between calculation with MCNP4C and measurement for the IPPE Nickel sphere

experiment The result was generally acceptable, and no problem was found. For Titanium, comparison of calculated
neutron fluxes with ANISN and MCNP4B was shown in Fig. 20 together with the OKTAVIAN measurement Two
calculation methods indicated the same spectrum profile, and overestimation was shown below 3 MeV. Gamma-ray flux
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calculated with JENDL-3.3 was overestimated in the energy range between 2 and 5 MeV as shown in Fig. 21. Comparisons

between calculation and the OKTAVIAN measurement for Niobium and Chromium are shown in Figs. 22 and 23, respectively.

Two calculations with ANSIN and MCNP4B showed the same flux profile. Chromium was generally acceptable, however

Niobium indicated overestimation below 1 MeV

4 Conclusion
Integral tests based on various shielding benchmarks were performed for Sodium, Iron, Vanadium, Tungsten, Nickel,

Titanium, Niobium and Chromium for JENDL-3.3. The results were generally satisfactory and the new evaluation would be

acceptable for shielding applications. However, some recommendations were given, and improvements should be made

before official release of JENDL-3.3. A number of calculation results are being frequently informed to the Medium-Heavy

Nuclide Data Evaluation WG of JNDC to assess data accuracy and consistency for their evaluation, so that the results in the

present study may be changed hereafter until JENDL-3.3 is officially released scheduled in 2001.
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Table 1

Nuclide
Sodium
Aluminum
Silicon
Titanium
Vanadium
Chromium
Iron
Cobalt-59
Nickel (include SS316)
Copper
Niobium
Tungsten

Candidates for Shielding Benchmark Test of JENDL-3.3
Benchmark Experiments

SDT4, SDT12, JASPER(IVFS-IC/Pb.9, fflX-IB/Pb)
OKTAVIAN
OKTAVIAN
OKTAVIAN

FNS
OKTAVIAN
SDT1, FNS, ASPIS, KfK, IPPE, NIST
OKTAVIAN
IPPE, ORNL, FNS
OKTAVIAN, FNS
OKTAVIAN
OKTAVIAN, FNS
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Fig. 10 Results of KfK Iron gamma-ray benchmark.
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2.7

Application of ENDF Nuclear Data for Testing a Monte-Carlo Neutron
and Photon Transport Code

P. Siangsanan, W.Dharmavanij and S. Chongkum
Physics Division, Office of Atomic Eneegy for Peace (OAEP),
Ministry of Science Technology and Environment, Thailand

A Monte-Carlo photon and neutron transport code was developed at OAEP. The
code was written in C and C++ languages in an object-oriented programming style. Constructive
solid geometry (CSG), rather than combinatorial, was used such that making its input file more
readable and recognizable. As the first stage of code validation, data from some ENDF files, in the
MCNP's specific format, were used and compared with experimental data. The neutron (from a
300 mCi Am/Be source) attenuation by water was chosen to compare the results. The agreement
of the quantity 1/E among the calculation from SIPHON and MCNP, and the experiment—
which are 10.39 cm, 9.71 cm and 10.25 cm respectively—was satisfactorily well within the ex-
perimental uncertainties. These results also agree with the 10.8 cm result of N.M., Mirza, et al.

1. Intrduction
We have developed our own Monte-Carlo particle transport code. The particles of

our interest are neutron and photon, because they are available in our laboratory. We have used the
reputed MCNP code, including its ACE nuclear data libraries, as our benchmark. Obviously, the
MCNP is very long and complicated code because it was written in FORTRAN and has an old-style
programming. It could have taken us much effort to study MCNP's source code directly. Instead,
we have chosen to study the calculation method from other sources (including MCNP manual, of
course) and developed our own code using MCNP as a guide. We chose C/C++ language because
it has a neat structure, especially the OOP style of C++. Not only the enhanced speed of code
development, its source code reuseability is also important. We can add new features to the code
with much less effort-comparing to FORTRAN. Some people may worry about speed penalty to
choosing C/C++ over FORTRAN, but we do not, because there are many good numerical libraries
written in C/C++ that is comparable to that in FORTRAN. In our case we have chosen BLITZ++
(from http://oonumerics.org/blitz) because the vector operations are extensively used in our code.

2. The Code
The name of the code is Simple Implementation of PHOton and Neutron transport

code (SIPHON). It is not final yet, but it has some major useful features. We have used the concept
of Constructive Solid Geometry (CSG)[8] which define the geometry as a solid object. There are
four basic shapes in SIPHON: cuboid, cylinder, sphere and cone. Objects of other shape could be
obtained through Boolean operation between them. Some features of SIPHON are:

• User interface via text input file (an example input file in this benchmark is shown below)

• Repeated structure

• Fixed particle sources

• Neutron and photon transport

• Thermal neutron scattering treatment

• Photon energy deposition in a cell

• Track length estimate of particle flux in a cell

The flowchart of the code is shown in fig.l.
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Table 1: An example of input file

object{ #declare srcwall = cylinder{<0,0,-.93>, <0,0,.93>, .87 } mat<0> }
#declare srcviall = cylinder{ <0,0,-1.13>, <0,0,1.97>,l.l }
#declare srcvial2 = cylinder{ <0,0,-.93>, <0,0,1.77>,.9 }
object{ srcviall " srcvial2 mat<7> }
#declare srctube = object{ #declare srcvoidl = cylinder{
<0,0,-15>, <0,0,32>, 2.3 } " #declare srcvoid2 = cylinder{
<0,0,-14.8>, <0,0,32>, 2.1 } mat<4> }
object{ srcvoid2 " srcviall mat<6> }
object{ srcvial2 ~ srcwall mat<6> }
#declare detvshroud = cylinder{ <16.2,0,-13.335>, <16.2,0,13.335>, 1.31 }
#declare upperCdl = object{ #declare uCdl = cylinder{
<16.2,0,-13.335>, <16.2,0,-l>, 1.49 } ~ cylinder{
<16.2,0,-13.335>, <16.2,0,-l>, 131 } mat<2> }
#declare lowerCdl = object{ #declare lCdl = cylinder{
<16.2,0,l>, <16.2,0,13.335>, 1.49 } " cylinder{
<16.2,0,l>, <16.2,0,13.335>, 1.31 } mat<2> }
#declare knifetooll = cylinder{ <16.25,2,-14>, <16.25,2,14>, 2.1 }
#declare knifetool2 = cylinder{ <16.25,-2,-14>, <16.25,-2,14>, 2.1 }
#declare knifetool3 = cylinder{ <14.25,0,-14>, <14.25,0,14>, 2 }
#declare patchCdl = object{ cylinder{ <16.2,0,-13.335>, <16.2,0,-l>, 1.58 }
uCdl ~ knifetooll " knifetool2 " knifetool3 mat<2> }
#declare patchCd2 = object{ cylinder{ <16.2,0,l>, <16.2,0,13.335>, 1.58 } "
lCdl " knifetooll " knifetool2 " knifetool3 mat<2> }
#declare dettube = object{ ^declare detvoidl = cylinder{
<16.2,0,-15>, <16.2,0,32>, 1.9 } " #declare detvoid2 = cylinder{
<16.2,0,-14.8>, <16.2,0,32>, 1.7 } mat<4> }
object{ detvoid2 " upperCdl ~ lowerCdl " patchCdl

patchCd2 " detvshroud mat<6> }
#declare detwall = object{ detvshroud "
^declare detel = cylinder {
<16.2,0,-9.8425>, <16.2,0,10.795>, 1.259 } mat<8> }
^declare detector = object{ detel mat<5> }
#declare splittankl = cuboid{ <-55,-55,-55>, <5.25,55,55> }
#declare splittank2 = cuboid{ < 5.25,-55,-55>, <8.25,55,55> }
#declare splittank3 = cuboid{ < 8.25,-55,-55>, <11.25,55,55> }
#declare splittank4 = cuboid{ < 11.25,-55,-55>, <55,55,55> }
#declare tank = cylinder{ <0,0,-16>, <0, 0,16>, 35 }
#declare watertankl = object{ (tank & splittankl) " srcvoidl mat<l> }
#declare watertank2 = object{ tank &; splittank2 mat<l> }
^declare watertank3 = object{ tank & splittank3 mat<l> }
#declare watertank4 = object{ (tank & splittank4) " detvoidl mat<l> }
object{ #declare otank = cylinder{ tank mat<8> }
object{ ^declare env = sphere{ <0,0,0>,50 } " otank " srcvoidl

detvoidl mat<6> }
object{ sphere{ <0,0,0>,55 } " env mat<0> }
//+++-Last(data) Section-++++++
mode = neutron
source={volume<l>, vect=<l,0,0>, dir=<0>, erg=<d l> }
//Am/Be neutron energy distribution.
cdf l{i=[ 0.0900 .1852 .3704 .5555 .7407 .9259 1.1111 1.2963
1.4815 1.6667 1.8518 2.0370 2.2222 2.4074 2.5926 2.7778
2.9630 3.1481 3.3333 3.5185 3.7037 3.8889 4.0741 4.2592
4.4444 4.6296 4.8148 5.0000 5.1852 5.3704 5.5555 5.7407
5.9259 6.1111 6.2963 6.4815 6.6667 6.8518 7.0370 7.2222
7.4074 7.5926 7.7778 7.9630 8.1481 8.3333 8.5185 8.7037
8.8889 9.0741 9.2592 9.4444 9.6296 9.8148 10.0000 10.1852
10.3700 10.5555 ],
p=[0.00000 .15314 .30671 .45185
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-cont-
.57871 .69014 .78871 .87585 .96013 1.05370 1.15656 1.25942
1.36228 1.46656 1.58227 1.72798 1.90226 2.08226 2.24512 2.39583
2.53869 2.65726 2.78654 2.92654 3.07225 3.21939 3.37082 3.52368
3.65939 3.77867 3.88867 3.98467 4.06638 4.15066 4.24423 4.33637
4.41808 4.49522 4.57236 4.65879 4.74522 4.83450 4.92021 4.99449
5.05449 5.09663 5.12591 5.14591 5.16305 5.18019 5.20090 5.22733
5.25590 5.28233 5.30376 5.32162 5.33590 5.34661]}
mat 1[-1 1001.60 2 8016.60 1 lwtr.Olt] / /H2O
mat 2[-8.65 48000.35 1] / /Cd
mat 3[1.236e-5 5010.60 1] //B-10
mat 4[-7.87 26000.50 1] / / Fe
mat 5[1.2875e-5 5010.60 .96 5011.60 .04 9019.60 3] / /BF-3
mat 6[-.0013 7014.60 4.348 8016.60 1.087] / / Air
mat 7[-.97 6000.60 1 1001.60 2] / / Polyethylene
mat 8[-7.92 26000.50 -.695 24000.50 -.19
28000.50 -.095 25055.60 -.02] / / ss304
tally{ neutron flux within cell<detector> }
tally{ neutron flux within cell <detector> multiplier<l,3,107> }
run 500000 particles
imp[l 1 1 1 1 8 8 8 8 8 8 8 8 1 2 4 8 1 1 0 ]

] • '

I

Figure 1: The flowchart of SIPHON

3. Experiment
The neutron attenuation in water was chosen to be the first validation scheme of

the code. The experimental setup composed of a 300 mCi Am/Be neutron source installed in the
middle of a 70-cm-diameter water tank. A cadmium-covered BF3 detector was installed along side
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of the source to measure the neutron activity. The distance of the detector to the source is allowed
to vary from 2 cm to 26 cm with 2-cm-step increment. The thickness of cadmium is 1.8 mm and
a 2-cm-wide window was provided at the middle of the detector. The window of the detector was
aligned to the center of the source. The setup is shown in fig.2 and the detailed description of the
detector is shown in fig.3

Figure 2: The experimental setup

1.8 mm thick cadmium

, BF-3 detector

Detector Properties:

Overall length 26.67 cm

Sensitive length 20.64 cm

— T — Outer shell SS304,

2 cm window 0.0508 CIV

— — Fill pressure 40 cm Hg

Fill gas BF-enriched to 96% B-W

Figure 3: The detector description

4. Calculation
The model of the calculation at r = 16.2 cm is shown as the input file in table

1. In this calculation we have treat the implicit neutron capture, thermal neutron scattering and
geometry splitting. At other r's the models are similar.

5. Results
The results from the experiment and the calculation are shown in table 2. The

plot of CB • r2 against r, where CB is the activation of boron within the detector and can be
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calculated from CB = /0°° Y,(n>Ct){E)(f>(E)dE, is also shown in fig.4. The source emission rate used
was 96% of 6.6 x 105 n/s.

Table 2: The counting rate from measurements and calculations

r

(cm)

6.2
8.2
10.2
12.2
14.2
16.2
18.2
20.2
22.2
24.2
26.2
28.2
30.2

counting rate (n/s)
C"= [~ X(n,a](E)<l>{E)dE

SIPHON
Ci*(rel.error)

247.76(0.0015)
209.75(0.013)
155.97(0.013)
114.11(0.011)
81.13(0.013)
55.37(0.0078)
39.07(0.014)
26.83(0.016)
18.86(0.015)
12.89(0.024)
9.02(0.02)
6.18(0.02)
4.16(0.026)

fom
134.77
119.63
88.71
64.44
46.81
59.96
41.72
34.52
24.61
18.65
12.38
9.14
4.17

MCNP
C0(rel.error)
250.72(0.024)
216.31(0.015)
149.89(0.018)
108.84(0.021)
73.66(0.017)
52.27(0.015)
34.39(0.016)
23.28(0.012)
16.00(0.013)
10.59(0.016)
7.67(0.02)
5.06(0.02)
3.36(0.029)

fora
13
10
7.3
5.2
3.6
22
5.2
13
8.6
6.6
4.5
3.4
2.2

Experiment
mean(rel.error)
304.47(0.0033)
249.36(0.0036)
182.84(0.0043)
129.04(0.0051)
87.87(0.0061)
58.6(0.0075)
41.51(0.009)
28.00(0.01)
18.86(0.013)
12.88(0.016)
9.8(0.018)

6.35(0.023)
4.47(0.027)

18000

15000

12000

I 10000

u

5000

G-O Experiment, 1/1= 10.25 cm
D-D SIPHON, 1/E= 10.39 cm
O-O MCNP, 1/X = 9.71 cm

10 30 40

r(cm)

Figure 4: Plot of CB • r2 against r to determine and compare 1/S

6. Conclusion
It was seen from the plot in fig.4 that all curve have the same shape, though

they are not exactly aligned. The determination of 1/E using the relation CB ~ e~E r / r 2 or
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r2CB ~ e"Er at r > 13 cm, was found to be 10.39 cm for SIPHON, 9.71 cm for MCNP and 10.25
cm for the experiment. These values agree with 10.8 cm from the work of Mirza, N.M., et al.[3].

It should be noted that the Monte-Carlo efficiency of SIPHON is rather good, as
shown by the figure of merit (fom) in the third column of table 2. However, there are somewhat
difference between the result of SIPHON and MCNP, which, unfortunately, we have not analysed
in detail yet.
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2.8
Uranium-fuel Thermal Reactor Benchmark Testing of CENDL-3

Liu Ping
China Nuclear Data Center

China Institute of Atomic Energy, P. O. Box 275(41),Beijing,102413, China.
e-mail: ping@iris.ciae.ac.cn

CENDL-3, the new version of China Evaluated Nuclear Data Library are being processed,
and distributed for thermal reactor benchmark analysis recently. The processing was carried out
using the NJOYll]nuclear data processing system. The calculations and analyses of uranium-fuel
thermal assemblies TRX-1,2, BAPL-1,2,3, ZEEP-1,2,3 were done with lattice code WIMSD5A.
The results were compared with the experimental results, the results of the '1986'WIMS library
and the results based on ENDF/B-VI.

I. INTRODUCTION
CENDL-3, the new version of China Evaluated Nuclear Data Library was started in 1996, it's

now in progress. According to the plan, CENDL-3 will be completed by the year 2000, and will
contain about 200 nuclides. Since then, the work has been done at CNDC (China Nuclear Data
Center). So far, the present of CENDL-3 is shown in Table 1.

Table 1. The completed and planned nuclides of CENDL-3
Nuclides

Fissile nuclide
Structure material
Fission products

Light nuclide
Total

Planned
15
24
91
3

133

1 5 ( T O

Completed

• • Zr, • ' • • ' Ni,
73

2("Li,''Be)
95

)
w,M ,uC uj

In order to demonstrate the reliability of CENDL-3, it's necessary to subject the nuclear data
library to benchmark testing against relevant integral experiments. The WIMS-D/4 lattices code '2'
is widely used for thermal reactor and power reactor calculations, so it also was used to do the
benchmark testing of CENDL-3.

This report gives the testing results of uranium-fuel thermal assemblies based on CENDL-3
and comparisons among CENDL-3, ENDF/B-VI and the '1986' WIMS library. The processing
was carried out using NJOY nuclear data processing system and WIMSD5A code. The materials
processed were hydrogen bound in water, oxygen, aluminum, uranium 235 and uranium
238.These materials are crucial components of light water reactor (LWR) and heavy water reactor
(HWR).

II. Benchmark Calculations
1. Evaluated nuclear data processing

The CENDL-3 and ENDF/B-VI evaluated nuclear data libraries were selected as the source
of basic data. The NJOY-97.0 modular system was applied for nuclear data processing.

The processing options consistently integrate the references[3-9]. A value of 0.2% was used
for the resonance reconstruction tolerance, and a 0.2% maximum tolerance criterion for thinning
was also applied.

A weighting spectrum for cross section averaging was derived for a PWR fuel cell
according to the references [6,8,9]. At thermal energies the shape of the spectrum depends very
strongly on the lattice geometry, composition and the operating parameters. In the resonance range
between 4.0 and 9118 ev, a 1/E shape was applied to be consistent with the method of WIMS.
Above the resonance range the EPRI-CELL LWR spectrum was adopted again.

Energy independent Goldstein-Cohen values were applied. They are shown in Table 2.
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Table 2
Materials

H
D
O
Al

U-235
U-238

List of applied Goldstein-Cohen A values.
X values

1.0
1.0
1.0
1.0
0.2
0.2

Table 3. Brief Characteristics of TRX-1,2 and BAPL-1,2,3
Lattice
TRX-1

TRX-2

BAPL-1

BAPL-2

BAPL-3

Fuel
1.3 wt. %
U-metal
1.3 wt. %
U-metal

1.3 wt. %

uo2
1.3 wt. %

UO2

1.3wt.%UO2

Cladding
Al

Al

Al

Al

Al

Moderator
H 2 O

H 2 O

H 2 O

H 2 O

H 2 O

Rod Radius(cm)
0.4915

0.4915

0.4864

0.4864

0.4864

Pitch(cm)
1.8060

2.1740

1.5578

1.6528

1.8057

2. Method of cell calculation
The cell calculations were used with WIMSD5A code. At first, according to

real cell composition, intermediate approximation was used to calculate resonance
self-shielding. The main transport equation was solved using Sn method, and the
cylindrical cell approximation was used to simplify the geometry of the cell. Leakage
calculations have been done with input buckling values and Bl method. The reaction
rates of 235 U and 238 U were given in output files in two groups.

3. Benchmark calculations and analysis
All the integral parameters are defined as follows:

finite medium effective multiplication factor, -

52S

c*
RCR

238,ratio of epithermal to thermal U capture reaction rate,

ratio of epithermal to thermal 235 U fission reaction rate,

ratio of U fission to U fission reaction rate,

ratio of 2 U capture to U fission reaction rate.

ratio of C lattice toC Maxwelltan

3.1 The calculations for TRX-1,2, BAPL-1,2,3
TRX-1,2 used Uranium metal fuel in 235U enriched to 1.305 wt. %; BAPL-1,2,3 used

Uranium oxide fuel enriched 1.311 wt. %; TRX and BAPL were water(H 2 O)-moderated, Details
of these lattices are given in Table 3. The comparisons are shown in Table4.
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Lattices

TRX-1

TRX-2

BAPL-1

BAPL-2

BAPL-3

Table 4.
Integral parameter

K-eff
n28

r

8s

82i

c*
K-eff

P28
r

825

82&

c'
K-eff

p28
r

825

82&

c'
K-eff

P28
r

825

82g

c'
K-eff

P28
r

<5 2 5

82*
c'

Integral parameter comparison
Experiment
1.0000(~.30)
1.32(~1.6)

0.0987(~1.0)
0.0946(~4.3)
0.797(~1.0)

1.0000(~.10)
0.837(~1.9)
0.0614(~1.3)
0.0693(~5.1)
0.647(~.93)

l.OOOO(-.lO)
1.390(~.72)
0.084(~2.4)
0.078(~5.1)

0.0000

l.OOOO(-.lO)
1.120(~89)
0.068(~1.5)
0.070(~5.7)

0.0000

l.OOOO(-l.O)
0.906(~l.l)
0.052(~1.9)
0.057(~5.3)

0.0000

WIMS/D
1.0023
1.279
0.099
0.0965
0.780

0.9965
0.808
0.061

0.0695
0.636

1.0029
1.358
0.084
0.0755
0.800

1.0005
1.133

0.0687
0.0652
0.732

0.9981
0.894

0.0529
0.0538
0.657

CENDL-3
0.9975
1.3608

0.09803
0.09622
0.7922

0.9998
0.8530
0.06201
0.06811
0.6387

1.0016
1.3923

0.08199
0.07362
0.7972

1.0003
1.1602

0.06695
0.06327
0.7274

1.0007
0.9130
0.0515

0.05184
0.6511

ENDF/B-VI
0.98853

1.377
0.0977
0.0974
0.808

0.99113
0.863
0.0600
0.0690
0.650

0.99431
1.429

0.0824
0.0751
0.819

0.99459
1.188

0.0672
0.0645
0.746

0.99565
0.933
0.0516
0.0528
0.666

The results show that the calculated results with CENDl-3are much better than those results
with old WIMS library.

The Keff values from CENDL-3 are in good agreement with experiments. Only the value of

TRX-1 is lower than 0.1%. The values of p28for TRX-2, BAPL-1 and 3 are well predicted
within the uncertainty integral of the measurement values. For TRX-1 and BAPL-2, the results are
higher than 3% (1.6% uncertainty in measurement) and 3.59% (0.89% uncertainty in measurement)

respectively. All the values of <525are lower from 0.679% to 2.37% than experiment ones. For

8 , the calculated results are generally within the uncertainty integral of the measurement values
except for BAPL lattices, for which the prediction values are underestimated about 5.9% to

9% .The agreement for C * is very good.

3.2 The calculations for ZEEP-1,2,3
ZEEP-1,2,3 used natural uranium fuel. ZEEP were heavy water(D2 O) -moderated. Details of

these lattices are given in Table 5 and 6. The C Maxwemm § 'v e n m t n e work is 0.654.
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Table 5. Brief Characteristics of ZEEP-1,2,3
Region

Fuel

Air Gap
Cladding

Moderator

Outer radius (mm)

16.285

16.470
17.490

Isotope

235 v

238 u

' H
2 H
O

Concentration

(1024 atoms/cm2)
3.454E-4
4.760E-2

5.0E-5
6.025E-2
1.529E-4
6.633E-2
3.324E-2

Table 6. Integral parameter comparison for Heavy water reactor benchmarks
Lattices

ZEEP-1

ZEEP-2

ZEEP-3

Integral parameter
K«ff

P 2 8

525

52S

RCR
Keff

P 2 8

s25

d28

RCR

Keff

P 2 8

s25

d2*

RCR

Experiment
1.0000

0.0675

1.16

1.0000

1.0000

WIMS/D4
0.99398

0.26026

0.0258

0.06804

1.279

0.9993

0.4688

0.04891

0.07261

1.464

1.00384

0.62021

0.06539

0.07672

1.5968

CENDL-3
1.0032

0.28687

0.0256

0.06785

1.274

0.99993

0.52713

0.048715

0.07192

1.489

0.99752

0.70397

0.06538

0.07583

1.6424

ENDF/B-VI
1.0036

0.282

0.0263

0.0682

1.281

1.00161

0.516

0.0502

0.0725

1.491

1.00089

0.688

0.0674

0.0764

1.640

Although there are no quite enough experimental data with heavy water moderated lattices,
the available data have shown that the calculated results based on CENDL-3 are within or close to
the experimental uncertainty limits. All the lattice parameters calculated using CENDL-3 are in
good agreement with those of experiments and ENDF/B-VI.
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III. Conclusions
It is obvious that different evaluated nuclear data library is the cause of the difference of the

results between old and new WIMS 69-group libraries. In general, the new library based on
CENDL-3 or ENDF/B-VI is more reliable than the '1986' WIMS library.

In the benchmarks testing for both uranium metal fuel lattice assemblies and uranium oxide
fuel lattice assemblies, the Kefr values calculated with ENDF/B-VI are underestimated. We can see
that the excellent Keff values for CENDL-3 are shown in the Table 4.

It is well-known that U data affects strongly on the calculated results of reactor physics
parameters and their trend, due to high concentration in the uranium fuel reactors. Through the
comparisons of group cross sections between old and new library, no obvious difference was
found for fission and absorption.

Through the comparisons of scattering cross sections between old and new library, a big
difference was found. In the resonance energy region, the values of old library is much bigger than
that of the new ones. The difference arises from the evaluation data and resonance self-shielding
treatment for scattering cross sections as well. The bigger scattering cross section of old library
caused relative lower possibility of absorption, higher slowdown power.

It is the same reason above mentioned, 238U inelastic scattering effect of
ENDF/B-VI makes assemblies spectrum harder and underestimates the fission contributions of
235U, so that the Keff values calculated with ENDF/B-VI are underestimated

It is obvious that 238U data of CENDL-3 are better than that of ENDF/B-VI for thermal
reactor calculations.

As shown in Table 4 and Table 6, the calculated results based on CENDL-3 are well
consistent with the experimental results. It can be concluded that CENDL-3 is reliable for thermal
reactor calculations.
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2.9
Evaluation of Significance of Zr Bound in ZrHx for its Possible Inclusion in

the WIMSD-5 Cross Section Library
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Institute of Nuclear Science & Technology, AERE,
Ganakbari, savar, G.P.O. Box # 3787, Dhaka

Teresa Kulikowska
Institute of Atomic Energy, Swierk, 05-400 Otwock, Poland

Abstract
The principal objective of this study was to evaluate the significance of a separate data for

Zirconium bound in Zirconium hydride rather than as a free atom and its possible inclusion in the
WIMSD library. A TRIGA research reactor benchmark input specified for WIMSD-5 was prepared.
The calculations have been performed by the WIMSD-5B code and the ANL version of WIMSD code.
In the ANL version, two sets of data for Hydrogen were available: for Hydrogen bound in water and
Hydrogen bound in Zirconium hydride. For Zirconium, the available data were for Zirconium natural
and Zirconium bound in Zirconium hydride prepared without taking into account the Pi correction. A
separate data for Zirconium bound for Zirconium hydride with Pi correction was prepared for the
WIMSD-5B code at INST, AERE, Savar. The cross section data for all the elements of the benchmark
input have been processed by NJOY94.10+ based on ENDF/B-VI library and incorporated in the 69-
group WIMS library. All the calculations have been carried out applying 69 energy groups in the main
transport routine with subsequent condensation to 7 group. Four cases namely (i) diffusion, (ii) Bi
with Pi thermal scattering matrices for H and O in water only, (iii) as above but with a Pi matrix also
for H bound in ZrHx, (iv) as above but with a Pi matrix also for Zr bound in ZrHx were studied. It is
seen that the differences in cross sections are negligible although the overall effect in K-eff is up to
700 pcm in the case of ANL, and in our case, the effect is even stronger. The possible cause of this
inconsistency could be the absence of Pj matrices for all the principal materials for the benchmark
input in the WIMSD library. The author of the WIMS recommends the usage of Pi matrices only if
they are available for all principal isotopes of a material. No material is treated separately on the level
of leakage calculations and the contribution from the first order is weighted over spectra in materials,
their volume and number densities.

Introduction
The principal objective of this study was to evaluate the significance of a separate data for

zirconium bound in zirconium hydride rather than as a free atom and its possible inclusion in the
WIMSD library. The influence of leakage and, in particular, PI matrices on k-eff depends on the
magnitude of the buckling, consequently might have a significant effect for a small reactor like
TRIGA, so is the essence of performing this calculation. A Benchmark input specified for WIMSD-5
has been prepared. The calculations have been performed by the WIMSD-5B code developed at ANL1.
Only two sets of data for hydrogen were available: for hydrogen bound in water and hydrogen bound
in zirconium hydride. For zirconium, the available data were for zirconium natural and zirconium
bound in zirconium hydride prepared without taking into account the Pi correction. A separate data
for zirconium bound in zirconium hydride with Pi correction was prepared. The cross section data for
all the elements of the benchmark input have been processed by NJOY 2 based on ENDF/B-VI library
and incorporated in the 69-group WIMS library. All the calculations have been carried out applying
69 energy groups in the main transport routine with subsequent condensation to 7 group.

Significance of separate data for Zr bound in ZrHx

The problem can be divided into two questions: (1) what is the effect of introduction of Zr
bound in ZrHx as a separate isotope with its own ID and the whole set of data?
(2) Is it necessary to introduce a Pi scattering matrix for that new isotope?
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Evaluation of the first effect is comparatively easy. It can be carried out by comparison of the
computational results for a typical reactor with ZrHx in its fuel, based on the free atom approach and
those obtained with Zr bound in ZrHx. Such a comparison has been done using the WIMS-ANL code
and its standard library prepared on the basis of ENDFB-VI.

The second question is more complicated as it is connected with the specific algorithm
applied in WIMSD in all its versions for B| calculations. This algorithm is described in detail below to
give a theoretical basis for answering the second question.

Application of PI matrices
The transport calculations in the WIMSD code are performed in consecutive steps. First, a

detailed solution of the transport equation is carried out for the input case, treated as an infinite lattice
of specified cells (macro-cells). Second, the code solves the transport equation once more using
effective cross sections for a uniform infinite plate with given radial and axial bucklings. The first
comparison shows the differences between calculations carried out on the basis of library data
prepared separately for zirconium bound in the zirconium hydride (ID=2091) and those prepared for
natural zirconium (ID=91) without taking into account the Pj correction. The transport equation can be
solved in the diffusion approximation written as:

(1)

( Xg - £ 5 +W +D?.B* )*« = Ytlfi.*'+ S'f
Where:

Xs -total cross section in group g,

-Scattering cross section, from group g' to g,
so
p-

£)— -Diffusion coefficient in the direction x for group g,
x

g
B buckling in the direction x for group g,

x

<pg -Neutron flux in group g,

SS Fission source in group g.

PI matrices for four light elements (H-l, H-2, O and C) are included in the WIMS library. The
matrices are used only in the third part of WIMS calculations, so called, 'leakage correction'. The
code solves transport equation for the whole system specified in input data before it performs any
leakage correction. Thus the neutron flux values and macroscopic cross section are known for all
regions in the infinite medium approximation. A leakage correction is then introduced through the
application of input buckling given in input or bucklings calculated in the code and corresponding to
the effective multiplication factor equal to unity. This is realised by flux volume weighting of
macroscopic cross sections for all regions. Thus an artificial uniform medium is created in the form of
an infinite slab and for that slab system once more the transport equation is solved but this time with a
buckling correction. The transport equation for the uniform plate can be solved in the Bl

approximationhere the notation of Eq. (1) has been kept, ' and the neutron current

is calculated as:
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s\ \B*

Jg =
3ag I s - I gg_

s\

(3)

The quantities a are defined by the following formulas:

a8 = (4a)

r+\B\) (2\B\
; ForB2>0. (4b)

It should be noted that B=0 is not allowed in this approximation.

It should be kept in mind that as already stated, all material constants in both equations are
properly weighted averages over respective regions of the whole system (cell or macro cell). In the
second equation, beside the macroscopic cross-sections are calculated only now and only for the
thermal energy diapason. In the present versions of the WIMSD-5 library there are only for 4
isotopes: hydrogen, deuterium, oxygen and carbon. Their application in calculations is activated by
specification of the DNB cards in the third section of WIMS input. Their densities for each material
are taken from the DNB cards and not from MATERIAL cards.

It should be kept in mind that the effect of PI approach is meaningful only in the case of larger
buckling values. It has no influence on the infinite lattice results and the leakage correction, expressed through
Eqs. (1,2). The calculation of the effective spectrum and effective multiplication factor is a very rough one for a
majority of reactors.

Numerical Results
The comparison is, therefore, done using the transport diffusion approximation. The

difference in multiplication factors is shown on Table 1. For comparison, a case with hydrogen treated
as bound in water (ID=2001) and not in zirconium hydride (ID=2191) has also been calculated

Table 1
Multiplication factors with different data for Zr and ZrH,.

Library ID
applied

k-inf
k-eff

Zr:91,H:2001

1.400835
1.087118

Zr:91,H:2191

1.394566
1.080440

Zr:2091,H:2191

1.393325
1.079449

The differences in macroscopic cross sections can be observed Table 2,3 and 4
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Table 2a
Broad group cross sections with ID (Zr)-91,ID (H)-2001 in ZrHx

Broad
Grp

1
2
3
4
5
6
7

Transport

2.14685E-01
5.67011E-01
6.57276E-01
8.12719E-01
1.15829E+00
1.81717E+00
3.02414E+00

Total

3.56968E-01
1.05267E+00
1.41642E+00
1.49297E+00
1.84333E-00
2.49116E+00
3.71359E+OO

Capture

4.76302E-04
1.84368E-03
2.05585E-02
1.63073E-02
4.17381E-02
3.16287E-02
5.17901E-02

Fission

9.34045E-04
8.45263E-04
8.88930E-03
2.11660E-02
4.65435E-02
6.54957E-02
9.90251E-02

V

2.72291E+00
2.43774E+00
2.433 80E+00
2.43380E+00
2.43380E+00
2.43380E+00
2.43380E+00

Table 2b
Macroscopic scattering matrix with ID (Zr)=91, ID (H)=2001 in ZrHx

To
Grp

1
2
3
4
5
6
7

From Grp 1

2.59159E-01
9.61447E-02
2.53671E-04
O.OOOOOE-00
0.00000E-00
0.00000E-00
0.00000E-00

From Grp 2

0.0O0O0E+OO
9.20826E-01
1.29056E-01
4.48799E-05
4.36807E-05
8.08790E-06
4.09907E-06

From Grp 3

0.00000E+00
0.00000E+00
1.29056E+00
6.84758E-02
6.32057E-02
9.95167E-03
4.41136E-03

From Grp 4

0.OO00OE+OO
0.000OOE+0O
2.99052E-03
6.35611E-01
6.87894E-01
9.95167E-02
3.53292E-02

From Grp 5

O.000OOE+OO
O.OOOOOE+00
1.88543E-12
2.81188E-03
1.18345E+00
4.47863E-01
1.15517E-01

From Grp 6

0.00000E+00
0.00000E+00
0.00000E+00
2.44568E-10
6.61036E-02
1.76613E+00
5.61800E-01

From Grp 7

0.00000E+00
0.00000E+00
0.00000E+00
3.53254E-11
8.77267E-03
4.26031E-01
3.12797E+00

Table 3a
Broad group cross sections with ID (Zr)=91, ID (H)=2191 in ZrHx

Broad
grp

1
2
3
4
5
6
7

Transport

2.14681E-01
5.67011E-01
6.54964E-01
7.79528E-01
1.08664E-+00
1.68158E+00
3.O5185E+OO

Total

3.56967E-01
1.05267E+00
1.41615E+00
1.47625E+00
1.76651E+00
2.37179E+00
3.73318E+00

Capture

1.76306E-01
1.84369E-03
2.05852E-02
1.61477E-02
4.67594E-02
3.33924E-02
4.77050E-02

Fission

9.34029E-04
8.45266E-04
8.S7959E-03
2.09255E-02
4.80971E-02
7.22649E-02
8.37288E-02

V

2.72291E+00
2.43774E+00
2.43380E+00
2.433 80E+00
2.43380E+00
2.43380E+00
2.43380E+00

Table 3b
Macroscopic scattering matrix with ID (Zr)=2091, ID(H)=2191 in ZrHx

To
Grp
1
2
3
4
5
6
7

From Grp 1

2.59158E-01
9.61446E-02
2.53671E-04
0.00000E+00
0.00000E+00
O.OOOOOE+00
0.00000E+00

From Grp 2

0.00000E+00
9.20826E-01
1.29056E-01
4.48799E-05
4.36807E-05
8.08790E-06
4.09906E-06

From Grp 3

O.OOOOOE+00
O.OOOOOE+00
1.24025E+00
6.79254E-02
6.34927E-02
1.03820E-02
4.63983E-03

From Grp 4

O.OOOOOE+00
O.OOOOOE+00
2.37427-E03
6.09647E-01
6.87686E-01
1.04298E-01
3.51725E-02

From Grp 5

0.00000E+00
0.00000E+00
3.52530E-11
2.03511E-03
1.14770E+00
3.81925E-01
1.39999E-02

From Grp 6

O.OOOOOE+00
0.00000E+00
0.00000E+00
2.47497E-09
4.80414E-02
1.82878E+00
3.89312E-01

From Grp 7

0.O0000E+0O
0.00000E+00
0.00000E+00
1.16030E-10
1.07285E-02
3.51092E-01
3.23992E+00
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Table 4a
Board group cross sections with ID(Zr)=2091,ID (H)=2191 in ZrHx

Broad
grp

1
2
3
4
5
6
7

Transport

2.14684E-01
5.67011E-01
6.54536E-01
7.76895E-01
1.08406E+00
1.67920E+00
3.05072E+00

Total

3.56967E-01
1.05267E+00
1.41575 E+00
1.47326 E+00
1.76369 E+00
2.36922 E+00
3.73194 E+00

Capture

4.76305E-04
1.84399E-03
2.07270E-02
1.61458 E-02
4.67496 E-02
3.33885 E-02
4.76856 E-02

Fission

9.34030E-04
8.45253E-04
8.88149E-03
2.09220E-02
4.81209 E-02
7.22503 E-02
8.36562 E-02

V

2.72291 E+00
2.43774E+00
2.43380 E+00
2.43380 E+00
2.43380 E+00
2.43380 E+00
2.43380 E+00

Table 4b
Macroscopic scattering matrix with ID (ZR)=2091,ID (H)=2191 in ZrH,

To
grP
1
2
3
4
5
6
7

From Grp 1

2.59158E-01
9.61446E-02
2.53671E-04
0.00000E+00
0.00000E+00
0.00000E+00
0.00000E+00

From Grp2

0.00000E+00
9.20826E-01
1.29056E-01
2.48800E-05
4.36807E-05
8.08791E-06
4.09907E-06

From Grp3

0.00000E+00
0.00000E+00
1.23978E+00
6.78838E-02
6.34668E-02
1.03777E-02
4.63792E-03

From Grp4

0.00000E+00
0.00000E+00
2.30089E-03
6.07055E-01
6.87369E-01
1.04299E-01
3.51736E-02

From Grp5

0.00000E+00
0.00000E+00
3.52186E-11
1.97060E-03
1.14641 E+00
3.80434E-01
1.40005E-01

From Grp6

0.00000E+00
0.00000E+00
0.00000E+00
2.47870E-09
4.75525E-02
1.82882E+00
3.87203E-01

From Grp7

0.00000E+00
0.O000OE+0O
0.00000E+00
1.15843E-10
1.07271 E-02
3.49182E-01
3.24069E+00

It is seen that the differences in cross sections are negligible although the overall effect in
k-eff is up to 700 pcm.

Test for the effect of Pi scatting matrices in WIMS-ANL.
The test included calculation if the TRIGA typical fuel under the Bl option with correct cross

section for zirconium and hydrogen in zirconium hydride, ie. with ID (Zr)=2091 and ID(H)=2191,in 4
approximations:
(i) diffusion,
(ii) B| with Pi thermal scattering matrices for H and O in water only,
(iii) as above but with a P, matrix also for H bound in ZrHx,
(iv) as above but with a Pi matrix also for Zr bound in ZrHx.
The infinite and effective multiplication factors are shown in Table 5.

Table 5
Infinite and effective multiplication factors in various approximations of leakage calculations.

Case
K-inf
k-eff

<I>E/<t>th in cell

(0
1.393325
1.079449

3.42

(ii)
1.393204
1.080925

3.44

(iii)
1.393057
1.090408

3.46

(iv)
1.393056
1.068336

3.46

It is seen that the effect on k-eff from (iii) to (iv) is even stronger than that from (ii) to (iii) but
the PI approximation in hydrogen increases the effective multiplication factor while for zirconium the
trend goes in an opposite direction.

The flux spectrum obtained with Pi matrices used in water and
(i) Without P, in ZrHx,
(ii) P| matrix only for H bound in ZrHx.
(iii) Pi matrix for both H and Zr in ZrHx
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Table 6
7-group average cell flux values

Lower energy
bound[eV]

5.0000E+05
1.4251E+03
1.1230Ei00
6.2500E-01
1.4000E-01
5.0000E-02
1.0000E-05

PI inH2O

3.2019E-01
2.5736E-01
1.8302E-01
1.4331E-02
4.3202E-02
9.3432E-02
8.8171E-02

PI inH2

3.2178E-01
2.5718 E-01
1.8254 E-01
1.4289 E-02
4.3018 E-02
9.3048 E-02
8.8148E-02

PI inZr&H

3.2211E-01
2.5717 E-01
1.8242 E-01
1.4273 E-02
4.2997 E-02
9.2980 E-02
8.8016E-02

Conclusion

The results obtained for k-effective and k-infinity is opposite. Also, the values for k-
effective given in table 3 increase from (i) to (ii) and (iii) and decrease for (iv). The possible cause of
this inconsistency could be the absence of PI matrices for all the principal materials in the WIMSD
library. In description of the DNB4 card, the author of the WIMS recommends the usage of PI
matrices only if they are available for all principal isotopes of a material. No material is treated
separately on the level of leakage calculations and the contribution from the first order is weighted
over spectra in materials, their volume and number densities. Therefore, the influence of PI matrices
should be considered only in the sense of its contribution to the whole first order scattering in the
calculated cell.
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Pohang Neutron Facility, which is the pulsed neutron facility based on the 100-MeV electron
linear accelerator, was constructed for nuclear data production in Korea. The Pohang Neutron Facility
consists of an electron linear accelerator, a water-cooled Ta target with a water moderator and a
time-of-flight path with an 11 m length. The neutron energy spectra are measured for different water levels
inside the moderator and compared with the MCNP calculation. The optimum size of the water moderator
is determined on the base of this result. The time dependent spectra of neutrons in the water moderator are
investigated with the MCNP calculation.

1. Introduction

Among the various kinds of neutron sources (reactors, accelerator-based neutrons, and radioisotopic
neutron emitters), the accelerator-based neutron source is the most efficient one for high-resolution
measurements of microscopic neutron cross sections. It produces short bursts of neutrons with a broad
continuous energy spectrum by nuclear reactions of energetic photons or charged particles. Especially, an
electron linear accelerator (linac) is a powerful tool to produce intense pulsed neutrons. Pulsed neutrons
based on an electron linac are suited for measuring energy dependent cross sections with high resolution by
the time-of-flight (TOF) technique covering the energy range from thermal neutrons to a few tens of MeV.
The measurement of neutron cross sections gives basic information for the study of neutron interaction with
nuclei. Precise measurements of neutron cross sections are of great importance for the safety design of
nuclear reactors and for the evaluation of the neutron flux density and energy spectrum around a reactor.

The nuclear data project was initiated to construct the infrastructure for the nuclear data production by
the Korea Atomic Energy Research Institute (KAERI) [1]. There was no activity for nuclear data
production experiment until this project was launched. Since then, the collaboration group for nuclear data
production was organized from several universities in Korea. The pulsed neutron facility using a 100-MeV
electron linac was proposed in 1997 at the Pohang Accelerator Laboratory (PAL) [2]. The 100-MeV
electron linac was designed and constructed based on experiences obtained from construction and operation
of the 2-GeV electron linac at PAL [3].

The neutron energy spectra are measured for different water levels inside the moderator and compared
with the results of the MCNP calculation. The optimum size of the water moderator is determined on the
base of this result. Furthermore, the time dependent spectra of neutrons in the water moderator are
investigated with the MCNP calculation.

2. Pohang Neutron Facility

The Pohang Neutron Facility (PNF) consists of a 100-MeV electron linac, a water-cooled Ta target, and
an 11-m long TOF path. The 100-MeV electron linac consists of a thermionic RF-gun, an alpha magnet,
four quadrupole magnets, two SLAC-type accelerating sections, a quadrupole triplet, and a beam-analyzing
magnet. After the RF-conditioning of the accelerating structures and the wave-guide network, we tested the
beam acceleration [3]. The maximum RF power from a SLAC 5045 klystron was up to 45 MW. The RF
power fed to the RF-gun was 3 MW. The maximum energy is 75 MeV, and the measured beam currents at

* Joint appointment at the Center for High Energy Physics, Kyungpook Nat. Univ., Taegu 702-701, Korea
+ Permanent address: Troitsk Institute for Innovation and Thermonuclear Research, Moscow, Russia

* Permanent address: Frank Laboratory of Neutron Physics, JINR, Dubna, Russia
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the entrance of the first accelerating structure and at the end of linac are 100 mA and 40 mA, respectively.
The length of electron beam pulses is 1.8 (xs, and the pulse repetition rate is 12 Hz. The measured energy
spread is ± 1% at its minimum. The energy spread was reduced by adjustment of the RF phase for the
RF-gun and by optimization of the magnetic field for the alpha magnet.

As a photoneutron target, it is necessary to use a heavy mass material in order to produce an intense
neutron source by way of Bremsstrahlung under the high beam power of electrons. We have chosen a
tantalum as the target material, which has the advantage of high density (16.6 g/cm3), high melting point
(3,017°C) and high resistant against the corrosion by cooling water. The design of a water-cooled Ta target
was done using the Monte Carlo simulation codes, EGS4 and MCNP version 4B. The Ta target as shown in
Fig. 1 was composed of ten sheets of Ta plate, 4.9 cm in diameter and 7.4 cm in total length. There was
0.15-cm water gap between them in order to cool the target effectively [4]. The housing of the target was
made of titanium. The conversion ratio obtained from MCNP code from a 100-MeV electron to neutrons
was 0.032. The neutron yield per kW beam power at the target was 2.0x1012 n/sec, which was about 2.5%
lower than the calculated value based on the Swanson's formula [5].

Since we have to utilize the space and the infrastructures of the PAL, an 11-m long TOF path and a
detector room were constructed perpendicular to the electron linac. The TOF tubes were made by stainless
steel with two different diameters of 15 and 20 cm.

B •-•'•

Fig. 1. Schematics of the water-cooled Ta target: A Ta plate, E Parting strip, I Cooling water (inlet), N
Colling water (outlet), 6 Ti housing. The numbers refer to dimensions in mm.

3. Experimental Arrangement

The experimental setup for the neutron TOF spectrum measurement is shown in Fig. 2. The Ta target is
located in the position where the electron beam hits the center of the target. The target system consists of a
Ta target and a water moderator. The water moderator is of a cylindrical shape with a diameter of 50 cm
and a height of 30 cm, whose housing was made of aluminum with a thickness of 0.5 cm. The water
moderator was mounted on an aluminum plate with a thickness of 2.5 cm and an iron table with a thickness
of 2 cm as shown in Fig. 3. The rear part of the water moderator is covered by a 10 cm lead.

In order to reduce the gamma flash generated by the electron burst from the target and scattered high
energy neutrons from the beam, a Pb block with a size of 20 x 20 xlO cm3 was placed at the entrance of
TOF tube with a diameter of 15 cm. Lead was chosen because of its low energy cross section which is
about 3 barns at 0.007 eV and 11 barns above 0.2 eV; therefore the lead can serve as an effective low band
filter removing more high energy neutrons than sub-thermal neutrons. There is 1.8 m thick concrete
between the target room and the detector hall. The sample was placed at the midpoint of the TOF path.
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BC702/BC720 A s a neutron detector, a 6Li-ZnS(Ag) scintillator BC702
with a diameter of 12.5 cm and a thickness of 1.5 cm mounted
on an EMI-93090 photomultiplier was used. It was located at a
distance of 10.8 m from the photoneutron target. The neutron
detector was shielded by lead bricks and borated polyethylene
plates.

In order to monitor the neutron intensity during the
experiment, a BF3 proportional counter with a diameter of 1.6
cm and a length of 5.8 cm was placed inside the target room at a
distance of about 6 meters from the target as shown in Fig. 4.
The polyethylene sphere with a diameter of 30.5 cm was used
as a neutron moderator for the BF3 counter. The neutron
detector with polyethylene sphere has the maximal response for
fast neutrons [6]. The lead shield with a thickness of 10 cm was
used to protect gamma flash generated by the electron burst
from the target. Additionally, a borated polyethylene plate with
a thickness of 5 cm was used to cut the thermal neutrons
generated from the moderator and walls inside the target room.

In order to investigate the neutron energy spectra for the
different water levels in the moderator, we used four water
levels as shown in Fig. 5. G l represents the geometry without
water inside the moderator. G2 corresponds to the half of water
in the moderator in which water is around the target but no

„. _ „ . . , , , , , water above the target. G3 is the geometry with a water level of
Fig. 2. Experimental setup and a block tu * * e r- * ™ • e u e *. •

5 cm above the target surface. Geometry G4 is a full of water in
the moderator, which corresponds to 11 cm water level from the target surface. The cooling water inside
the Ta target could not change significantly the spectral distribution of original photoneutrons.

1 Neutrons

Pb Water
moderator

Ta target

Polyethy

Electrons

Al

Fe
Fig. 3.Geometry for the target system used in the

experiment and the MCNP calculation. The

numbers in this figure refer to dimensions in cm.

Fig. 4. Experimental arrangement for a BF3 neutron monitor

in the target room and block diagram for the data taking.
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G4 -

G3 -

G2 -

Target

Gl

Water moderator

6

6

5

19

Fig. 5. The geometry used in MCNP for optimizing the water level: Gl, G2, G3, and G4

indicate the water level in the moderator vessel. The numbers refer to dimensions in cm.

4. Data Taking

The neutron energy spectra produced from a tantalum target with a water moderator were measured by
the TOF method. As shown in Fig. 2, the signal from the 6Li_ZnS(Ag) scintillator was connected through
an ORTEC-113 pre-amplifier (Pre. Amp.) to an ORTEC-571 amplifier (Main Amp.). The amplifier output
was then fed a discriminator (Disc.) input, whose output was used as a stop signal of the 150 MHz
time-digitizer (Turbo MCS). The lower threshold level of the discriminator was set to 30 mV. The Turbo
MCS was operated as a 16384-channel time analyzer. The channel width of the time analyzer was set to 0.5
Us. The 12 Hz trigger signal (RF Trigger) for the modulator of the electron linac was connected to an
ORTEC-550 single channel analyzer (SCA), the output signal was used as the start signal for the Turbo
MCS. The Turbo MCS is connected to a personal computer. The data were collected, stored and analyzed
on this computer.

The block diagram of the data acquisition system for the BF3 neutron monitor is shown in Fig. 4. The
signal from a BF3 counter was connected through an ORTEC-142PC preamplifier (Pre. Amp.) to an
ORTEC-590A spectrometric amplifier (Amp.). The amplifier output was fed to an ORTEC-SCA550 single
channel analyzer (SCA), where the distance from the preamplifier to the amplifier is about 30 m. The
single channel analyzer was used to create the standard signal and to cut noises originating from gamma
rays and low-energy neutrons. The output signal from the single channel analyzer was fed into an
ORTEC-996 timer and counter. The counter was connected with a personal computer. During the
experiment, the electron linac was operated with a repetition rate of 12 Hz, a pulse width of 1.8 us, a peak
current of 30 mA, and electron energy of 60 MeV.

5. Data Analysis

The neutron energy spectra generated by the Ta target with a water moderator with different water
levels of G1-G4 were measured with the TOF method at PNF. Fig. 6 shows a typical neutron TOF spectrum
for the G3 geometry. The neutron energy spectrum mainly consists of fast neutrons with the mean energy of
0.92 MeV and thermal neutrons produced in the water moderator and scattered from the wall and other
materials around the target. The TOF spectrum was only measured in the direction perpendicular to the
incident electron beam. In order to estimate the background level, we took neutron TOF spectra for a Sm
sample with a Cd filter of 0.5 mm in thickness and a run without any samples (blank run). The background
level was estimated from the fitting function F(/) = a + bx/ + cx/2, where a, b, and c are constants and / i s
the channel number of the time digitizer, as shown in Fig. 7. The resonances in the neutron TOF spectrum
for the blank run are related to Sb and W impurities inside the Pb block. The signal-to-background ratio
defined as the neutron counts minus background counts divided by the background counts at a particular
energy was about 10 to 1.
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Typical neutron spectrum for the G3 geometry measured at 11 m TOF path

5. 1 Neutron Monitor Counts
The BF3 proportional counter was operated in the count mode as a neutron monitor. The neutron

monitor was tested by using a neutron source 252Cf with a mean neutron energy of 2.13 MeV and an
activity of 5.4x104 n/sec. The pulse shape of the neutron monitor was checked with an oscilloscope and
no saturation was observed during the linac pulse duration. The typical behavior of neutron counts during
the one period of experiment is shown in Fig. 8. Neutron counts during the experiment were changed due to
the unstable modulator system for the electron linac. The background count rates for the BF3 neutron
monitor were less than 0.01 counts per second. The background count rates were measured before and
immediately after operating the accelerator. The average count rates for the neutron monitor were about
300 counts per second. The neutron monitor counts were used to normalize the neutron intensity between
the runs.

8

Sm Sample
Blank Run
Background Fitting

200 400 600

TOF channels

800 1000

Fig. 7. Typical background level measured at 11 m TOF path length. Solid line and dot line

represent the TOF spectrum for Sm sample and without any sample in the beam line, respectively.
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5.2 Neutron Energy Spectrum
The measured TOF spectra as a function of channel number were normalized using the neutron

counts from the neutron monitor and converted as a function of neutron energy. Each channel / in the time
analyzer is converted to the neutron energy E, via:

E
723xL

( / - /0 )XATJ
Where, L is the neutron flight path in meter, A T is the channel width in u.s and set to 0.5 jis, and Io is the
number of channel at the time of flight equals to zero when the neutron burst was produced. The relation
between a channel number of the neutron TOF spectrum and its energy was calibrated with resonance
energies of Ta, Sm, and other samples with a black resonance. Good linearity was found between the
neutron TOF and the channel number. We found the flight path length L equal to 10.81+0.02 m.

350

300
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200

150

100

50

0

0 500

Fig. 8.

1000 1500 2000 2500 3000

Time [sec]
Typical neutron intensity measured by a BF3 monitor for an hour operation.

The measured neutron flux was corrected for the detector efficiency, e(Ej) which is energy
dependent and is given by:

£(£,) = 1-exp (2)

c fW
where t is the thickness of scintillator in centimeters and C is constant for each scintillator and is given by
the manufacturer [7]. In this experiment we used 1.5 cm thick BC702 6Li-ZnS(Ag) scintillator and for this
C= 12.5cm/eV05.

Fig. 9 shows the neutron flux (number of neutrons per energy group) in the energy range of 0.01 to 1
eV for different water levels. The neutron flux in each channel was summed up over every 0.23 lethargy
width. The G3 geometry with a water level of 5 cm gives more thermal neutrons compared to other
geometry. Too high water level in the moderator decreases thermal neutrons due to the absorption of
thermal neutrons.

5.3 Compare with the MCNP calculation
The continuous energy Monte Carlo code MCNP version 4B [8] has been used to calculate the neutron

spectra for various geometries. The MCNP code has its own nuclear data library generated from the
evaluated nuclear data files of ENDF/B-V1 [9]. Using the MCNP statistical sampling technique, the neutron
distributions of moderated neutrons were calculated as a function of time and energy. The purpose of this
calculation is to compare with measurements for the thermal neutron flux leaving the water moderator and
to optimize the photoneutron target system.

The neutron source term for the tantalum plates in the target was chosen to be an "evaporation" energy
spectrum [10, 11] given by:
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Fig. 9. Measured neutron flux for different geometry in the neutron energy from 0.01 to 1 eV.

(3)
where E is the neutron energy in MeV, T is the effective temperature of the tantalum target in MeV and
c=4.7259 is a normalization constant. Using an effective temperature of 0.46 MeV [12], Eq. (3) gives
neutron energy about 0.92 MeV in average. The source parameters were chosen such that the neutrons at
"birth" are distributed uniformly throughout a homogenized mixture of tantalum and cooling water with
isotropic angular distribution [13].

In the calculation, we ignore the effect of aluminum wall of the water moderator because of its small
contribution to the total flux of scattered neutrons. The minimum and maximum neutron cutoff energies
were 0.0001 eV and 10 MeV, respectively. The neutron time cutoff was 107 Shakes (1 Shake = 10"8 sec).

We considered the neutron energy regions from 0.001 eV to 10 MeV for the calculation. The energy
region was divided into 200 groups with an equal lethargy width. The neutron current within 15 degrees

1,E-K)4

M
eV

]
.v

al
./

[r
el

E
3

S
p

ed

1,

1,

1

1

E-K)2

E-KX)

,E-02

,E-04

1,E-06

1,0E-09 1.0E-07 1.0E-05 1.0E-03 1.0E-01 1,0E-K)1

Energy [MeV]

Fig. 10. Neutron energy spectra in the water moderator calculated by the MCNP code for

different geometry as shown in Fig. 5.
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with respect to the direction of detector from the lead surface was calculated for different water levels
inside the moderator. For good statistics in the calculation, the number of particle history calculated for
different geometry was more than 50,000,000 counts.

Fig. 10 shows neutron spectra calculated by MCNP code for different geometry described above. For
fast neutrons in the energy regions of 0.1 to 10 MeV, the neutron flux for geometry Gl and G2 is almost
same and higher than other geometry because there is no water above the target surface. The neutron flux in
the energy region from 0.01 eV to 0.1 eV is maximum around at 5 cm of water level, which corresponds to
geometry G3, as shown in Fig. 11. The points correspond to MCNP calculation and the line is a polynomial
spline interpolation.

The measured differential neutron spectra for three geometries were shown in Fig. 12 compared with
those of the MCNP calculations. In this figure, the spectrum for G3 (G4) geometry was multiplied with a
factor 10(0.1) for the better visualization. The points (triangles, quadrates, and circles are for G3, G2, and
G4 geometry, respectively) represent the result of the MCNP calculation. The measured differential energy
spectra were normalized using the neutron monitor counts. The calculated spectra have relative
normalization (normalization coefficients are Cl= 3540 for G2, C2=35400 for G3, and C3=354 for G4).

The measured neutron spectra were agreed with those of the MCNP calculation within the
experimental uncertainty. The statistical uncertainty of MCNP calculation was ranged from 3 to 9 %

0 2 4 6 8 10 12

Water level [cm]
Fig. 11. Calculated neutron flux as a function of the water level in the moderator in the neutron energy

from 0.01 eV to 0.1 eV. The measured points are connected by a spline fit.

1.E+08

1.E+01 +
1.0E-02 1.0E-01 1.0E+00 1.0E+01

Energy [eV]

Fig. 12. Measured and calculated differential neutron spectrum for three different geometries. The

points correspond to MCNP calculation. The spectrum for G3 (G4) geometry is multiplied by a

factor 10 (0.1) for the better view.
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depending on the energy bin.

6. Conclusion
The neutron energy spectra produced by the photoneutron target with a water moderator were

measured with a 6Li-ZnS(Ag) glass scintillator as a neutron detector with the neutron TOF method at 11 m
flight path of Pohang Neutron Facility. As a neutron monitor, a BF3 proportional counter was used. The
neutron TOF spectra were normalized with the neutron monitor counts. We measured the neutron TOF
spectra for different water levels inside the moderator and compared with the MCNP calculation in order to
maximize the thermal neutron flux.

The measured neutron energy spectra for different water levels in the moderator were verified by the
MCNP calculations. The experimental and calculated data were agreed within the experimental uncertainty.
According to the results of the measurement and the calculation, the 5 cm water level in the moderator
gives the maximal thermal neutron flux for the present geometry of the photoneutron target system.
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NUPEC and CEA have launched an extensive experimental program called

MISTRAL to study highly moderated MOX cores for the advanced LWRs. The analyses

using SRAC system and MVP code with JENDL-3.2 library are in progress on the

experiments of the MISTRAL and the former EPICURE programs. Various

comparisons have been made between calculation results and measurement values.

1. Introduction

Nuclear Power Engineering Corporation (NUPEC), French Atomic Commission

(CEA) and CEA's industrial partners have launched an extensive experimental

program called MISTRAL (MOX: Investigation of Systems Technically Relevant of

Advanced Light water reactors) [1,2,3,4] in order to obtain basic core physical

parameters of highly moderated MOX cores that will be used to improve core analysis

methods. NUPEC is conducting this study on behalf of the Japanese Ministry of

International Trade and Industry (MITI). This experimental program has been

executed in the EOLE facility at Cadarache center. The MISTRAL program consists of

4 core configurations and has been successfully completed by July 2000. As a part of

the MISTRAL program, NUPEC also obtained some of the experimental data of the

EPICURE program that CEA had conducted for 30% MOX loading in PWRs.

2. EOLE critical facility

Experiments have been performed in the EOLE facility that is a tank type critical
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facility. A cylindrical Aluminum vessel (diameter = 2.3 m, height = 3m) is installed

with stainless steel over structures. Fuel pins used in the facility are standard PWR

types and the active length of the pin is about 80 cm. Four types of enrichment are

prepared for MOX pins and one type for UO2 pin. Grid plates are fixed inside the inner

tank and they provide flexibility of the core configurations. The reactivity of the core is

controlled mainly with boron (boric acid) concentration in water and core size. During

the critical experiments, a water level of the tank is always kept at the height that is

on approximately 20 cm above from the top of active length of fuel pins. Small

reactivity is compensated using a pilot rod. Core excess reactivity without the pilot rod

is determined through the in-hour equation with measuring the doubling time after

the withdrawal of the pilot rod. Four pairs of cluster-type safety rods are utilized only

for the shutdown.

3. Core configurations and measurements in the MISTRAL program

Figure 1 shows the core configuration of MISTRAL-1. It consisted of about 750

regular enriched UO2 (3.7% in 235U) fuel pins in a lattice pitch of 1.32 cm and was

designed as a reference for the highly moderated MOX cores. Figure 2 shows the core

configuration of MISTRAL-2. This is a highly moderated full-MOX core consisting of

about 1600 MOX (7% enrichment) fuel pins with the same lattice pitch of MISTRAL-1.

Figure 3 shows the core configuration of MISTRAL-3 which is devoted to the physical

study of a 100% MOX lattice with higher moderation than MISTRAL-2. This

configuration consists of about 1350 MOX 7% fuel pins in the lattice pitch of 1.39 cm.

Figure 4 shows the Core configuration of MISTRAL-4 which is a PWR mock-up

configuration. A couple of measurement items were selected for each core configuration

from following items:

(1) Critical mass and boron concentration

(2) Buckling measurement using reaction rate distribution measurements

(3) Boron worth

(4) Spectrum indices measurement

(5) Modified conversion factor, 238U capture/total fission

(6) Isothermal temperature coefficients

(7) Reactivity worth and associated reaction rate distribution of a single absorber

(Natural B4C, enriched B4C, Ag-In-Cd alloy, and UO2"Gd2O3) at the center

of the core

(8) Reactivity worth and associated reaction rate distribution of the substitution of

9 central fuel pins by water holes
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(9) Reactivity worth and associated reaction rate distribution of a cluster absorber

(10) Void coefficient

4. Experimental methods

The number of fuel pins, core, temperature, the boron concentration and doubling

time were measured to determine the core critical mass. Various kinds of experimental

methods were applied to obtain physical parameters of the cores in the MISTRAL

program as described below. A neutron source multiplication method (a sub-critical

method) was utilized for the reactivity measurement. An integral gamma scanning

method was applied to determine the fission densities of the fuel pins. Miniature

fission chambers of several kinds of isotopes were adopted for the determination of

energy dependent neutron flux and also for spectrum index measurements. The

effective delayed neutron fraction of a core (/? eff ) was measured using of the core

noise method which had been utilized in the international benchmark of/9effs at the

MASURCA and the FCA fast critical facilities.

5. Calculation methods

The analysis has been performed using SRAC system and MVP with JENDL-3.2

library which were developed at Japan Atomic Energy Research Institute (JAERI).

SRAC system consists of deterministic codes. A processed nuclear data library with

107-energy group structure is prepared for SRAC. MVP is a continuous energy Monte

Carlo code that is utilized to obtain reference calculation results for the SRAC system

such as core eigen-values. In SRAC system, the collision probability method is applied

for generating the 16-group collapsed and homogenized unit cell cross sections. The

neutron energy spectrum affected by the neutron leakage is calculated with the Bl

approximation taking into account the measured geometrical buckling. The resonance

absorption of Pu isotopes should be precisely evaluated at epi-thermal and thermal

ranges for MOX fuels. Therefore, an ultra fine group resonance reaction calculation

module, PEACO, is utilized throughout calculation of effective cross section. The

thermal cut-off energy was carefully chosen and determined to be 1.855eV through a

sensitivity study. After generating 16-group cell cross sections (fast range • 8 groups

and thermal range - 8 groups) , core calculations in 1/4 symmetry configuration were

performed using CITATION and/or TWOTRAN modules in SRAC system. In

two-dimensional calculation model, axial leakage is implicitly taken into account using

the measured axial buckling of a core. For a single absorber calculation, a 3X3 cell
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model is adopted in the collision probability calculation of the absorber cell at the core

center. Also detailed cell models in the collision probability calculation are adopted for

the analysis of spectrum indices.

6. Calculation results

Varieties of comparisons between calculations and measurements are in progress

for MH1.2 (which is devoted to study on basic characteristics of a MOX core in the

EPICURE program), MISTRAL-1, -2 and -3. Table 1 shows the differences of keffs for

4 configurations. The calculated keffs agree well with the experimental values. Table 2

shows the root-mean-square (R.M.S) differences of radial power distribution. The

differences are as much as the uncertainty of measurement. Table 3 shows the C/E

values of spectrum indices with two calculation methods. The differences of the C/E

values obtained by two calculation methods are not large and the C/E tendency are

same with two calculation methods.
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Table.1 Differences of keff between Calculation and Measurement for each Experimental Core

PROGRAM

CORE NAME

FEATURE

FUEL PIN

H/HM

CORE DIAMETER

MVP

SRAC ( Pij + TWOTRAN )

EPICURE

MH1.2

Partial MOX

3.7%UO2 + 7% MOX

3.7

69 cm

+ 0.27 %Ak

±0.02 % (1 a)

+ 0.13 %Ak

MISTRAL

CORE1

Uranium CORE

3.7% UO2

5.1

41 cm

+ 0.48 %Ak

±0.03% ( l a )

- 0.19 %Ak

MISTRAL

CORE2

Full MOX

7% MOX (Mainly)

5.1

60 cm

+ 0.70 %Ak

±0.02 % (1 a)

+ 0.41 %Ak

MISTRAL

CORE3

Full MOX

7% MOX

6.2

59 cm

+ 0.77 %Ak

±0.02% (Iff)

+ 0.42 %Ak

Table. 2 R.M.S Differences of Radial Power Distribution between

Calculation and Measurement for each Experimental Core

PROGRAM

CORE NAME

FEATURE

MVP

SRAC ( Pij + CITATION )

EPICURE

MH1.2

Partial MOX

1.2%

0.9%

MISTRAL

CORE1

Uranium CORE

1.7%

2.0%

MISTRAL

CORE2

Full MOX

1.7%

1.1%

MISTRAL

CORE3

Full MOX

1.4%

1.3%

Measurement uncertainty UO2 rod ~1 .0% MOX rod ~ 1.5 % ( 1<7)

Table. 3 C/E Values of Spectrum Indices with Two Calculation Methods

CORE NAME

Calculation method**

SPECTRUM

INDICES

238U/235U***

239Pu/235U

238Pu/239Pu

240Pu/239Pu"*

241Pu/239Pu

242Pu/239Pu

237Np/239Pu***

CORE1

SRAC

0.67

1.01

_

0.95

0.99

_

0.76

MVP

0.63

1.00

_

0.91

1.00

_

0.74

uncertainty*

(10%)

(2.4%)

_

(7.5%)

(2.7%)

_

(3.2%)

CORE2

SRAC

0.90

1.04

0.94

0.83

0.98

0.98

0.90

MVP

0.87

1.01

0.94

0.81

0.99

0.96

0.88

uncertainty*

(6.7%)

(2.4%)

(13.7%)

(5.9%)

(2.7%)

(7.6%)

(3.2%)

* ( ) measurement uncertainty ( I f f )

• * Calculation method

SRAC Code: Collision Probability Calculation (107 energy group)

MVP Code: Continuous energy Monte Carlo Calculation

* * * These measurement values are now under investigation.
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D MOX(7.0%) fuel rod
• Guide tube for safty and control rod

• MOX(7.0%) fuel rod
LJ MOX(8.7%) fuel rod
• Guide tube for safty and control rod

Fig. 1 Core Configuration of MISTRAL-1 Fig.2 Core Configuration of MISTRAL-2

MOX(7.0%) fuel rod
Guide tube for safty and control rod

Fig.3 Core Configuration of MISTRAL-3

[ 1 MOX(7.0%) fuel rod
• Mock-up thimble tube

E-3 Instrumentation tube

H Guide tube for safty and control rod

Fig.4 Core Configuration of MISTRAL'4
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Sample reactivity measurements, which have been performed at the fast-thermal coupled facilities
RRR/SEG and STEK, have been re-analyzed using the JNC route for reactor calculation JENDL-3.2 //
SLAROM / CITATION / PERKY. C/E-values of central reactivity worths (CRW) of FP nuclides,
structural materials, and standards are given.

1. Introduction
Integral tests are necessary to check neutron data and codes used in reactor calculations. Such

feedback is very important for evaluators and programmers for data corrections and improvements of the
codes. The NEA NSC Working Group on International Evaluation Cooperation proposed to use the
STEK and SEG experiments, as a joint data base, for the validation and convergence of the last versions
of JENDL, JEF and ENDF/B [1].

At Cadarache (CEA France), extensive re-analyses of the SEG and STEK experiments have been
recently completed using the competitive European scheme JEF-2.2 / ECCO / ERANOS [2,3]. The STEK
experiments also have been analyzed in Japan [4,5,6], but not the SEG experiments. This paper presents
results of a re-analysis of the experiments at SEG and STEK using the JNC route, similar to the
European scheme. Additionally, a crisscross use of JEF-2.2 with the JNC route was made for SEG to
compare data and routes.

2. Sample Reactivity Measurements
The measurements have been performed with FP nuclides, structural materials, and standards for

the central position of the fast-thermal coupled facilities RRR/SEG in Rossendorf/Germany and STEK
in Petten/Netherlands using the pile-oscillation method, developed to a high perfection. The specific
reactivities of the sample materials were measured over a wide mass range. The sample size corrections
and extrapolation to the infinitely dilute (zero mass) value CRW were performed using different
methods. Data and codes used in calculations of the self-shielding effect were tested in this manner.

In the STEK configurations, the neutron spectra had an increasing softness covering a broad
energy range. A great number of FP nuclides have been measured at STEK. The SEG configurations,
however, are characterized by especially designed adjoint spectra to check separately capture and
scattering data. In the case of an energy-independent adjoint spectrum, the slowing-down effect
disappears and the sample reactivity is due only to absorption. On the other hand, the scattering effect
is dominant and negative if the adjoint spectrum is monotonously rising with the energy. The neutron
and adjoint spectra of two typical SEG facilities and of the 5 STEK configurations are shown in Fig. 1-3.
The SEG experiments are considered as "clean" experiments; i.e., the measurements were performed in
simple geometry
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under clear conditions well suited for calculation. Only a few materials (most of them are standards)
were used in the surrounding of the sample and in the inner core region.

3. Calculations
Cell calculations with SLAROM were performed for all zones using the 70 group library JFS-3

of JENDL-3.2. The pellet filling of the inner regions of the core were treated heterogeneously in slab
geometry, the outer regions homogeneously. Then, the neutron and adjoint fluxes were calculated with
CITATION (R,Z-geometry) for the critical condition. Finally, perturbation theory calculations were
carried out with PERKY (mapping version), providing total and partial reactivity contributions for all
reaction types and energy groups. The calculated CRW's were then compared with the extrapolated
(infinitely dilute) experimental specific reactivity of the sample material by C/E-ratios.

In order to avoid the determination of the normalization integral of the reactor, the C/E-values
were normalized to a reference material, preferably a standard. In most cases boron-10 was used for this.
In SEG-6 the scattering effect is dominant; therefore, hydrogen (graphite in the European scheme) was
preferred as the reference material. C/E-values were determined for more than 85 materials under
investigation at SEG and STEK.

4. Results
Five STEK and five SEG configurations have been analyzed. The calculated maps of reactivity

contributions in energy groups can be used to find the main contributions to the total reactivity, in order
to locate possible sources of discrepancies in C/E-values.

The C/E-values obtained for STEK are compiled in Table 1. A corresponding table of STEK
results obtained with the European scheme is given in [3]. A good agreement was found for standards
and for most of the strong absorbers. However, for many weak absorbers more discrepancies were found
with an obvious tendency towards a systematic underestimation. This trend was also found in former
analyses of STEK [6]. This can be explained by compensating effects of the negative capture and
scattering contributions (negative and positive!), due to the dependence of the adjoint spectrum on
neutron energy. In fact, the scattering effect is calculated larger by the JNC route than with the
European scheme, especially the contribution of the inelastic scattering. For important reactor
materials , clear discrepancies were found for Mo-98, Mo-100, Tc-99, Ag-109, Cs-133, Sm-151, Pb, and
Pu-240 in nearly all STEK configurations. The 22 most important FP nuclides for fast reactor
calculation [7], contributing about 85% to the total reactivity effect of all FP nuclides, are given in the
comment column in Table 1.

C/E-values for two typical SEG facilities are compiled in Tables 2 and 3. The results of the JNC
route are compared with those of the European scheme [2] and a crisscross use of JEF-2.2 also with the
JNC route. The C/E-values for SEG-5 show clear discrepancies for the capture data of Mn, Zr, Mo-95,
and Ag-109 (for JENDL-3.2), and of Cd, Mo-95, and Sm-149 (for JEF-2.2). The scattering data of
JENDL-3.2 should be checked for Cd, Pb, and Be (Table for SEG-6/45). A significant underestimation
was found for Mo-100 in SEG-7A. This can be explained only by inaccurate scattering data.

5. Conclusions
The C/E-values show that uncertainties in JENDL-3.2 (and likewise in JEF-2.2) still exist,

especially for structural materials and weak absorbers. Of course, the information is integral; precise
corrections should be obtained from adjustment studies.

The certainty of integral tests is limited by the experimental error and by the fact that the
calculation must be performed in a few steps. When using different input libraries, codes in the routes,
self-shielding treatment, and likewise a different energy group structure, it is difficult to locate exactly
the source of the differences and deviations in the C/E-values. Concerning data interpretation, an
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additional use of group averaged transmissions has proved useful and could complement integral tests to
overcome their specific disadvantages [8].

Integral tests using sample reactivity measurements are not recommendable for materials with a
very small reactivity or with large compensating effects. The collapsing from 70 to 18 or 7 energy
groups is not recommendable for facilities with soft neutron spectra because of the very broad 18th or 7th

energy group (from 10 5 up to 100.3 eV). Differences were found between the results in 70 and the
results in 18 energy groups [9].

The analyses of this work could easily be repeated for the validation of JENDL-3.3.
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Table 1 :
C/E-values of the infinitely dilute sample reactivity of materials under investigation in STEK facilities
obtained with the JNC route JENDL-3.2 // SLAROM / CITATION / PERKY. The C/E-values are
normalized to the C/E-value of boron-10. The 22 most important FP nuclides for fast reactor calculation
are marked. The errors are estimated and based on the experimental (statistical) errors [10] and an
additional error due to the normalization.

no measurement (or CRW) was found in reports.
x measured reactivity or the infinitely dilute values are very small or near zero
! Discrepancies are highlighted ( ? - questionable )

MAT
B-10

H
C
O
A)
Si
Cl
V
Cr
Fe

Zr-90
Zr-91
Zr-93
Zr-%
Nb
Mo

Mo-92
Mo-94
Mo-95
Mo-96
Mo-97
Mo-98

Mo-100
Tc-99

Ru-101
Ru-I02
Ru-104
Rh-103
Pd-104
Pd-105
Pd-106
Pd-107
Pd-108
Pd-110
Ag-109
Cd-111
Te-128
Te-130
1-127
1-129

Cs-133
Cs-135
La-139

STEK-4000
1.00 ±4%
1.01 ±7%
1.03 ± 5 %
0.91 ±20%
1.05 ±6%
0.87 ±6%
1.09 ±9%

X

X

X

0.58 ±29%
1.51 ±13%
032 ±43%
2.20 ±28%
1.05 ± 8 %
1.02 ± 8 %
1.08 ±48%

X

0.80 ±12%
1.04 ±36%
0.77 ±16%
2J3 ±12%
1.87 ±15%
0.84 ±11%
1.16 ±12%
0.67 ±27%
1.09 ±38%
0.95 ± 8%
1 JO ±45%
0.88 ±10%
1.59 ±16%
0.93 ± 9%
0.97 ±23%
1.05 ±36%
0.78 ±11%
0.95 ±24%

X

X

0.73 ±11%
0.86 ±28%
0.65 ±10%

X

1.17 ±8%

STEK-3000
1.00 + 5%
0.96 ± 6%
0.93 ± 6%
0.96 ± 7%
0.97 ± 8%

0.77 ±13%
1.13 ±9%
0.54 ±8%
0.41 ± 7%
0J8 ±10%
0.78 ±28%
1.37±15%
0.40 ±59%

X

1.06 ±10%
0.98 ± 9%
1.01 ±61%
0.66 ±49%
0.81 ±14%
0.91 ±57%
0.79 ±15%
1.69 ±20%
1.75 ±27%
0.66 ±12%
0.99 ±13%
1.05 ±20%
1.09 ±32%
0.97 ± 9%
1.46 ±44%
0.85 ±12%
1.47 ±17%
0.92 ±10%
0.81 ±17%

X

0.55 ±13%
1.10 ±25%

X

X

0.82 ±17%
0.88 ±29%
0.58 ±13%
0.43 ±70%
1.35 ±55%

STEK-2000
1.00 ±4%
0.97 ± 6%
0.94 ± 8%
0.93 ± 6%
0.99 ± 8%
0.78 ±12%
1.32 ±12%
0.59 ± 8%
0.47 ± 9%
0.50 ± 8%
0.71 ±28%
1.43 ±15%
0.37 ±54%
2.36 ±79%
1.08±9%
1.04 ±12%
0.97 ±54%
0.85 ±37%
0.87 ±14%
0.96 ±50%
0.93 ±12%
2.14 ±23%

X

0.69 ±15%
1.03 ±13%
1.10 ±19%
1.23 ±39%
0.93 ± 9%
1.55 ±47%
0.96 ±10%
1.44 ±15%
1.07 ±11%
0.95 ±22%
0.89 ±86%
0.84 ±15%
1.07 ±22%

X

0.79 ±44%
0.92 ±14%
0.93 ±28%
0.70 ± 9%
0.61 ±84%

X

STEK-1000
1.00 ±4%
1.00 ±5%
0.96 ± 6%
0.96 ± 5%
1.06 ± 5 %
0.84 ± 6%
1.53 ±13%
0.73 ± 8%
0.56 ±8%
0.70 ± 7%
0.75 ±24%
1.22 ±22%
0.28 ±57%
1.13 ±63%
1.06 ±7%
0.99 ±10%
0.66 ±53%
1.62 ±70%
0.88 ±13%
1.17 ±51%
0.97 ± 9%

X

X

0.72 ±17%
0.98 ±14%
1.43 ±23%
1.84 ±36%
0.92 ± 7%
1.40 ±52%
1.03 ± 9 %

1.40 ±19%
1.11 ±11%
1.39 ±42%
0.59 ±40%
0.72 ±19%
0.89 ±21%

X

1.02 ±39%
0.87 ±16%
1.08 ±21%
0.80 ±8%
0.71 ±85%

X

STEK-500
1.00 ±4%
0.98 ± 6%
0.94 ± 6%
1.01 ±6%
1.07 ±7%

-
1.11 ±14%

-
-

0.86 ± 6%
0.89 ±21%
1.24 ±68%
0.35 ±44%
0.86 ±29%
1.01 ±6%
0.98 ±11%

X

0.37 ±60%
0.82 ±16%

X

0.99 ±13%
X

X

0.88 ±8%
1.04 ±11%
1.95 ±61%
1.24 ±38%
0.90 ±11%
1.58 ±84%
0.99 ± 9%
1.43 ±29%
1.04 ±9%
1.17 ±39%

X

0.76 ±14%
0.95 ±22%
0.54 ±28%

X

0.81 ±20%
1.12 ±26%
0.71 ±12%
0.23 ±84%
0.81 ±53%

Comment
Normalization
Standard
Standard

;

Small effect,!
Small effect,!
Small effect,!
Small effect,!
;
;
Small effect
Absorber
Absorber

Small effect
Important FP, ?
Small effect
Important FP
Important FP,!
Important FP,!
Important FP,!
Important FP
Important FP, ?
Important FP
Important FP

Important FP
;
Important FP
Important FP

Important FP,!

Small effect, !
Small effect

Important FP
Important FP,!
Large err., ?
Small effect

continued

- 81 -



JAERI-Conf 2001-006

Ce-140
Ce-142
Pr-141
Nd-142
Nd-143
Nd-144
Nd-145
Nd-146
Nd-148
Nd-150
Pm-147
Sm-147
Sm-148
Sm-149
Sm-150
Sm-151
Sm-152
Sm-154
Eu-151
Eu-153
Gd-156
Gd-157
Tb-159

Hf
W
Pb

Th-232
U-235
U-236
U-238
Pu-239
Pu-240

1.54 ±64%
X

0.99 ±19%
X

0.66 ±18%
0.36 ±37%
0.47 ±25%
0.82 ±37%
0.76 ±23%
0.75 ±33%
0.78 ±19%
0.86 ±15%
0.49 ±25%
1.25 ±14%
0.86 ±19%
0.46 ±60%
0.80 ±25%
0.77 ±27%
0.84 ±14%
0.92 ±11%
1.69 ±18%
3.19 ± 8 %
0.96 ± 6%
1.27 ±11%
0.69 ±13%
1.67 ±7%
1.64 ± 7%
1.09 ±6%
1.27 ±12%
0.87 ±15%
1.13 ± 8 %
1.62 ±20%

0.55 ±54%
0.44 ±65%
1.06 ±25%
0.76 ±69%
0.84 ±25%
0.58 ±45%
0.58 ±28%
0.87 ±72%
0.79 ±24%
0.92 ±49%
0.65 ±24%
0.87 ±24%
0.59 ±52%
0.89 ±15%
0.75 ±25%
0.42 ±54%
0.69 ±39%
0.85 ±38%
0.72 ±17%
0.94 ±16%
1.89 ±28%
1.41 ±11%
0.92 ±13%
1.00 ±18%

-
1.98 ± 9%

-
0.98 ± 7%

-
0.90 ±20%
0.94 ± 8%
1.65 ±45%

0.68 ±39%
0.27 ±25%
0.87 ±21%
0.98 ±47%
0.86 ±25%
0.92 ±54%
0.71 ±22%
1.58 ±84%
0.92 ±18%
1.30 ±25%
0.76 ±21%
1.11 ±24%
0.90 ±33%
0.87 ±14%
0.77 ±21%
0.44 ±51%
0.75 ±27%
0.99 ±32%
0.80 ±16%
1.02 ±14%
1.43 ±25%
1.24 ±12%
1.01 ±7%
0.99 ±14%
0.90 ±15%
1.53 ±13%

-
0.96 ± 6%

-
1.11 ±22%
0.96 ± 7%
1.28 ±53%

0.98 ±24%
0.36 ±19%
1.49 ±29%
0.73 ±40%
0.99 ±14%
0.85 ±44%
0.87 ±18%

X

1.13 ±19%
1.69 ±23%
0.86 ±15%
0.95 ±12%
1.23 ±36%
0.88 ±13%
0.81 ±22%
0.50 ±53%
0.78 ±26%
1.00 ±28%
0.86 ±12%
0.99 ±12%
0.98 ±27%
0.99 ±14%
1.08 ±8%
0.98 ±11%
0.87 ±12%
1.55 ± 7%
1.32 ±10%
1.00 ±5%

0.81 ±29%
1.41 ±24%
1.01 ±8%

X

0.49 ±45%
0.33 ±17%
0.80 ±38%
0.93 ±54%
0.88 ±24%

X

0.90 ±22%
X

X

X

0.89 ±12%
0.96 ±14%
1.54 ±84%
1.05 ±10%
0.89 ±21%
0.55 ±55%
0.92 ±37%
0.84 ±46%
0.81 ±17%
0.98 ±13%
1.17 ±63%
1.23 ±21%
1.10 ±12%
1.02 ±13%
0.80 ±24%
1.72 ±6%

-
1.01 ± 5 %

-
X

1.03 ± 7 %
-

Small effect
;
Important FP
Small effect
Important FP

Important FP
Small effect

Important FP

Important FP

Important FP,!

From Eu-nat
Important FP
7
?

Absorber
Absorber, ?
Small effect,!
;
Standard

Large err., ?

Table 2 :
C/E-values of SEG-5 normalized to the C/E-value of boron-10. The capture effect is dominant. Very
discrepant results are highlighted.

Sample
Material

B-lOss
Ta

U-235
Mo
Mn
Cd
Nb
Cu
Zr
W
Fe
Cr
Ni
Co

C/E-values
JNC route 70g

JENDL-3.2/JNC codes
1.000
0.956
1.138
1.031
0.658
1.070
1.072
1.174
1.302
0.918
1.342
1.037
1.237
1.032

C/E-values
Cross-wise use 70g
JEF-2.2/JNC codes

1.000
0.933
1.124
0.984
0.942
1.214
.048
.214
.085
.019
.232
.095
.185
.076

C/E-values
European scheme 33g

JEF-2.2/ECCO/ERANOS
1.000
0.956
1.084
0.964
0.952
1.215
1.022
1.119
1.032
1.085
1.084
1.032
1.073
0.992

Error
(%)

2
7
10
10
7
9
9
14
13
8
11
10
10
10

continued
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B-10 fp
Mo-95
Mo-97
Mo-98
Mo-100
Rh-103
Pd-105
Ag-109
Cs-133
Nd-143
Nd-145
Sm-149
Eu-153

1.000
1.185
0.980
1.035
0.996
0.899
1.117
0.886
0.909
0.882
1.020
1.023
1.059

1.000
1.194
0.994
1.039
0.923
0.914
1.077
0.926
0.912
0.897
1.018
1.121
1.068

1.000
1.133
0.954
1.061
0.888
0.901
1.064
0.929
0.926
0.896
1.066
1.191
1.091

2
10
10
15
16
7
7
8
13
9
9
9
10

Table 3 :
C/E-values of SEG-6/45 normalized to the C/E-value of hydrogen or carbon. The scattering effect is
dominant. Very discrepant results are highlighted.

Sample
Material

H
C

B-10
Mo
Fe
Cr
Ni
Al
Zr
Ti
Cd
Pb
Bi
Mg
Be
W
Cu
Au
Mn
Ta
V
Si

Nb
Co

U-235
U-238
Th-232

C/E-values
JNC route 70g

JENDL-3.2/JNC codes
1.000
0.918
0.823
0.935
0.925
0.887
0.986
1.109
0.918
0.911
0.802
1.166
0.911
1.082
1.186
0.926
1.046

0.896
0.874
0.934
0.893
0.943
1.119
0.898
0.906
0.858

C/E-values
Cross-wise 70g

JEF-2.2/JNC codes
1.000
0.959
0.821
0.898
0.952
0.977
1.096
1.202
0.859
0.881
1.026
0.883
0.986
1.014
1.138
0.912
1.063
0.919
1.045
0.834
1.034
1.049
0.900
1.184
0.907
0.881
0.832

C/E-values
European scheme 33g

JEF-2.2/ECCO/ERANOS
1.071
1.000
0.896
0.913
0.916
0.915
1.133
1.032
0.860
0.921
1.105
0.913
1.016
1.094
1.323
0.942
1.095
0.963
1.076
0.895
1.016
1.207
0.955
1.241
0.978
0.923
0.865

Error
(%)

5
8
12
7
7
7
9
8
8
8
7
12
12
13
7
9
8
9
8
7
9
11
8
8
7
12
9
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WHAT WE LEARN FROM THE NUCLEAR
DATA IN OKLO NATURAL REACTOR

Akira Iwamoto
Dep. Materials Science, Japan Atomic Energy Research Institute

Tokai-mura, Naka-gun, Ibaraki-ken 319-1195
e-mail:iwamoto@hadron01.tokai.jaeri.go.jp

collaborators
Y. Fujii(Nihon Fukushi U.), T. Fukahori(JAERI), T. Ohnuki(JAERI), M.

Nakagawa(JAERI), H. Hidaka(Hiroshima U.), Y. Ohura(Tokyo Metropolitan U.),
P.Moller(LANL)

We reexamined the constraint for the time variation of the coupling constant of the fun-
damental interaction by studying the isotropic abundance of Sm observed at Oklo natural
reactor. Using the most modern and reliable data, together with the study of the isotropic
abundance of Gd, we found that the original finding of Shlyakhter is essentially correct,
that is, the Oklo data provides us the most stringent limit for the time variation compared
with any other methods.

1 Large Number Hypothesis of Paul Dirac

In 1938, Paul Dirac [1] discussed that gravitational and electromagnetic coupling constants
G k. a might not be constants. He suggested that they might evolve as the evolution of
our universe. The underlying idea is the followings: The ratio of the gravitational and
electromagnetic forces for a pair of protons are written with the electric charge e and the
mass of the proton m,

Gm2/e2/4ne0 = ~ 10"37. (1)

The discussion of Paul Dirac was that the appearance of such large ratio of fundamental
interactions is unnatural, at least at the beginning of our universe where everything should
be symmetric. If it was the case, the large ratio observed presently is caused by the change
of coupling constant according to the time.

The lifetime of our universe to is about 10loyears, whereas the characteristic time of
proton is given by To = ft/me2 ~ 10~24s. Thus we get a large ratio of two time scale,

*o/r0 ~ 3 x 1041 (2)

We can observe the similarity of factors appearing in Eqs.(l) and (2)!! It means that if the
gravitational constant G changes inversely proportional to time as

G(t) ~ l/t, (3)

at time t = TQ, the ratio of gravitational and electromagnetic forces is almost unity if all
other constants are real constants.

On the other hand, in modern quantum gravitational theories which unify the funda-
mental interactions at the Planck energy scale 1019 GeV, it is expected G, a and m are
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t-dependent. They are related to the dynamics of scalar field, the features of it is not
clarified yet.

Several experimental efforts have been done to check the constancy of G and other
constants to check the hypothesis. Among them, the upper limit of the change of G obtained
from Viking Project [2] is given as

\G/G\ < (0.2 ± 0.4) x l O ^ V 1 . • (4)

For the time change of a, F. Dyson obtained from the ratio of long-life isotope 187Re and
its daughter 187Os [3] as

\a/a\<3 x lO-^y"1- (5)

From Comparison of Atomic Clocks, A. Godone et al. obtained [4]

d/a |<3 x lO-^y"1- (6)

From the spectra of quasar (QSO), J.K. Webb et al. obtained the following results [5],

|d/a|<5 x HT^y"1- (7)

For strong interaction coupling constant as = g2/hc, A.I. Shlyakhter used the nuclear data
from Oklo natural reactor to give [6]

|d. /o, |<5xlO-1 9y"1 . (8)

which gives apparently far more stringent upper limit than those obtained by other methods
for the time-change of the coupling constant.

As we will see later, the change of as and a are interchangeable and if we assume that
the strong interaction is constant, we can replace as in EQ(8) by a .

2 Oklo Natural Reactor

The reason why the natural reactor was possible 2 billion years ago is given by the following
data. The essential fact is that the half life of 235U is smaller than that of 238U.

235 u 238 u

Nat. Abund. (Present) 0.720% 99.27%
Half Life 7x 108years 4.5x 109years

Nat. Abund. (2 xlO9 years ago) 3.7% 96.3%

Based on these facts, K. Kuroda first predicted [7] that with the presence of some
amount of water, the vein of uranium could undergo a chin reaction spontaneously. In
1972, the uranium slightly depleted in 235U was detected at French uranium-enrichment
plant. It was traced and found out that at Oklo in Gabon Republic, uranium with 235U
abundance of 0.4% - 0.5% was mined. It is well proved now that in 2 billion years ago,
the reactors were operating in Oklo area (Oklo, Oklobondo, Bagombe). In spite of serious
efforts to find the natural reactors in other area, no evidence was found up to now.
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3 Isotope Ratio of Sm and Gd in Oklo Area and the Change
of Strong Interaction Constant

Four years after the discovery of Oklo, A.I.Shlyakhter published a paper [6] in which he
obtained the value given in Eq.(8) from the isotope ratio of Sm isotopes in Oklo. This value
is at least 3 orders of magnitude more accurate than any other modern experiments!!!

Now we will trace the method with which A.I. Shlyakhter obtained such precise result
from the nuclear data of Oklo. The typical data for Sm isotopes is given by the followings:

1st res.(eV)
2nd res.(eV)
3rd res.(eV)
half-life(yr)

1475m
3.397
18.30
27.1

U8Sm
140.4
288.8
422.6

1.06 xlO11 7 xlO15

Another data of our interest are
U7Sm(%)

nat. abund. 15.1
235 U ther. FP 1.52
235U cum. FP 2.25

The resonance parameters i

xlO~12

148Sm(%)
11.3
1.96 xlO-10

1 19 Y ! O~"8±.±%j A. x\J

for the lowest resonance

Eo

rn
r7
Ttot
s
I
J

90

97.3 meV
0.533 meV
60.5 meV
60.8 meV
1/2 h
7/2 h
Ah
9/16

1495m
0.0973
0.872
4.95
stable

13.9
1.11 xlO"
1.07

for 149Sm

1505m

stable

) 15O5m(%)
7.4

-8

Q C^ v 1 A -«3.O 1 X 1U

+ neutron sys

(9)

Under the neutron flux of operating Oklo reactor, the 149Sm quickly tuned to 150Sm by
capturing neutron, but 148Sm is stable. (147Sm slowly turns to 148Sm.) Isotope ratio of Sm
are given by

(U7Sm +148 Sm)/U9Sm = (15.1 + 11.3)/13.9 = 1.889
= (55.34 + 2.79)/0.5546 = 104.81
= (2.25 + 0.0)/1.07 =2.103

natural abundance
far Oklo SF8A - 1469
far 235(7 cumulative
thermal fission products

A value in Oklo reactor core given in the middle line of above equation differs remarkably
from the values of the top and bottom lines. This Oklo value is a typical example of the
isotope composition in the reactor core. If we know the value of the neutron fluence and its
spectra, we can calculate the theoretical value of the ratio given in the middle line of Eq.(10)
by using the neutron capture cross section a^g for 149Sm. The theoretical estimation thus
depends on the cross section CT149. Conversely, if we use the experimental value of the
middle line of Eq.(10) as a given quantity, we can estimate the cross section CT149 at two
billion years ago. This estimated cross section is directly related to the position of the
neutron capture resonance level. If this position differs from the one observed presently,
we can estimate the change of the coupling constant between present one and that of two
billion years ago by the consideration given in the following sections.
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4 Neutron Capture Cross Section

We assume Bright-Wigner one-level formula for 149Sm,

rnr7_ g0xh r n r 7

2mE (E - EQY + (rn + T7)2/4' K '

where EQ is the resonance energy. The statistical weight go is written in terms of spin s of
neutron, / of target and J of compound nucleus as

/o i i \(OT -4- 1 ̂  /

Fn is written as

rn = | ^ f , (is)
where A; is the wave number of neutron in the laboratory frame given by

k = ̂ T, (14)

and K is the wave number inside the target nucleus, uj represents centrifugal and Coulomb
effects for emitted particle and D is the level spacing of the compound level. For / = 0
neutron, eq.(13) is reduced as,

r - - -

On the other hand, the normalized flux $jy for Maxwell-Boltzmann distribution is given
by

T2

where integration with respect to E yields unity.
Thermally averaged neutron capture cross section S is written as

£ = f dEa$N, (17)
Jo

which is expressed from eqs.(ll),(15) and (16)as

~ 2kD I\

where

rtot = rn + r7. (19)

5 Relation between Isotope Ratio of Oklo and Capture Cross
Section

Assuming constant neutron flux <fi during the operation of Oklo reactor (we can generalize
this assumption easily to the time-dependent flux, but for simplicity we use this assumption.
The calculated results are independent of this assumption),

iV235 = iV2°35e-^^, (20)
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where ./V235 is the number of Uranium at time t, N^ is its value at time t=0 (the starting
time of the operation of Oklo reactor) and aa is the thermally averaged total neutron
capture cross section of 2 3 5[/ , somewhat different from the thermally averaged neutron
capture fission cross section OJ. The difference comes from the effect of restitution, that is,
some portion of the neutron captured by 23SU produces 235£/ by double beta decay followed
by alpha decay. Here we assumed that

<V0 » A235, (21)

where A235 is the spontaneous fission decay constant of 235U. We define the number of
ulSm, usSm and U9Sm by AT147, JV148 and ./V149. U7Sm slowly absorbs neutron and
turns to 148Sm but 148Sm does not absorb neutron.

The equations for ./V149, NUJ and iVi48 are written as

<TH94U9+ N°35exp(-aa<j>t)af<f>Y1A9

crU7</>NU7+ N$35exp(-aa<t>t)af4>YU7 (22)
fN+ N$35exp(-(Ta<t>t)af(f>Yus

where Y149, YUJ and Yu$ are the fission yield of 149Sm, 147Sm and 148Sm. The quantity
CT149 stands for the thermally averaged neutron capture cross section of 1495m, which form
is given by Eq.(18) and CT147 stands for the thermally averagedneutron capture cross section
of 1475m, which form is completely different from Eq.(18) because this nucleus has no low
lying resonance level.

To solve Eq.(22) for ./V149, JV147 and Nug, we need to know the fluence (f>, the cross
section aa and temperature of neutron flux. These quantities are obtained from the Oklo
data for each reactor core as explained in [8]. Using these quantities, we can calculate the
ratio between 149Sm and (147Sm + 148Sm). By comparing this calculated value with the
observed value of each Oklo reactor core, we deduce the value of #149 at two billion years
ago. What we need finally is to compare this value with the present data. A possible
difference of this cross section at two billion years ago and the one at present tells us a
possible change of the resonance position which is located at 97.3meV presently as is shown
in Eq(9).

6 Change of Fundamental Constant from Oklo Data

We reexamined the Shlyakhter's effort to constrain the time variability of the coupling
constants of the fundamental interaction by studying the anomalous isotope ratio in Oklo
natural reactor. What's new in our approach are the use of newly obtained data, which
are relatively free from contamination, careful treatment of the temperature effect, use of
Gd data to confirm the conclusion, and generalized equations which include the effect of
flow-in and others. As target reactor cores, we chose 5 samples from two reactor zones [9].
These are newly obtained data taken from deep underground. This new data are thought
to be less contaminated than those obtained previously.

According to the method given in the previous sections, we can calculate the possible
shift of the neutron capture resonance level. From the detailed analysis [8], we obtained
the following value from the analysis of Sm isotopes,

A£b = 9±llmeV, (23)

where AEo stands for the shift of the lowest resonance energy of 149Sm. To obtained this
value, we took the most reliable estimate of the neutron temperature of T=200-400 C. We
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performed the same kind of analysis for the Gd isotope data for the same samples. In case
of Gd, the results are very sensitive to the small contamination which is caused by the
flow-in. Detailed analysis, however, tells us that the resonance sift of Eq.(23) is consistent
with the Gd data [8].

Next, we need to relate this resonance shift to the possible change of the fundamental
constant. For this, we assumed the relation

AEQ/M = Aas/aa (24)

where M stands for the mass scale corresponding to the resonance level. For the choice
of this mass scale, Schlyakhter chose [6] the depth of the nuclear one-body potential of
about 50 MeV. Damor and Dyson [10] chose it as about lMeV from the consideration of
the isotope shift data. If we choose it as 50MeV, we obtain

\da/as\<2 x 10-19y-\ (25)

and if we choose it as lMeV, we obtain

\ds/a,\<l x lO-^y"1- (26)

We see that the original conclusion of Shlyakhter [6] is essentially the same as our result
Eq.(25). Such a good coincidence shouldn't be taken so seriously because the original
Shlyakhter's analysis is much simpler than ours and the original Oklo data he used is cited
nowhere, which is definitely not so good as ours. Nevertheless, the essential finding of
Shlyakhter that the Oklo data tells us the most stringent upper limit of the time variation
of the fundamental interactions was correct. We like to add finally that the time variation
of the electromagnetic coupling constant, if we assume that the strong interaction coupling
constant is fixed, has the same values as are given by Eq.(25) and Eq.(26).
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Abstract

We make a new formulation of the QMD approach, which can give correct mean-square
radii for initial nuclei. Then the reaction cross-sections are calculated with various energy
region. We succeed to reproduce experimental data even below 100 MeV/u nicely.

The measurament of the innteraction cross-section (a/) at relativistic energy must be a
good tool to to determine radii of anormalous nuclei as well as normal nuclei. By combining
this measurament with the Glauber calculation, furthermore, we will get information of
density-distribution of anormalous nuclei, such as halo and skin structures. This method is,
however, satisfied only for collisions above several hundred MeV/u, where the elementary
NN cross-section does not have strong energy-dependence, and the trajectory of a projectile
nucleus is well approximate to be straight.

On the other hand we need to make theoretical analysis of experimental results with
the beam energy below 100 MeV/u, where a lot of data is available from RIKEN. In this
calculation we must consider effects of energy-dependence of the NN cross-section and curved
trajectory of initial nuclei in reaction around 50-100 MeV/u energy region.

Recently we developed a framework of QMD [1] plus statistical decay model (SDM) [2],
and applied systematically this QMD + SDM to nucleon- (N-) induced reactions. It was
shown [2] that this framework could reproduce quite well the measured double-differential
cross-sections of (N,xN') type reactions from 100 MeV to 3 GeV incident energies in a sys-
tematic way. In the subsequent papers [3, 4], we gave detailed analysis of the pre-equilibrium
(p,xp') and (p,xn) reactions in terms of the QMD in the energy region of 100 to 200 MeV.
In these analysis, a single set of parameters was used, and no readjustment was attempted.

In this work we make initial nulcei with correct root-mean-square radii while one has
not carefully treated them, and examine reaction cross-sections with the QMD approach in
several kinds of energy region.

Now we briefly explain our formulation.
In the QMD, each nucleon state is represented by a Gaussian wave-function of width L,

where R, and Pi are the centers of position and momentum of t-th nucleon, respectively.
The total wave-function is assumed to be a direct product of these wave-functions. Thus the

- 90 -



JAERI-Conf 2001-006

one-body distribution function is obtained by the Wigner transform of the wave-function,

r ' P ) ' (2)

/t(r,p) =
(r-R,)2 2L(p-Pi)

2"
2L h2 J '

The equation of motion of Hi and P; is given by the Newtonian equation

(3)

and the stochastic N-N collision term. Hamiltonian H consists of the kinetic energy and the
energy of the two-body effective interaction.

The Hamiltonian is separated into several parts as follows.

HQMD =T + Vpauii + Viocal + VldD + ^Coulomb

where T, Vpauu, V\oca\ and VMD are the kinetic energy, the Pauli potential, the local (momentum-
independent) potential and the momentum-dependent potential parts, respectively.

The Pauli potential [5, 6, 7, 8] is introduced for the sake of simulating the Fermionic
property in a semiclassical way. This phenomenological potential prohibits nucleons of the
same spin o and isospin r from coming close to each other in the phase space. Here we
employ the Gaussian form of the Pauli potential [6] as

\q0P0J
exp

- R,)2

For the convenience of the explanation we separate the local potential part into the
Coulomb force, the Skyrme type force with the symmetry terms and the Gaussian force.

Viocal = VSky + Vsym + FG (7)

The Vsky and the Vsym describe the zero range nuclear force whose detailed form is given

as

( 1 — 2 | c - — c\) p- • ( 8 )

with

= E(47rL)-3/2exp[-(Rt-Ri)
2/4L], (9)

To describe the nnie range nuclear interaction the Yukawa force is often used, but it
consumes a rather long CPU time. Instead of that we take the Gaussian force VG as

^ 9 . > (10)
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Table 1: Effective interaction parameter set
a (MeV)
P (MeV)

r

aG (MeV)
Cs (MeV)

Cix' (MeV)
d x ' (MeV)
/zi (MeV)

H2 (MeV)
L (fm2)
L3 (fm2)

go (fm)
po (MeV)
Cp (MeV)

-1.00
188.42.

1.33333
-107.52
-258.54

-258.54

375.6
2.35
0.4
1.2

2.0
2.0

100.0
53.5

with

< 9i > = E 9H•< = E fd3rd3r> « « (47r7ff)-
3/2exP [-(r - r'f/47g] Pj(r>)

(ii)

where
L3 = 2L + 7g (12)

The momentum-dependent term is introduced as a Fock term of the Yukawa-type interac-
tion. We divide this interaction into two ranges so as to fit the effective mass and the energy
dependence of the real part of the optical potential [11]:

In the above expression we have forteen parameters l^goj^O) a>fi>T>ag>Cs>
and the Gaussian width L and Lff. We parametrzie their values to reproduce properties of the
ground state and the energy-dependence of the empirical proton-nucleus optical potential; in
Table 1 we give a parameter-set

In our method we do not define the ground state of nuclei as a energy minimum state of
the system, while in a usual method they get the initial distribution by searching the energy
minimum state with the frictional cooling method [5]. The other parameters are determined
to reproduce properties of finite nuclei as follows. To get the initial nuclear distribution we
first distribute the particles randomly in phase space and cool down the system according to
the damping equation of motion until the energy reaches the experimental value. Then we
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examine its stability by evaluating equations of motion for initial nucleons until 500 fm/c.
We determine the parameters of the mean-fields to root-mean-square radii of various nuclei,
which are calculated by averaging events and several time steps, when the binding energies
agree with the experimental value. Here the Pauli potential is determined to give a averaged
kinetic energy 25 MeV for 40Ca.

Fig. 1 shows calculation results of time-averaging root-mean-square radii of several nuclei,
whose binding energies are given as experimental data.

Root-Mean-Square Radii

I4
A

v 2

0

1

-

1

1 1 1 1 1 1 1 ]

•

I i I i i i i 1 1 I I I

1 1 1 1 1

i

—o
•

1 1 1 1 1

- QMD

Exp

i

i

-

1

102

Fig. 1: Time averaging root-mean-square radius of ground state nuclei. Open circles show the
results of QMD and the full squares indicate expermental results.

In Fig. 2 we show the time-dependence of the root-mean-square radii in one event. We
can see that the fluctuation is not so large in the time evolution.

time dependence of nuclear radii

5

4

Q
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i 1 i 1 i
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- - .
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I

-

-

-

0 300100 200
time (fm/c)

Fig. 2: Time dependence of roofc-mean-square radii of 12C (dashed line), 40Ca (solid line), 92Zr

(solid line).
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As a next step we calculate energy-dependence of reaction cross-sections in the QMD
approach. We define a reaction event where one NN collision occures, and evaluate the
reaction cross-section by summing reaction probabilities for all impact-parameters.

For the collision judgment including the Gaussian width we use the possibility given by
the following equation

( x - R J ) 2 + ( y - R , )1
tPxtPyOibrdi - |xT - yT |} exp - -

(2TTL)3 J "' l ~ ' "" '""* •"" ~"r | 2L

where 6 is the step function, and bcoii is given from the total NN cross-section as

Koii

(14)

(15)

with the NN collision cross-section o? experimentally observed.
In Fig. 3 we draw target-mass-number dependence of reaction cross-sections for the carbon

beam at 83 MeV/u and 300 MeV/u. We can see that the QMD approach nicely reproduce
exerimental results [9] even below 100 MeV/u. Then we can conclude that our approach is
effective for the present purpose.

Reaction Cross-Section

2000

1000

n

-
c

-

-

1 I ' I
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—•— P62

£ Exp.

i I

1
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.Q
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1

+ A

1
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10 20 30 40
I , A2/3\2
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Fig. 3: Target-mass dependence of the reaction cross-sections of collisions with the carbon beam
at the incident energies 300 MeV/u (upper column) and 83 MeV/u (lower column). Experimental
data (squares) are taken from Ref. [9].

In summary we make a new QMD formulation to give correct root-mean-square radii
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for stable nuclei, anc calculate the reaction cross-sections in several energy region. We well
succeed to reproduce experimental data up to about 80 MeV. Now we are testing reactions
with isotope beams. After that we will extend this approach to control initial distribution
and to determine the radii of exotic nuclei.
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Various conversion coefficients have been used in external and internal dosimetry in
radiation protection practices. Radiation doses in the human body cannot be directly
measured in general situation and the conversion coefficient has been used to correlate the
human body dose with physical quantities such as radioactivity, particle fluence and other
dosimetric quantities to be used to describe the radiation field. Fluence-to-organ dose
conversion coefficients have been calculated using Monte Carlo radiation transport codes in
conjunction with an anthropomorphic mathematical phantom. Neutron and photon
interaction cross-section libraries are indispensable for these calculations. ICRP Publication
74 gives tables of conversion coefficients for estimation of organ doses and effective dose for
photons, neutrons and electrons. Based on these results, shielding calculation parameters
have been prepared for simple and easy dose estimation in radiation facilities. Dose factors,
organ doses and effective dose per unit intake of radionuclide, have been also calculated for
internal dosimetry purpose. ICRP Publications 68 and 72 give tables of dose factors for a
variety of radionuclides. Revision of radiation data library has been made to reflect updated
information on radionuclides to internal dosimetry.

1. Introduction
The Medical Use Group on Atomic, Molecular and Nuclear Data, one of standing

groups of the Japanese Nuclear Data Committee, has been studying various data necessary for
medical diagnosis and treatment, and radiation protection. The Group's mission is to
investigate needs coming from doctors, medical physicists and health physicists, and to
convey them to developers and editors of nuclear data. The present paper describes one of
the Group's activities focusing on radiation protection aspect of nuclear data.

2. Radiation Exposure and Dose Assessment
The dose assessment is one of the most important practices of radiation protection in

reactor, accelerator and radionuclide-handling facilities. Radiation exposures are caused by
radiations coming from the outside of the body and radiations originated from radionuclides
taken into the body. Since it is practically impossible to measure directly the doses to the
human body, the doses should be assessed using measurable quantities such as radioactivity
taken into the body and radiation fluence incident on the body. Dose conversion coefficients
play a very important role to transform these measurable quantities to a human dose, not
measurable quantity. The conversion coefficients are usually estimated by numerical
simulation using a radiation transport program and a mathematical human model. In the
transport simulation, nuclear data such as interaction cross-section should be provided.
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A set of dosimetric quantities used in radiation protection is defined by the International
Commission on Radiological Protection (ICRP) in its Publication 60[l]. One of two basic
quantities representing the human tissue or organ dose due to radiation R is the equivalent
dose Hj, the absorbed dose £>T,R multiplied by the radiation weighting factor WR given by
ICRP. The other is the effective dose E, a summation of the equivalent doses in tissues or
organs, each multiplied by the relevant tissue weighting factor wj given by ICRP and it is
given by the expression

E = ZrVIV./7r=:XrH>rZtfHVZ)r.*

In the case of exposure from in-body radionuclide, the entire dose is not given at the moment
of the intake, but the exposure extends over a certain period undergoing decay and removal of
the radionuclide. For this case, the committed effective dose E(x) is used, which is the
effective dose accumulated over a period x, where 50 and 70 years are recommended for adult
and children, respectively. The conversion coefficients are therefore prepared for estimating
these quantities.

3. Calculation of Dose Conversion Coefficients
Conversion coefficients correlating the fluence of incident radiation with the equivalent

dose or effective dose are generally used in external dose assessment. These coefficients are
calculated using a Monte Carlo radiation transport program in conjunction with a
mathematical human model. The anthropomorphic mathematical phantom shown in Fig. 1
is widely used in such calculations, which is described with a variety of geometrical formulas.
Various codes have been applied to calculate radiation transport from a source to organs or
tissues in the body. Well-used codes are MCNP[2] for neutron and photon, and EGS4[3]for
electron and photon. Some other codes used in radiation shielding are also applicable to
such dose calculation. Nuclear data are indispensable in these calculations: neutron and
photon interaction cross-section data and kerma factor or stopping power for charged particles.
Since the issue of ICRP 1990 Recommendations[l], dose conversion coefficients for a variety
of radiations were calculated by many groups in the world and compiled in ICRP Publication
74[4] and ICRU Report 57[5] for photons, neutrons and electrons of conventional energies.
Dose conversion coefficients for these radiations of higher energies and other types of
radiation have been calculated and discussed[6] after the issue of above-mentioned reports.

For internal dose assessment, data of dose factors are prepared, which represent the
equivalent dose in organ and effective dose per unit intake of radionuclide. When
calculation the dose factor, distribution of radionuclides in the body after the intake should be
calculated using a biokinetic model for metabolism at the first step of calculation. Then the
radiation energy transfer from source organ to target organ is calculated by Monte Carlo
radiation transport and mathematical phantom in the same way of external dose calculation.
Less penetrating radiations such as a particle and low energy P particle are treated as such
they deposit their whole energy at the source organ as an approximation. In this calculation,
radiation data file has a quite important role. It describes the type, energy, intensity per
disintegration, and other important data. ICRP Publication 38[7] including data for 830
radionuclides has been widely used in the calculation, but it should be updated because it is
based on an old database, 1970s ENSDF. For this reason, revising work of this radiation
data library has being made by JAERI[8] to adopt new version of ENSDF[9]. ICRP
Publications 68 [10] and 72 [11] give tables of dose factors for a variety of radionuclides. For
the practical use, maximum permissible limits are more convenient, which represent activity
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concentration giving 50mSv per year in the exhaust or drainage.

4. Current Topics
Regulation laws regarding radiation protection are going to be amended in April 2001 to

adopt ICRP 1990 Recommendations, which include revisions of dose limit, dose quantities,
etc. Necessary data were prepared prior to the enforcement of the new regulation laws. In
radiation shielding calculation for reactor, accelerator and radionuclide-handling facilities, the
effective dose in Anterior-posterior (AP) irradiation geometry, instead of the ambient dose
equivalent //*(10), shall be estimated at the boundary of controlled area. Database of
effective dose attenuation factors were developed for various RI y-ray, neutron and fl-ray
sources and for six different shielding materials[12]. In this work, radiation transmission
calculations were performed using JENDL-3.2[13].

A criticality accident happened on September 30,1999 at the uranium fuel processing
plant in Tokai, Japan. Three workers were exposed to intense neutrons and y-rays on the
spot and two of the three died. A computer simulation has been performed to estimate
detailed dose distribution in the body due to neutrons y-rays from fission reaction[14]. In
this simulation, Monte Carlo transport calculation code MCNP was used together with a
special mathematical phantom that enables to simulate any working postures as shown in Fig.
2. Neutron cross-section library JENDL-3.2 was used in this calculation. The result is
going to be published elsewhere in the near future.

5. Conclusion
Radiation dose to human body cannot be directly measured. Dose conversion

coefficients play a very important role to transform measurable quantities such as particle
fluence and radioactivity to the human dose. Various nuclear data have been used in the
calculation of these conversion coefficients. In this context, we can say that nuclear data are
supporting the radiation safety in the recent society.
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Fig. 1 Anthropomorphic mathematical phantom used in dose calculation
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Fig.2 Simulation model to calculate detailed dose to two workers in the criticality accident
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The high energy nuclear data evaluation working group in the Japanese Nuclear Data
Committee has a mission to evaluate neutron and proton nuclear data for energies ranging
from 20 MeV to 3 GeV, and to compile the evaluated data as JENDL high-energy file. The
present status of this activity is reported.

1. Introduction
In recent years, high-energy nuclear data are required for various applications of

accelerators, such as accelerator-driven transmutation system and advanced cancer therapy
with particle beams, and space development [1]. Proton data as well as neutron data are
necessary in these high-energy applications. It should be noted that "high-energy" stands for
incident nucleon energies above 20 MeV that corresponds to the upper limit of existing data
files for fission and fusion reactors. Major nuclear data required in high-energy files are as
follows: cross sections relevant to particle transport calculations, such as total cross sections,
elastic scattering cross sections, and double-differential particle production cross sections,
isotope production cross sections for dosimetry and activation, and gas production cross
sections for material damage evaluation. Nuclear data evaluation is generally carried out on
the basis of experimental data and theoretical model calculations. However, the experimental
data are sparse for neutron-induced reactions in the high-energy region and systematic
measurements are not necessarily enough for proton data. Therefore, theoretical model
calculations play a major role in the high-energy nuclear data evaluation.

Under these circumstances, the Japanese Nuclear Data Committee (JNDC) continues
some activities concerning neutron and proton nuclear data evaluation for energies ranging
from 20 MeV to 3 GeV towards completion of JENDL high-energy file [2]. The present status
is reported below.

2. High-energy nuclear reactions
Some features of high-energy nuclear reactions are summarized in Fig. 1. First,

dynamical processes, such as preequilibrium process and multi-fragmentation process,
become dominant. Particle emission via such processes shows forward-peaked angular
distribution in the center of mass system. Second, reaction products over a wide range of mass
and atomic numbers are generated via high-energy nuclear reactions with high multiplicity of
light charged particles and neutrons as shown in the right panel of Fig. 1. Third, the degree of
freedom of pions and excited nucleons, such as A and N , becomes important as the incident
energy increases. Therefore, it is also necessary to take into account such hadrons by
regarding a nucleus as hadron many-body system beyond a picture of nucleon many-body.

High-energy nuclear data evaluation needs reliable theoretical models that can account
for these features well over the wide incident energy range: statistical multistep models for
preequilibrium process, simulation methods using molecular dynamics for hadronic reactions
followed by multi-fragmentation, and so on.
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3. JENDL High-Energy File

3.1 Outline
Nuclides to be evaluated are summarized in Table 1. They are categorized into three parts

in accordance with users' priority. The upper limit of incident energy is 3 GeV. The following
cross sections are evaluated on the basis of experimental data and theoretical model
calculations: total cross sections, elastic scattering cross sections and their angular
distributions, particle production cross sections and double-differential cross sections, and
isotope production cross sections. These cross section data are stored in the JENDL
high-energy file in the ENDF-6 format.

3.2 Evaluation method
A theoretical model calculation system for JENDL high-energy evaluation is illustrated in

Fig.2. Different theoretical models are used in accordance with incident energies: (I)
intermediate energies ranging from 20 MeV to 250 MeV and (II) high energies above 150
MeV. A major code used in (I) is the GNASH code [3] based on statistical Hauser-Feshbach
plus preequilibrium models. The other code, such as EXIFON [4], is partially used for
evaluation of light nuclei, such as N and O. The ECIS code [5] or the OPTMAN code[6] is
used for optical model calculations. It should be noted that the ECIS plus GNASH code
system is basically same as that used in LA 150 evaluation [7]. In (II), the code JQMD[8]
based on Quantum Molecular Dynamics (QMD) plus statistical decay model is employed.
Also, the code TOTELA [9] based on systematics is employed as a tool for evaluation of total,
elastic, and proton reaction cross-sections in (II). Both calculation results for (I) and (II) are
combined in the overlapping energy region between 150 and 250 MeV. Isotope production
cross sections are evaluated using the GMA code[10] based on the generalized least-squares
method or empirical fits in cases where there are a lot of available experimental data.

3.3 Results
Some results of evaluations of C and ' Cu are shown below in comparisons with

experimental data and the other evaluated high-energy file. Other results for several nuclides
have also been reported elsewhere, e.g., 27A1 [11], 28Si [12], W-isotopes[13], and 56Fe [14].

Figure 3 presents comparisons of experimental and calculated angular distributions for
elastically scattered nucleons from 12C. The calculation was carried out using the OPTMAN
code based on the coupled-channels method with the nuclear Hamiltonian parameters
determined by the soft-rotator model [15]. Both experimental data for neutron and proton are
reproduced well by the CC calculation. Thus, these calculated results were adopted as
evaluated values of total cross sections, elastic and inelastic scattering cross sections, and total
reaction cross sections up to 150 MeV. Transmission coefficients obtained by the CC
calculation were used in GNASH calculations of particle and gamma-ray emission cross
sections and isotope production cross sections up to 150 MeV. Two examples of evaluated
production cross sections are shown with experimental data and LA 150 evaluation[7] in Fig.
4. For energies above 150 MeV, the QMD+SDM calculation was used. Double-differential
cross sections calculated with the Kalbach systematics[16] are compared with measured ones
for the I2C (p,xp) reaction at 90 MeV, showing overall good agreement with measured data.

For 63' Cu, the ECIS code was employed for analyses of total cross sections and elastic
scattering cross sections, and spherical optical potential parameters were adjusted for neutron
and proton up to 250 MeV. Calculated angular distributions of nucleon elastic scattering from
63Cu are compared with experimental ones in Fig. 5. Evaluated total cross sections are plotted
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together with experimental data and JENDL-3.3 evaluation less than 20 MeV in Fig.7. Niita's
systematics [17] was used for energies above 250 MeV. The evaluated cross section shows
excellent agreement with the experimental data in the energy range between 20 MeV and 3
GeV. Isotope production cross sections were evaluated with the GMA code[10] based on
experimental data of each isotope and natural Cu. In the case of sparse measurement,
theoretical calculations with GNASH and QMD were mainly adopted. Those results are
shown in Figs. 8 to 10.

4. Summary and future plan
The present status of JENDL high-energy file was reported. The evaluations of cross

sections for nuclides with the 1st priority have almost been completed and the compilation
work is now in progress. For nuclides with the 2nd and 3rd priorities, evaluations and their
compilation are intensively in progress. Review and benchmark test should be performed for
the data file of the nuclides that have already been evaluated. Results of the related
benchmark test for iron are reported elsewhere [14]. Finally, it is planned to release the 1st
version of JENDL high-energy file in March 2001.
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Fig.3 Comparison of measured (symbols) and calculated (solid lines) angular distributions for elastically
scattered nucleons from 12C. This figure is taken from Ref.[15].
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As activities of the Intermediate and High Energy Nuclear Data Integral Test Working Group in
the Japanese Nuclear Data Committee, integral tests of JENDL High Energy File (JENDL-HE) have
started. Processing method of JENDL-HE with the NJOY code has been established. As a result of
benchmark tests for the 56Fe data in JENDL-HE with the two neutron incident experiments conducted at
TIARA and RCNP, calculations with JENDL-HE agreed excellently with the experimental data. The
data were found to be adequate for nuclear design calculations as far as the energy range tested, below
68-MeV, was concerned.

1. Introduction
Evaluation of JENDL High Energy File (JENDL-HE) for the first priority nuclides is going to be

completed in the early 2001. The data have been strongly required for many applications for intermedi-
ate and high energy fields. The JAERI/KEK project for high-intensity proton accelerator is one of such
applications. The data in JENDL-HE are therefore needed to be validated urgently before they are used
practically in nuclear design calculations for the accelerator facilities. Under this situation, the Interme-
diate and High Energy Nuclear Data Integral Test Working Group* has been organized since May 2000
in the Japanese Nuclear Data Committee. This report summarizes a part of results obtained so far by the
Working Group.

2. Needs for JENDL-HE
Since no evaluated cross section data for higher energy, i.e., up to 3 GeV, have been available,

intranuclear cascade Monte Carlo calculation codes such as NMTC/JAM [1] and MCNPX [2] are used
for design calculations for the accelerator facilities. We encountered the following difficulties in the
calculations.

(1) Bulk shielding calculations have to deal with attenuation of neutron fluxes by ~ 15 orders of mag-
nitude as shown in Fig. 1. The calculations are very tough for the Monte Carlo codes to obtain
results with good statistics although they are feasible. Deterministic calculation codes with a multi-
group cross section library are suitable for such the bulk shielding calculations.

* Intermediate and High Energy Nuclear Data Integral Test Working Group
Members: N. Yamano (Leader), Y. Ando, K. Kosako, F. Maekawa, H. Nakashima,

K. Ueki, N. Yoshizawa
Observers / Collaborators:

T. Fukahori, S. Furihata, H. Handa, C. Konno, S. Meigo, T. Mori
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(2) The point estimator in Monte Carlo codes requires total and neutron scattering cross section data.
Since no evaluated cross section data beyond 150 MeV are available, use of the point estimator is
limited to 150 MeV.

(3) The intranuclear cascade model is adequate for medium- and heavy-mass nuclei, but not for light
nuclei such as Be, B, C, N and O. Use of evaluated cross section data will improve calculations for
the light nuclei.

(4) At present, no activation cross section library beyond 150 MeV is available.
When the JENDL-HE up to 3 GeV will be available, these difficulties will be solved.

3. Production of Cross Section Data for Transport Calculation Codes
The JENDL-HE files provided by evaluators, i.e., 'H, 56Fe and all the isotopes for Ca, Ti, Cr and

Cu, were processed by the NJOY-99.24 code [3] into ACE-type cross section data for the MCNP code
[4]. The new ACE-type format that included outgoing particle distributions and a new cumulative angle
distributions was adopted. In the processing, several invalid data in JENDL-HE files were found, and
most of them were corrected. One problem still remained that energy-angle distributions of secondary
particles were represented in the laboratory system below 250 MeV while in the center-of-mass system
above 250 MeV. The representation was not allowed in the ENDF-6 format, but not easy to correct.
Hence, the problem was avoided temporarily by giving patches for both the NJOY and MCNP codes.

Multi-group cross section data for deterministic transport calculation codes were also produced
successfully by NJOY.

4. Benchmark Problems and Analysis
The Working Group has selected benchmark experiments for validation of JENDL-HE as listed in

Table 1. This report deals with neutron incident experiments, and the TIARA and RCNP experiments on
iron [5, 6] indicated in bold letters in Table 1 are the only experiments for which cross section data are
provided for the calculations.

The MCNP-4C code [4] was used for neutron transport calculations. Since the cross section data
for iron was given only for the main isotopes of iron, i.e., 56Fe, other three isotopes of iron were replaced
by 56Fe. Calculations with the LA-150 library [7] were also performed for comparisons.

5. Results and Discussion
Figure 2 compares calculated neutron spectra for the RCNP experiment with the experimental

data. The MORSE calculation [5] with HILO86 library is also plotted for comparisons. Results by

Table 1 Benchmark experiments selected for the benchmark test of JENDL-HE.

Facility / Institute Material Energy Remarks

TIARA/JAERI Fe, PE, Concrete 43,68 MeV n-incident [5]
RCNP/Osaka Univ. C, Fe, Pb 65 MeV n-incident [6]
AGS/BNL Hg/Pb/Fe 1.9, 12, 24 GeV p-incident
TIARA/JAERI C,A1, Cu, Pb 68 MeV p-incident, TTY
WNR/LANL C,A1, Fe 113,256 MeV p-incident, TTY
Proton Synchrotron / KEK W, Pb 0.5, 1.5 GeV p-incident

Synchrophasotron / JINR Pb 2,2.5 GeV p-incident
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JENDL-HE and LA-150 are close to each other, and they agree well with the experimental data. Al-
though the spectrum by LA-150 is slightly larger than that by JENDL-HE in the energy range below 50
MeV for the 40 cm iron case, it is difficult to judge which calculation is better than the other.

Results for the TIARA experiment with 68-MeV and 43-MeV p-Li neutrons are shown in Figs. 3
and 4, respectively. Although both the JENDL-HE and LA-150 calculations predict adequately the
measured neutron flux spectra, results by JENDL-HE are better than those by LA-150 as a general trend.
The only significant discrepancy in the shape of neutron spectrum between JENDL-HE and LA-150 is
found in the valley of neutron flux at about 5 MeV below the neutron peak. Although the spectrum by
JENDL-HE follows adequately the experimental spectrum, that by LA-150 has a tiny peak at the valley.
There would be a problem in the energy distributions for secondary neutrons in LA-150.

Figure 5 and 6 shows ratios of calculated to experimental neutron fluxes (C/E values). The left-
hand-side figures in Figs. 5 and 6 indicate C/E values of neutron fluxes on the incident neutron beam axis
as a function of penetration thickness. The LA-150 calculations tend to overestimate neutron fluxes as
penetration thickness increases. This indicats that there are some problems in total or elastic/nonelastic
scattering cross sections in LA-150. The JENDL-HE calculations give better agreements with the ex-
perimental data. Especially, neutron fluxes for the 68-MeV experiment are predicted excellently, i.e., ±
20 %, up to 130 cm thickness in the iron shield in which neutron fluxes attenuate by approximately 6
orders of magnitude.

The right-hand-side figures in Figs. 5 and 6 show C/E values of neutron fluxes as a function of
offset distance from the neutron beam axis, and these results are suitable for testing angular distributions
of secondary neutrons. The C/E curves almost flat regardless of the offset distance. This suggests that
the angular distributions of secondary neutrons in both JENDL-HE and LA-150 are adequate.

6. Summary
As a result of benchmark tests for the 56Fe data in JENDL-HE with the two neutron incident

experiments, calculations with JENDL-HE agreed excellently with the experimental data. The data were
found to be adequate for nuclear design calculations as far as the energy range tested, below 68-MeV,
was concerned.

From a standpoint of the shielding design for the JAERI/KEK Project, it is expected that data for
the three minor isotopes of iron (54Fe, 57Fe and 58Fe) and for elements included in concrete (e.g., O, Al and
Si) will be available as soon as possible.
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The neutron and proton cross sections of 56Fe were evaluated up to 3 GeV. JENDL High Energy
File of 56Fe were developed for use in transport calculation. For neutrons, the high-energy data are merged
with JENDL3.3-file. Integral benchmark calculations for thick target neutron yields (TTY) for 113 MeV
and 256 MeV proton bombardment of Fe targets were performed using the evaluated libraries. Calculated
TTY neutron spectra were compared with experimental data. For 113 MeV, calculated TTY at 7.5 degree
underestimated in the emitted neutron energy range above 10 MeV. For 256 MeV, calculated TTY well
agree with experimental data except below 10 MeV.

1. Introduction
High-energy evaluated nuclear data are needed for accelerator engineering and radiation protection

of air crew and space astronauts. In LA150[l], neutron and proton cross sections up to 150 MeV are
included. Above 150 MeV, nuclear data file are also needed. High-energy nuclear data evaluation for
more than 40 elements has been started by JNDC High Energy Nuclear Data Evaluation Working Group.
For some elements, evaluations were performed. Integral benchmark calculations has also been
performed by the JNDC Intermediate and High Energy Nuclear Data Integral Test Working Group. In this
study, nuclear data evaluation for 56Fe and Integral benchmark calculations for proton induced thick target
neutron yields were reported.

2. Evaluation of %Fe cross section
2.1 Evaluation code

Several kinds of computation codes were used in this evaluation as shown in Fig.l. ECISPLOT [2]

and Quick-GNASH [3] code system were used for data evaluation up to 250 MeV. Total, elastic and

non-elastic cross sections for neutron and proton in the energy range from 250 MeV to 3GeV were

calculated by TOTELA [4] code. Particle production cross sections and angular distributions for

non-elastic scattering were evaluated with JQMD code [5]. For neutrons, the high-energy data are merged

with JENDL3.3-file [6].

2.2 Results of evaluation
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Experimental data [7] are presented from Fig.2 to Fig.5 compared with evaluated data. Figure 2
shows neutron induced total cross section of 56Fe. Neutron elastic scattering cross sections were also

presented in Fig. 3. As shown in those figures, evaluated cross sections well agree with experimental data.

Proton induced reaction and elastic cross sections are shown in Figures 4 and 5, respectively. In the same

manner for neutron, there are good agreement between evaluated data and experimental data.

In Fig.6, evaluated double differential cross sections of (p,xn) reactions are shown compared with

experimental data[8,9,10,11]. PLDDX[12] were used to calculate DDX from evaluated nuclear data file.

Above 597 MeV, evaluated data well agree with experimental data. At 113 MeV, there is some

differences below neutron energy 10 MeV. There are also some differences above 80 MeV at 30 degree,

and above 60 MeV at 60 degree.

3. Integral benchmark calculation
3.1 Experimental data

Experimental data of Thick target neutron yield (TTY) were used in this integral benchmark
calculation. For Fe target, experimental data from LANL[11,13] were compared with calculation results.
For, Cu target, JAERI data[14] were used. Experimental conditions are shown in Table 1.

Table 1 Experimental conditions of TTY data

Target
natpe

natCu

Proton energy (MeV)

256

113

68

Detected angle (degree)

7.5,30,60, 150
30,60, 120,150

0, 15,30,45,90, 120

Reference

[13]

[11]
[14]

3.2 Calculation method
TTY spectra were calculated by Eq(l) [15], using neutron production cross sections and non-elastic

cross sections of evaluated nuclear data.

d2n dE

dx

-1
exp -N \onon{E<)

dE'

dx

-1
dE IE, (1)

where d nld£ldEn is the TTY neutron spectra, N the atomic density of the target material,

the double differential neutron production cross section, dE' I dx the stopping power

and anon(E') the non-elastic cross section for proton at the energy E. PLDDX was used to

calculate double differential neutron production cross sections from JENDL high-energy file.

3.3 Results of calculation
( l)Fe

For TTY calculation of nalFe, evaluated reaction cross section and DDX of 56Fe were used.
Figures 7 and 8 show comparisons of experimental 11,13] and calculated TTY for 256 MeV and 113 MeV
proton incidence, respectively. There are some differences in these comparisons. For 256 MeV, neutron
energy below 10 MeV, calculated results overestimated experimental data. This differences are attributed
to multiple scattering of neutron in Fe target. In this TTY calculation, multiple scattering is ignored.
Above 60 MeV, calculated results also show overestimation. Calculated 113 MeV TTY using LA 150 are
shown in Fig.7. Calculated TTY with present evaluated data overestimate below 10 MeV. There are no
overestimation with LA 150 in the same energy region. It is necessary to compare between present
evaluation and LA 150. Above lOMeV, there are no large differences between results from present data
and LA 150. For 7.5 degree, there are large differences between experimental data and calculation results.
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One of the reason is assumed to thickness of experimental target is not enough long. Because, in this
calculation, all primary proton is stopped in the target.

To check the reason of the above mentioned differences, bench mark calculation using transport
code (ex. MCNPX[16]) is needed. Unfortunately, the latest distributed version of MCNPX, transport
calculation with proton nuclear data library can not be performed.

(2)Cu
For TTY calculation of nalCu, evaluated reaction cross section and DDX of 63Cu were used.

Figure 9 shows comparisons of experimental and calculated TTY. From 0 to 45 degree, calculated results
well agree with experimental data. From 60 to 120 degree., above 15 MeV, calculated results
overestimated experimental data.

4. Conclusion
The neutron and proton cross sections of iron (56Fe) were evaluated up to 3 GeV and JENDL High

Energy File of iron were developed. Integral benchmark calculations for thick target neutron yields
(TTY) for Fe and Cu targets. Several differences were found between experimental data and calculation
results. Bench mark calculation using transport code is needed to investigate these differences. The
evaluated data are very useful for accelerator engineering related to radiation.
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Decay Heat Measurement of Actinides at YAYOI

Yasushi OHKAWACHI, Akira SHONO

Reactor Physics Research Group,System Engineering Technology Division,OEC,JNC

4002 Narita-cho Oarai-machi 311-1393 JAPAN

E-mail:okawachi@oec.jnc.go.jp

Actinides decay heat were measured for fast neutron fissions using the fast neutron source reactor

"YAYOI" of the University of Tokyo. Measured nuclides were U-235 and Np-237, using beta and

gamma spectroscopic method. The newest results on gamma-ray decay heat are reviewed in this

paper. Measurement results were compared with those measured in 1983 by Dr. Akiyama using the

same method, as well as with the summation calculation results using JNDC-V2, ENDF-B/VI,

JEF-2.2.

Introduction

The decay heat is important in designing the heat removal system of nuclear reactors and spent

fuel handling systems. The decay heat for fast neutron fissions was measured on U-233, U-235,

U-238, Pu-239, Th-232 by Dr. Akiyama.l)2)3)4) However, equivalent measurement has not been

performed for minor actinides. In this study, minor actinide decay heat was measured using the fast

neutron source reactor "YAYOI".5' Experiment and evaluation procedures are almost same as

Akiyama's one. The decay heat of U-235 was measured for cooling times between 19 and 20,000

seconds, and Np-237 was measured for cooling times between 64 and 20,200 seconds.

Experiments

The samples of U-235 consisted of about 1.6mg of the metallic fissile materials electrodeposited

on 18mm diameter, 0.1 mm thick titanium foils. The diameter of the electrodeposited area was 10mm.

The samples of Np-237 consisted of about 0.5mg of the nitride fissile materials electrodeposited on

18mm diameter, 0.1mm thick titanium foils. The diameter of the electrodeposited area was 10mm.

The enrichment is 97.652% for U-235, and 99.9% for Np-237. Each sample was covered with thin

myler film, and packed in a thin polyethylene sack. The dummy samples were prepared, which were

the same configuration as the U-235 and Np-237 sample except that the fissile materials were not

electrodeposited on the titanium foils. The dummy sample was used to estimate the activity of the

titanium foil.
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The samples were irradiated at the center of the grazing hole at YAYOI for time periods of 10 and

100 seconds for U-235, 100 and 500 seconds for Np-237. The cross-sectional view of YAYOI and

measurement position is shown in Fig.l. The samples were transported by air pressure to the

irradiation position and rapidly returned to a counting room following the irradiation. Gamma-ray

energy spectra were measured using a Nal(Tl) scintillation detector located inside the lead box.

Conceptual view of decay heat measurement system is shown in Fig.2. The front face of the detector

was covered by 30mm thick polyethylene plate in order to prevent beta-rays from being detected.

The distance from the sample to the front face of the detector was 100mm. As this detector had been

used by Dr. Akiyama, the response function of the detector obtained experimentally by him was used

for the data processing.

The number of fission for normalization was evaluated from measured gamma spectra by Ge

detector. The decay series to be used for evaluating the number of fission should have a large fission

yield, a sufficient gamma-ray intensity, and nuclides with proper gamma-ray energy and half life.

Nb-97, Nb-97m, Y-91m, and Xe-135 were used to evaluate the number of fission. These nuclides can

be approximated by a simple decay series. For example, in a decay chain of mass number 97, the

preceding nuclides of the Zr-97 have rather short half life comparing with that of Zr-97. And the

independent fission yields of Nb-97m and Nb-97 are negligible comparing with the cumulative yield

of Zr-97. In this case, the decay chain is simplified as follows;

Zr-97 • Nb-97 (Nb-97m) • Mo-97

Experimental Results and Comparisons with AKIYAMA's Data and Calculations

Measured pulse height data were corrected for background data, and unfolded using the FERDO6)

code with the use of the response function of the detector. Each unfolded spectrum was divided by

the number of fission per second to obtain the normalized spectra. And, the finite irradiation decay

heat data were obtained from the normalized spectra. The finite irradiation decay heat was directly

obtained by experiments. But, it can not be compared with experimental results and calculation

results obtained under different irradiation conditions. So, it is convenient to convert the finite

irradiation decay heat into the fission burst decay heat. If

Tw • TR+Tt: (1)

Tw: waiting time, TR: irradiation time, Tc : measurement time

is established, the fission burst decay heat is as follows;

f(t)=F(t/rR (2)

f(t): fission burst decay heat, F(t): finite irradiation decay heat
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If the condition of equation (1) is not established, the correction factor is required. The correction

factor is as follows;

• =UtV(Fcll(t)/TR) (3)

• : correction factor,

fcal(t): result of the summation calculation based on a condition of the fission burst decay heat

Fcal(t): result of the summation calculation based on a condition of the finite irradiation decay heat

• Results on U-235

The experimental result for U-235 is shown in Fig.3. The present results on U-235 are compared

with the data of Akiyama that were measured in 1983 using the same method and summation

calculations 7) results using JNDC-V2, ENDF-B/VI, and JEF-2.2. The present results agreed with

Akiyama's data within experimental error. This agreement suggests the repeatability of Akiyama's

method. And, the present results agree with a summation calculation results using JNDC-V2 and

ENDF-B/VI.

• Results on Np-237

The experimental result for Np-237 is shown in Fig.4. The present results on Np-237 are compared

with the summation calculations results using JNDC-V2, ENDF-B/VI, and JEF-2.2. The present

results on Np-237 agree with a summation calculation results using JNDC-V2 and ENDF-B/VI

between 200 to 2,500 seconds. Between 60 to 200 seconds the agreement is not so well. The reason

may be a larger correction considered in this time zone. To improve accuracy of decay heat data in

shorter time range after fission burst, reduced irradiation experiment may be useful. The accuracy of

the present results between 2,500 to 20,000 seconds is bad The reason is gamma-rays released from

Np-238, that were generated by neutron capture reaction of Np-237. Fig.5 shows gamma spectrum of

irradiated Np-237 measured by Ge detector about 56,000 seconds after irradiation. Four gamma-ray

peaks were seen. These peaks were not seen on U-235 irradiation data, titanium foil irradiation data,

and background data. Main gamma energy and release rate of Np-238 are 923.98keV(2.86%),

984.45keV(27.8%), 1025.87keV(9.65%), and 1028.54keV(20.385%). Four gamma-ray peaks agree

with each energy, respectively. And, the ratio of the peak count rates are consistent with the gamma

release rates. It is also confirmed that the transition of these peak counts can be explained by the half

life of Np-238, 2.12 day. As for the time zone between 2,500 to 20,000 seconds, the decay heat

corrected for four gamma-ray peaks of Np-238 will improve the agreement with a summation

calculation result using JNDC-V2.
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Summary

The decay heat of U-235 for fast neutron fissions was measured for cooling times between 19 and

20,000 seconds, and that of Np-237 for cooling times between 64 and 20,200 seconds. Experimental

method is same as Akiyama's one by which the decay heat of U-235, Pu-239 etc had been measured.

The present results on U-235 agreed with Akiyama's data within experimental error. And, the present

results agree with a summation calculation results using JNDC-V2 and ENDF-B/VI. The present

results on Np-237 agree with a summation calculation results using JNDC-V2 and ENDF-B/VI

between 200 to 2,500 seconds. Between 60 to 200 seconds, the agreement is not so well. The reason

may be a larger correction considered in this time zone. As for the time zone between 2,500 to

20,000 seconds, the decay heat corrected for four gamma-ray peaks of Np-238 will improve the

agreement with a summation calculation result using JNDC-V2.
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To obtain fundamental data for research on nuclear transmutation method of radioactive wastes, die resonance

integral (70) of the ̂ Si^n, y)91 Sr reaction was measured with an activation method.

1. INTRODUCTION

Accurate data of the thermal neutron capture cross section (ob) and the resonance integral (70) are required for the

research on nuclear transmutation of fission product (FP) nuclides with large fission yields and long half-lives, so that the

present authors have measured the Ob and the 70 of FP. ^Sr is one of the most important nuclides in the low-level

radioactive nuclear wastes, and remains for long period of time because of its long half-life (28.8 yr). However, the

cross section data of ^Sr have not been prepared sufficiently. There was only a value of upper limit on 70 which was

measured by Haradae/ al. in 1994 [1]. They measured Oo and 70 of the ^St^n, y)91Sr reaction by an activation method

in the research reactor JRR-4 at JAERI. The upper limit of 7o, however, was only obtained in that experiment The

reason for this is as follows: the ratio of the epithermal flux component to total neutron flux was so small (e.g. 0.033 ±

0.007 [1]) at the irradiation position in JRR-4 that the sufficient yields of 91Sr were not obtained in case of the irradiation

within a Cd capsule. It was found that it was possible to precisely measure 70 of ̂ Sr by using more harder neutron

filed in Kyoto University Reactor (KUR) than that in JRR-4, and then the measurement of 70 for the ̂ Sn^n, y)91 Sr reaction

was planed once more.

2. EXPERIMENTS

S1CI2 solution containing 3.7 X 105(Bq) of ^Sr was poured into a high purity quartz tube, which was 8mm in

diameterand 100mm in length. SrCl2 solution containing 900(Bq)of85Sr was also added into the tube. Strontium-85

was used as a tracer for ^Sr because sSr was a y-ray emitter. After drying of the solution, the tube was shaped into an
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ampoule that was 25mm in length.

A target was constructed from the Sr ampoule and flux monitors, i.e. Co/Al and Au/Al alloy wires. Wires of

Co/Al alloy (Co: 0.46 wt%, 0.381 mm in diameter) and Au/Al alloy (Au: 0.112 wt%, 0.510 mm in diameter) were used

to monitor the neutron flux at the target position. Because ^Co and 197Au have different sensitivities to thermal and

epithermal neutrons, these wires are adequate to determine the thermal and tie epithermal fractions of neutron flux The

amount of Co and Au contained in wires were determined by weight measurement in a microbalance.

The target was put into an Al capsule, and then the Al capsule was housed in an irradiation capsule. In the case of

irradiation to measure /& the target was housed in a Cd capsule, which was 10mm in diameter, 26mm in length and

0.5mm in thickness. During the neutron irradiation, the Al capsule have two roles: (a) Target confinement and (b) heat

removal of the Cd capsule. This was confirmed by a test irradiation with no target for 1 hour in hydraulic transfer tube of

KUR. Irradiations in hydraulic transfer tube of KUR were performed for 10 hours without and within the Cd capsule,

respectively. After the cooling for more than 12 hours, targets were pulled out from the irradiation capsules.

The chemical separations were accordingly performed to eliminate 24Na nuclide from the Sr samples. The

irradiated Sr targets was washed with 2.5 mol/1 (NHi^SC^ solution, and then Sr nuclides were precipitated as a form of

Sr2SO4. The Na nuclides were retained in the solvent solution, so that they were removed from the Sr precipitates with

a filter, which was 25mm in diameter and 0.1 |4m in thickness. The filter was wrapped whh a vinyl tape, and then used

as a measurement sample.

A high purity Ge detector was employed to measure the y rays from the irradiated targets and monitor wires. Its

performance was characterized by a relative efficiency of 90 % to a 7.6 cm X 7.6 cmcj) NaI(Tl) detector and an energy

resolution of 2.1 keV full width at half-maximum(FWHM) at the 1.33 MeV peak of ^Co. The peak detection

efficiencies were calibrated with y-ray sources, i.e. l52Eu, ' 7Cs and Na, whose activities were well determined.

Signals from the detector were fed to a fast data acquisition system, and y-ray spectra data were recorded on a hard disk of

a personal computer. Details of the data taking system were described elsewhere [2]. The measurement samples were

mounted on the surface of the Ge detector. An example of y-ray spectrum after tie chemical processing was shown in

Fig. 1. As seen in Fig. 1, two y rays revealed themselves around the energy points of 750 keV and 1024 keV. The

y-ray measurements were performed for about 12hours in the case of the irradiated Sr sample within the Cd capsule and

forabout 15hours in the case ofthat without the Cd capsule. Spectra data were saved every 3 hours to confirm whether

observed y rays were originated in 91Sr or not Fig. 2 shows tie decay curves for the counts from the 1024 keV y-ray

peak. The half-life was found to be 9 ± l(h), which was in agreement with the evaluated half-life value of 9lSr (9.63 h

[3]) within the limit of errors. Therefore, it was confirmed that the 1024 keV yray has originated from 91Sr.
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3. ANALYSIS

Since the details of the method that we used to determine the thermal cross section and resonance integral were

described elsewhere, here a brief outline of the analysis is only presented.

Westcott's convention [4] can be rewritten by using simplified flux notation as follows:

R/Oo = <t>iGth+<p$oGepi, (1)

for irradiation without a Cd shield capsule,

R 7o0 = (/>/'G,h +<t>2 'so Gepi, (2)

for irradiation with a Cd shield capsule. Here, the R (or /?') is the reaction rate and Go the thermal neutron (2,200m/s

neutron) capture cross section; 0i and §{ are neutron flux components in the thermal energy region, and </>> and #>' are

those in the epithermal energy region. The neutron flux components were obtained with flux monitors. The results of

the neutron fluxes were listed in Table 1.

- 128 -



JAERI-Conf 2001-006

Table 1 Neutron flux measured in Hydraulic Transfer tube at KUR

A. or A' (fooTCfb'
(1014 n/cm • sec) (10 n/cirf sec)

without the Cd
within theCd

0,=1.063 ±0.007
^'=0.033 ±0.001

0z =0.243 ±0.004
<fc'=0.404±0.001

The Grf, and G^ are self-shielding factors to thermal and epi-thermal neutrons, respectively. The G*, and G^ are unity

in the following analysis in current target conditions. The s0 is the parameter defined by

2 I'o
0 ~ r rr ' ^

yJJt °o

where fc' is the reduced resonance integral, i.e. the resonance integral after subtracting the lfo components. The

resonance integral/0 is calculated as follows:
Io=Io+OA$Ob, (4)

where 0.45oo is the 1 A) contribution given by assuming the Cd cut-offenergy to be 0.5eV.

Eqs.(l) and (2) give the relation,

Sn = — (5)

so that the value of so is obtained from #/?'value of each irradiated target The <3b is derived by substituting the so into

Eq.(lXardthenthevalt^esof^'are^^arecafclllatedfromEqs.(3)and(4).

4. PRELIMINARY RESULTS AND DISCUSSWN

Reaction rates were obtained from the 1024 keVy-ray count data, and listed in Table 2.

Table 2 Preliminary results of reaction rates and cross sections of 1 Sr reaction

Irradiation
Type

Without the Cd capsule
Within the capsule Cd

Chemical
yield

0.836±0.110
0.770±0.025

Reaction rates (1/s)
1.559+0.215 X10T"
5.678±0.310 X10'13

References:
[l]Haradaera/.
[5]Zeisel
[6]McVey et cd.
[7]Loneetal.

*SifaY>9ISr reaction
csb(mb) so
11.7±1.7 1L2±23

1 5 . 3 + ^ <11
800+50
14.0±2.4
9.7 ±0.7

Io(mb)
121 ±29

^160

With the experimental results of the reaction rates and neutron flux, quantity So was derived from Eq.(5), and then the

resonance integral was obtained by so, and Eq.(3) and (4). The present result for the resonance integral of ̂ Sr was
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found to be 121 ±29 (mb). By substituting So into Eq.(l), the thermal neutron capture cross section was obtained as

11.7 ± 1.7 (mb). The present results were summarized in Table 2 together with the evaluated data.

The present result for Io was found to be 121 ±29 (mb), and it was within the upper limit reported in Ref.[3]. The

neutron capture cross section was also reported in Ref.[3] as 15.3 + 1.3 (mb) assuming the quantity So was zero. The Ob

can be estimated from this value and the present result for so, the o0was obtained as 11.2 ± 1.3 (mb). This value was in

good agreement with the present result, ao= 11.7+1.7 (mb), within the limit of errors. It was found that the present

results were consistent with those in Ref. [3].

5. CONCLUSION

To obtain fundamental data for research on nuclear transmutation method of radioactive wastes, the resonance integral

of the ^Srfa y)9lSr reaction was measured with an activation method. However, there is still a problem which is to

perform the chemical procedure more precisely, therefore it should be note that these results were only preliminary ones.
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The thermal neutron capture cross section (Cb) and the resonance integral (Io) of the 109Ag(n,Y) reaction were

measured by the activation and y-ray spectroscopic methods to develop a neutron flux monitor for the long

irradiation.

1. Introduction
To know neutron fluxes by multi neutron flux monitors, the cross section data of monitors are needed to be precisely

measured. The nuclides, 197Au and 59Co, are popularly used as monitors because their cross sections are well known.

However, the daughter nuclide 198Au after neutron irradiations have short half-live as 2.69 days, therefore it is not

adequate to use 197Au as the flux monitor in the long neutron irradiation. If there are some nuclides which have longer

half-lives than that of I98Au and have the same sensitivities to epi-thermal neutrons as that of l98Au, they can be used as

flux monitors. Then, 109Ag was one of candidates for flux monitors instead of 197Au. Its daughter nucleus llftnAg

has relatively long half-life as 249.9 day, and also the intensities of frays emitted from ll<taAg are precisely obtained.

The reported data of I09Ag cross section are Oo=4.7±0.2 (b) and Io=72.3±4.O (b), of which errors are large. To

develop the neutron flux monitors for the long irradiation, the a0 and Io of 109Ag were measured precisely.

2. Brief Outline of Analysis
Since the details of Westcott's convention [1] that we used to determine the cross sections and neutron fluxes

were described elsewhere [2], here we present only a brief outline of the analysis. Equations based on

Westcott's convention can be rewritten by using simplified flux notation [2] as follows:

(1)

for irradiation without a Cd shield capsule,

RVOo = <(>,'G,,, 4^'soGe,,, (2)

for irradiation with a Cd shield capsule. Here, the R (or /?') is the reaction rate and Co the thermal neutron

(2,200m/s neutron) capture cross section; <J>i and fa' are neutron flux components in the thermal energy region,

and <p2 and $ are those in the epithermal energy region. The neutron flux components were obtained with

flux monitors. The Gj, and G^ are self-shielding factors to thermal and epi-thermal neutrons, respectively.

The Gtf, and G^ were estimated as 0.9985 and 0.9236, respectively. In mis analysis, the parameters for OK

were used to calculate the factors Ga, and Gep . The s0 is the parameter defined by

^ ^ (3)
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where Io' is the reduced resonance integral, i.e. the resonance integral after subtracting the 1A) components.
The resonance integral 70 is calculated as follows:

/<,=/<,'+ 0.45ob, (4)

where 0.45o0 is the l/\) contribution given by assuming the Cd cut-off energy to be 0.5eV.
Eqs.( 1) and (2) give the relation,

Glh

j 2 p 2 ) Gep,'

so that the value of So is obtained from /?//?' value of each irradiated target. The Ob is derived by substituting
the s0 into Eq.( 1), and then the values of Io' and /o are calculated from Eqs.(3) and (4).

3. Experiment
The cross section measurements were performed by the activation and y-ray spectroscopic methods.

Targets were high purity(99.97%) Ag foils which were 0.001mm in thickness to reduce effects of impurities

and self-shielding. The target amount was lmg. The neutron irradiation was performed at rotary specimen

rack(RSR) in Rikkyo Univesity Reactor. The irradiation of the Ag foil was performed for 1 hour, and for

5hours within a Cd capsule. The Cd capsule was 20mm in diameter, 26mm in length and lmm in thickness.

The wires of 0.112wt% Au/Al alloy (0.510mm in diameter) and 0.46wt% Co/Al alloy (0.381mm in diameter)

were irradiated together with the Ag targets to monitor the neutron flux at the target position. The method of

measuring the neutron flux was the same as that for the cross section measurements. Using the well-known

data of both the cross sections Co and the parameter So for cobalt and gold, the values of the flux terms, i.e. (f)̂  and

(j)'^, were determined by solving the simultaneous equations for cobalt and gold from Eqs. (1) and (2) in Sec.2.

For example, Table 1 summarizes the experimental results of the neutron fluxes in the case of Rikkyo Reactor

together with the R and R' values of the flux monitors.

Table 1 Neutron fluxes at RSR in Rikkyo University reactor

<}>i of<t>,' ( fcof^ '
(10"n/cm 2 sec)

Without Cd 5.19+0.09 0.175+0.004

Within Cd 0.149 ±0.005 0.196+0.004

The yields of y-rays emitted from the irradiated targets were measured by a high purity Ge detector with a

90% relative efficiency to a 7.6cm X 7.6cm<|)(NaI) detector and an energy resolution of 2.1keV FWHM at

1.33MeV of ^Co. The details of the data taking system were described elsewhere [2]. An example of the

gamma-ray spectrum is shown in Figure 1.
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Fig. 1 Gamma-ray spectrum of Ag target irradiated without the Cd capsule

As can be seen in Fig.l, the 7 y-rays originated from 11OmAg, 658,678, 707, 764, 885,937 and 1384 keV y-rays,

were clearly measured These g-ray yields were used to calculated the reaction rates of the 109Ag(n,Y)lianAg

reaction.

4. Results and Discussion
The cross sections of l09Ag were derived from the measured y-ray yields based the Westcott's convention.

The results obtained in this work are summarized in Table 2 together with the previously reported data[3-9].

The ao was 14% smaller than evaluated one, but the Io was in agreement with the evaluated one within the

limits of error. The data of O0 were reported as 3-6 (b) for the period of 1960 - 70. The present adapted

one(4.7±0.2(b)) might be evaluated from these data. F. D. Corte et al.[4] re-measured the cross sections of

109 Ag, and obtained 3.90 (b) for ao. Their result was in agreement with our result within the limit of error.

Table 2 Results of a0 and l0 and the previously reported data

Authors Qb(b) Io(b) Ref.
Present result
HOLDEN('81)

CORTE('89)

RAO('78)

RYVES('71)

SIMS('68)

KEISH('63)

LYON('60)

4.13+0.08
4.7 ±0.2

3.90±0.08

4.5 +0.7

4.72+0.21

4.98+0.47

3.20+0.50

5.78+0.58

18.4+0.7 69.2 ±3.0
72.3 ±4.0
69

16.8±0.9

17.5
[3]

[4]

[5]

[6]

[7]

[8]

[9]
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5. Conclusions
To develop the flux monitor for the long irradiation, the cross section of 109Ag were measured with the

activation method. The a0 and Io for the 109Ag(n,Y)1 IOm Ag reaction were obtained as 4.13 ± 0.08(b) and 69.2+

3.0(b), respectively. The sensitivities to the epi-thermal neutrons was estimated to be So=18.4, which was closed

to 17.22 of 197Au. It conclude that the l09Ag is applicable to the flux monitor for the long irradiation instead of
197 Au monitor. However, it should be note that the problems remained is to evaluate the self-shielding factors

more precisely.
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Abstract:

The neutron reaction cross sections of 166167168170Er from 10"5 eV to 20 MeV were studied. The
cross sections were calculated with a variety of nuclear-reaction models by different codes. The
calculations were mainly based on the statistical and optical modes. In the calculation, the Optical Model
Parameters (OMP) for ""'Er were determined. The calculated capture cross sections are in good agreement
with the very recent measurements. The calculated total cross sections of 166168170Er are also in good
agreement with the experimental results at 14 MeV. The direct inelastic scattering cross sections for the
first excited state of the above nuclei were calculated by Distorted-Wave Born-Approximation (DWBA).
The direct and semi-direct (DSD) capture cross sections were also calculated. The pre-equilibrium
correction was done. The parameters for the electric-dipole pygmy resonance and the depression factor
were extracted from a comparison between the calculated and very recent observed capture gamma-ray
spectra. The other cross sections, such as (n,n'), (n,2n) and (n,p) reactions and, the emitted-particle (n,p,d,
etc.) spectra from these reactions were also calculated. In the thermal and resonance region, the total,
elastic scattering and capture cross sections were derived from the resonance parameters.

1. Introduction:

The study of neutron reaction cross sections is important in many fields, especially neutron capture
cross section is important in nuclear engineering, nuclear physics and nuclear astrophysics. The neutron
capture cross sections are necessary for the studies on neutron capture reaction mechanism and nuclear
modes of excitation. However, Er is proposed as one of the burnable poisons in the thermal nuclear
reactors, but there is a scarcity of neutron cross section data. JENDL 3.2 has no evaluated data for Er
isotopes, however, ENDF/B-VI has data for 166167Er only, but the evaluation was done many years ago
[Wri+90]. Other reaction cross sections data are necessary for many researches. Therefore, the aim of the
present study is to supply new evaluated data.

2. Evaluation of Neutron Cross Sections from Resonance Parameters

2.1. Evaluation Method

The Multi-level Breit-Wigner (MLBW) formula was adopted to calculate the cross sections in the
resolved resonance region. In this energy region, only elastic scattering and radiative capture are possible
for Er isotopes. Therefore, the total cross section must be equal to their sum. In order to calculate the
total, elastic and radiative capture cross sections in the resolved resonance region, the computer program
RECENT [Cul 96] was used. RECENT can calculate neutron energy dependant cross sections from the
resonance parameters. In the thermal region, the same method as in the resolved resonance region was
adopted. Therefore, negative-energy resonances were assumed for 166168>170Er isotopes so as to reproduce
the experimental cross sections at thermal energy. The cross sections in the thermal and resolved
resonance regions were calculated from the resonance parameters taken from the recent compilation of
Landolt-Bornstein New Series I/16B [Suk+98]. As for the scattering radii, the recommended values of
Mughabghab [Mug 84] were employed, but a small modification within the given error was made so as
to reproduce the experimental thermal neutron scattering cross sections.

In the unresolved resonance region, the Single-Level Breit-Wigner (SLBW) formula with the
average resonance parameters was used to calculate infinitely dilute average cross sections.
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3. Statistical Model Calculation

3.1 Optical Potential

In any optical model calculations, the optical
model parameters (OMPs) are important.
However, no study has been performed on the
OMPs of Er isotopes. Therefore, assuming the
same OMPs for the individual Er isotopes, a new
set of OMPs for ratEr was searched by using the
total cross section data of ratEr. Figure 1 shows the
total cross sections of natEr calculated by
CASTHY [Iga 75] with the newly searched set of
OMPs, together with the experimental data. The
calculated results with the global OMP sets of
Moldauer [Mol 63] and Modified Walter-Guss
[Yam 90, Wal+86] are also shown in the figure. It
is clearly seen from Fig. 1 that the calculations
with the present OMP set are in good agreement
with the experiments in the region of 10 keV to 20
MeV. The new set of OMP is shown in Table 1.

Table 1 Present Optical Model Parameters
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Fig 1. Calculated and experimental
total cross sections of natEr.
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Table 2. Reaction
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Modelsfl
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Programs used in the present calculation

ComputerPrograms

CASTHY

CASTHY

CASTHY

CASTHY

GNASH

Inelastic
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Direct
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Exciton Decay

DWBA

GNASH
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Other Reactions

Compound
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Statistical

Exciton Decay

GNASH

GNASH

1 Models other than the optical model.
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3.2 Calculational Method
The calculations of neutron reaction cross sections of 16d-167168170Er w e re performed above the

resonance region with a variety of nuclear-reaction models. Table 2 shows the nuclear-reaction models
and the computer codes employed in the present calculations. The statistical model is adopted in both
CASTHY and GNASH [You+92]. GNASH implements Hauser-Feshbach theory in an open ended
sequence of reaction chain.

The pre-equilibrium process is important for the emission of relatively high-energy particle.
Therefore, in the calculation of the inelastic scattering cross section, the pre-equilibrium process was
taken into account in addition to the statistical process. Those processes were simultaneously treated with
GNASH using an exciton model [Kal 74, Kal 85]. Above several MeV, the direct and semi-direct capture
mechanism becomes dominant in the capture reaction. In the calculations the direct and semi-direct
capture model as well as the statistical model were taken into account. GNASH was used to estimate the
direct and semi-direct capture cross section. GNASH adopts the pre-equilibrium photon decay model,
which gives a simple estimate of the direct and semi-direct capture cross section.

In the present study, the cross section of the direct inelastic scattering to the first excited state of each
Er isotope was calculated with the computer program DWUCKY [Yam+88, Kun+92].

4 Results and Discussion
Figures 2-5 show the presently evaluated results for the neutron cross sections of 166-167168.170Er)

respectively. In the figures, the (a) total, (b) elastic scattering, and (c) capture cross sections are shown.
The previous experimental results, the recommended values at thermal energy, and the ENDF/B-VI
evaluations are also shown in the figures. The present evaluations for the elastic scattering and capture
cross sections of each isotope well reproduce the recommended values at thermal energy as shown in
Figs. 2-5. As for the total cross sections at thermal energy, the experimental results contain the
paramagnetic scattering [Mug 84] component (about 20 b), and those of 166-168170Er are much larger than
the evaluated results. The experimental results for 167Er also contain the component, but the difference
between the evaluation and experiments is not seen in Fig. 3 (a) because of the large total cross section.

Vertebnyj et al. [Ver+65] measured the total and elastic scattering cross sections at the average energy
of 2 keV for the Er isotopes. However, it is difficult to compare the present evaluations with their results
for 166168170Er, because the resolved resonance regions continue up to several keV. As for 167Er, the
unresolved resonance region starts around 0.6 keV, and the present evaluation reproduces their results, as
shown in Fig . 3.

A significant difference is seen in the region of 100 to 300 eV for 166Er between the present and
ENDF/B-VI evaluations as shown in Fig. 2(a). It is caused by new resonances around 200 eV adopted in
the present evaluation. A small difference is also seen in the unresolved resonance region for the total and
elastic scattering cross sections of 167Er.

The evaluation with the average resonance parameters was performed only for 167Er whose upper
boundary of the resolved resonance region is around 600 eV. It is seen in the figure that the present
results give better agreement with the measurement of Vartebnyj et al. at 2 keV than the ENDF/B-VI
evaluation. For the other isotopes whose upper boundaries are around several keV, the results from the
nuclear-reaction model calculations were directly adopted even in the unresolved resonance region.

hi the calculations with CASTHY, the El y-ray strength functions were adjusted so as to reproduce
the very recent experimental capture cross sections [Har+00] at 31 keV: 0.717 b for 166Er, 1.50 b for 167Er,
0.239 b for i6SEr. As for 170Er, the capture cross section measured by Stupegia et al. [Stu+68] was adopted
for the normalization: 0.275 b at 30.08 keV.

The calculated capture cross sections for 166167168Er aje m g00(j agreement with the very recent
experimental results [Har+00] in the region of 10 to 90 keV because of normalization. The calculation by
CASTHY also well reproduces the same measurements at 550 keV for 166'167-168Er. As for 170Er, the
calculated capture cross sections seem to rapidly decrease from about 1.5 MeV compared to the
experimental data, although experimental data largely scatter above 0.8 MeV. It is worth noting that all
experiments for 170Er except for that of Kononov et al. [Kon+77] were performed with activation
methods. The calculated cross sections suddenly decrease around 80 keV in Figs. 2-5. It is due to the
inelastic neutron scattering to the first excited states of the target Er nuclei. It is seen from Figs. 2-5 that
the direct and semi-direct capture component becomes dominant above a few MeV.
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Fig. 2 Cross sections of w<Er in the thermal
and resonance regions: (a) Total, (b) Elastic
and (c) Capture. The solid and dotted lines

represent the present and ENDF/B-VI
evaluations, respectively.
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Fig. 3 Cross sections of 167Er in the thermal
and resonance regions: (a) Total, (b) Elastic
and (c) Capture. The solid and dotted lines

represent the present and ENDF/B-VI
evaluations, respectively.
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Fig. 4 Cross sections of 168Er in the thermal
and resonance regions: (a) Total, (b) Elastic
and (c) Capture. The solid and dotted lines

represent the present and ENDF/B-VI
evaluations, respectively.
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Fig. 5 Cross sections of 170Er in the thermal
and resonance regions: (a) Total, (b) Elastic
and (c) Capture. The solid and dotted lines

represent the present and ENDF/B-VI
evaluations, respectively

- 138 -



JAERI-Conf 2001-006

The ENDF/B-VI evaluation for 166Er is similar to the present calculations below 1.5 MeV, but is
much larger than the present calculation above 2 MeV. As for 167Er, the ENDF/B-VI evaluation is similar
to the present calculation below 0.7 MeV, but is much larger above 1 MeV.

The experimental total cross sections results of Djumin et al. [Dju+77] at 14.2 MeV are in good
agreement with the present calculations for 166-168170Er. As for 167Er, the experimental value is about 35 %
smaller than the present calculation. There is no reason why the total cross section of 167Er is so small
compared to the other isotopes. The ENDF/B-VI evaluations are based on the optical model calculation
with a global OMP set, and are considerably different from the present calculations with the newly
determined OMP set.

S

O

2 4 6 8 10 12 14 16 18 20

Neutron Energy [MeV]

Fig. 6 Calculated inelastic scattering cross
sections (solid lines of (a) 166Er, (b) 167Er,
(c) ls*Er and (d) 170Er. The dotted lines
show the contributions of continuum levels.

8 10 12 14 16

Neutron Energy [MeV]

Fig 8 Calculated (n,p) reaction cross sections
(a) 166Er, (b) 167Er, (c) 168Erand (d) 170Er.
The experimental data are also shown.
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Fig 7 Calculated (n,2n) reaction cross sections
(a) 166Er, (b) 167Er, (c) 168Er and (d) 170Er.
The experimental data are also shown.

6 8 10 12 14 16 IS 20
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Fig 9 Calculated (n,a) reaction cross sections
(a) 166Er, (b) 167Er, (c) 168Er and (d) 170Er.
The experimental data are also shown.
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There are no experimental data for the elastic scattering cross sections of Er isotopes in the MeV
region. Figure 6 shows the inelastic scattering cross sections (solid lines) of 166167168170Er; together with
the contributions (dotted lines) of continuum levels. The inelastic scattering cross section rapidly
increases from the threshold energy, and reaches a constant value around a few MeV. Then, it decreases
above the threshold energy of the (n,2n) reaction.

The calculated (n,2n) cross sections of 166167168170Er are shown in Fig. 7 and compared with a few
experimental results. The experimental result of Liljavirta et al. [Lil+78] for 166Er is in good agreement
with the present calculation, and that of Spenke [Spe 64] for 170Er is in agreement with the present
calculation within the experimental error. The (n,2n) cross section rapidly increases from the threshold
energy, reaches the maximum value around 2.5 b and then decreases.

The calculated (n,p) reaction cross sections are shown in Fig. 8 and compared with experimental
results around 15 MeV. The calculated results are somewhat larger than the experimental results.

In Fig. 9 the calculated (n,a) reaction cross sections are compared with experimental results around
15 MeV. The calculated results are somewhat smaller than the experimental results.
It is seen from Figs. 6-9 that the cross sections of charged particle emission reactions are much smaller
compared to those of neutron emission reactions such as (n,n') and (n,2n) reactions.

5 Conclusion
The neutron reaction cross sections of the major Er isotopes, 166167168170Erj w e r e studied in the

incident neutron energy region of 10"5 eV to 20 MeV.

The following conclusions are made:
(1) the optical model parameters for mtEr were firstly determined so as to reproduce the total cross

sections of natEr,
(2) the calculated total cross sections of all major Er isotopes except for I67Er were in agreement with the

experimental results at 14 MeV,
(3) the calculated capture cross sections of 166167168Er in the keV region were in good agreement with the

very recent measurements,

hi the thermal and resonance regions, the evaluations of the cross sections of 166I67168'170Er were also
performed. A negative-energy resonance was introduced for each of 166168-170Er to reproduce the
experimental values at thermal energy.

In conclusion, the present results are thought to be very useful for many research fields. Therefore,
the present results should be contained in the next version of Japanese Nuclear Data Library, JENDL-3.3,
in order to provide the numerical data for worldwide researchers in many fields.
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The neutron capture cross section of 237Np has been measured in the energy region from 0.01 eV to 10

keV by using the neutron time-of-flight (TOF) method with a 46 MeV electron linear accelerator (linac) at

the Research Reactor Institute, Kyoto University (KURRI). A pair of C6D6 scintillation detectors, which

was placed at a distance of 12.0±0.02 m from the pulsed neutron source, was employed for the prompt

capture gamma-ray measurement from the 237Np sample. The measured result has been normalized to the

reference value of the 237Np(n,y)238Np reaction in ENDF/B-VI at 0.0253 eV.

The existing experimental and the evaluated capture cross sections in ENDF/B-VI and JENDL-3.2

have been compared with the present measurement For the neutron capture cross section of 237Np, the data

by Weston et al. and the evaluated data are in good agreement with the present measurement. However, the

data by Hoffman et al. are obviously lower in the relevant energy region.

The data, which were measured before using a lead slowing-down spectrometer at KURRI, have been

in good agreement with the data obtained by energy-broadening the present TOF measurement.

1. Introduction

The 237Np, which is one of the minor actinides with a long half-life, is abundantly produced in light

water reactors. The nuclear data are of great importance for investigating the generation and the burn-up

characteristics of 237Np in the reactor. Neutron capture by 237Np produces an intense alpha-emitter of 238Pu

through the beta-decay of 238Np. In order to decrease an undesirable inheritance or a risk of these high level

radioactive materials, in recent years, a great interest has been taken in the nuclear transmutation using

conventional or advanced reactors and accelerator-driven subcritical reactors [1, 2, 3]. Accurate

determinations of the fission and the capture cross sections for 237Np are indispensable to research and

development of the nuclear transmutation technology.

Although several measurements for the capture cross section of 237Np have been reported at higher

energies and thermal energy, the cross section has rarely been measured in the low/resonance energy region

[4]. Weston et al. measured the capture cross section between about 0.01 eV and 0.2 MeV by the neutron

- 141 -



JAERI-Conf 2001-006

TOF method using an Oak Ridge Electron Linear Accelerator [5]. Hoffman et al. measured the neutron

capture cross section of 237Np by the neutron time-of-flight (TOF) method using a Moxon-Rae detector [6].

In the present work, the neutron capture cross section of 237Np has been measured in the energy region

from 0.01 eV to 10 keV by using the neutron TOF method with a 46 MeV electron linear accelerator (linac)

of the Research Reactor Institute, Kyoto University (KURRI). The present result is compared with the

previous experimental[7] and the evaluated data in ENDF/B-VI [8] and JENDL-3.2 [9].

The capture cross section was measured before using the lead slowing-down spectrometer (KULS) at

KURRI. The result obtained by the KULS is compared with the present TOF measurement, which is

energy-broadened by the resolution function of the KULS.

2. Experimental Procedure

2.1. Capture Samples

Neptunium oxide (NpO2) powder of 1.13 g was purchased from Amersham, which was packed in an

aluminum disk container of 20 mm in inner-diameter and 1.4 mm in thickness (outer-diameter: 30 mm and

thickness: 2.2mm). The purity of the sample is 99.6% by weight and the major impurities are about 4ug in

total weight of Ga, K, P, Rb, and S. The gamma-rays of 86.5 keV from 237Np and 300, 312, 341 keV from
233Pa which was produced through the oc-decay of 237Np, were measured with a high-purity germanium

detector (HPGe). No peak from the impurities except for 233Pa was found in the pulse height distribution

data.

The enriched 10B powder of 90.4% was put into a thin Al (0.2 mm in thickness) plug of 1.8 X 1.8 cm2

and 8mm in thickness, and the sample thickness was 1.102 g/cm2.

2.2. Experimental Arrangement

The neutron capture measurement was performed in the neutron energy region of 0.01 eV to 10 keV

using the 46 MeV electron linac at KURRI. The experimental arrangement is shown in Fig. 1. Pulsed fast

neutrons were produced from a water-cooled Ta target. The flight path, which is 12.0 ± 0.02 m from the

neutron source to the sample, is located at an angle of 135° with respect to the linac electron beam direction.

The target is consists of twelve sheets of Ta plates of 5 cm in diameter and 2.9 cm long in effective

thickness [10]. The target was set at the center of the cylindrical water tank, which was 30 cm in diameter

and 1 cm in tank wall thickness, to moderate fast neutrons. A shadow bar made of Pb block (size: 5X5 cm3

X10 long) was placed in the neutron flight path in front of the Ta target to reduce the y-flash generated by

the electron burst in the target.

The linac was operated with a pulse width of 3^s, a repetition rate of 30 Hz, electron peak current of

400 mA and the electron energy of 22 MeV for the measurement in the lower energy region, and with a

pulse width of 33 ns, a repetition rate of 100 Hz, electron peak current of 3 \iA and the electron energy of

20 MeV in the higher energy region, respectively.
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KURRI LINAC
(Pulsed electron beam)

C.D.
Liquid
Scintillation
Detector

135

Ta-target

Water Tank Paraffin-UCQ B«C+riBO=

— l( Sample

12.0 m

Fig. 1. Experimental arrangement for the capture cross section measurement.

2.3. Detectors and Data Taking

A pair of C6D6 liquid scintillation detectors was used for detection of y-rays from the sample. The
237Np sample was inserted into the neutron TOF beam between the detectors, each 11cm in diameter and

5 cm thick. The detectors are adequate to the capture y-rays measurement because of less sensitive to

scattered neutrons. For the measurement of the incident neutron flux/spectrum on the sample, a 10B plug

(1.102 g/cm2) was inserted into the TOF beam instead of the 237Np sample. A background run was carried

out with an aluminum disk container without the 237Np sample. In the background measurement, a thick 10B

plug (4.54 g/cm2) was placed in front of the collimator before the C6D6 detectors to black-out the neutron

beam. The background level was also confirmed by those measured with a 0.5 mm thick Cd sheet and

notch-filters of Ag, Co and Mn. The neutron beam intensity during the experiment was monitored with a

BF3 counter, as shown in Fig. 1. In order to monitor the neutron intensities during the experimental runs,

the BF3 counter was placed in the neutron beam. Through the amplifiers and the discriminators, signals

from a pair of C6D6 liquid scintillation detectors or the BF3 counter for the neutron flux/spectrum monitor

were fed into the time digitizer, which was initiated by the linac electron burst. The multi-channel data

were stored as two sets of 4096-channel data with a channel width of 4u.s.

3. Data Analysis

3.1. Neutron Capture Cross Section

The relative neutron capture yield of the 237Np(n,y) reaction is given by the following relation:

_CNp(E)]

' CB(E)
(1)
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YNp(E) = (1 -

where CNp(E) is capture counts of 237Np at energyE, CB(E)\s capture counts of 10B at energy E, Nis

atomic density of the 237Np sample, fc is the correction factor for the neutron scattering in the sample,

ac(E) is the neutron capture cross section, o,(E) is the total cross section, t is thickness of the 237Np

sample, and YB (E) is the capture yield of 10B. Since the cross section of the loB(n,oc) reaction is a

well-known reference one, it has been used to determine the neutron flux/spectrum in the present

measurement. When t is thin enough, Eq. (2) can be written as follows:

3.2. Self-shielding Correction

The self-shielding effect of neutrons has to be taken into account in the capture cross section

measurements, especially near the large resonance region. We have assumed that the sample is irradiated by

the neutron TOF beam. The self-shielding correction in the 237Np sample has been calculated by the Monte

Carlo code MCNP [11]. The correction factor has been obtained from the ratio of the effective capture

cross section for the 237Np sample to that for the infinite diluted one that is obtained by multiplying the

atomic density by 10"6. The result has been applied to the neutron scattering and self-shielding correction

for the present cross section measurement of the 237Np(n, y )238Np reaction.

4. Results and Discussion

The neutron capture cross sections have been measured relative to that of the l0B(n,a) reaction at the

energy region from 0.01 eV and 10 keV. The result obtained has been normalized to the reference value of

the thermal neutron cross section of 181 b of ENDF/B-VI at 0.0253 eV. The experimental uncertainties are

in the range of 0.05% to 44%, and the major uncertainties are due to the statistical error and that in the

reference cross section for the 10B(n,a) reaction. Since the 237Np sample was almost free from impurities,

no correction was made for the impurity effect.

The capture cross sections measured by Weston et al. [5] are in good agreement with the present

measurement as seen in Fig. 2, but the data measured by Hoffman et at.[6] are remarkably lower than the

present values [6]. The evaluated data in ENDF/B-VI [8] and JENDL-3.2 [9] are also in good agreement

with the present measurement in the relevant energy region, as shown in Fig. 3.

We measured the capture cross section before using the lead slowing-down spectrometer (KULS) at

KURR1. The measured data are in good agreement with the data that the present TOF measurement is

broadened by the resolution function of the spectrometer, as shown in Fig.4.

5. Conclusion

The neutron capture cross section of 237Np has been measured in the energy region from 0.01 eV and
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10 keV by using the neutron TOF method and the C6D6 liquid scintillation detectors. The data by Weston et

al. and the evaluated data in ENDF/B-VI and JENDL-3.2 are in good agreement with the present

measurement in the relevant energy region. However, the data by Hoffman et al. are lower obviously. The

data measured with the lead slowing-down spectrometer have been in good agreement with the data which

were obtained by energy-broadening the present TOF measurement.
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M. M. Hoffman
L. W. Weston
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Fig. 2. Comparison of the experimental capture cross sections of 237Np and the

present measurement obtained by the linac TOF method.
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Fig. 3. Comparison of the evaluated capture cross sections of 237Np and the present

measurement obtained by the linac TOF method.
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Fig. 4. Comparison of the measurement obtained with the KULS and the linac TOF

data broadened by the KULS resolution.

Reference

[I] T. Mukaiyama, et al., "Conceptual Study of Academic Burner Reactors", Proc. of the 1988 Int.

Reactor Phys. Conf., Jackson Hale, Vol. IV, 369 (1988).

[2] D. H. Berwald and J. J. Duderstadt, Nucl. Technol., Vol. 42, 34 (1979).

[3] H. Takano, et al., "Concept ofActinide Transmutation with Intense Proton Accelerator", 6th Int. Conf.

On Emerging Nuclear Energy System, Monterey, USA (1991).

[4] K. Kobayashi et al., J. Nucl. Sci. Technol., 31, 1239 (1994).

[5] L. W. Weston & J. H. Todd, Nucl. Sci. Eng., 79, 184 (1981).

[6] M M. Hoffman et al., Bull. Am. Phys. Soc, 21, 655 (1976).

[7] K. Kobayashi et al., JAERI-Conf 2000-005, p. 119 (1999).

[8] P. F. Rose (Ed.), "ENDF-201, ENDF/B-VI Summary Documentation," BNL-NCS-17541, 4th Ed.

(ENDF /B-VI) (1991), and "ENDF/B-VIMOD2 Evaluation," by P. G. Young (1996).

[9] T. Nakagawa et al., "Japanese Evaluated Nuclear Data Library Version 3 Revision 2; JENDL-3.2 ", J.

Nucl. Sci. Technol., 32, 1259 (1995), and K. Shibata and T. Narita, "Descriptive Data of JENDL-3.2",

JAERI-Data/Code 98-006 (1998).

[10] K. Kobayashi, G. Jin, S. Yamamoto, K. Takami, Y. Kimura, T. Kozuka and Y.Fujita: Annu. Rep. Res.

Reactor Inst., Kyoto Univ., 22, 142 (1987).

[II] "MCNP-A General Monte Carlo Code for Neutron and Photon Transport, Version 3A",

LA-7396-M, Rev. 2, Los Alamos National Laboratory (1986).

- 146 -



JAERI-Conf 2001-006 I III
JPO150668

3.6

Projectile Dependency of Radioactivities of

Spallation Products Induced in Copper

Hiroshi Yashima

Department of Quantum Science and Energy Engineering, Tohoku University,

AobaOl, Aramaki, Aobaku, Sendai 980-8578,Japan

e-mail :yashima@cyric.tohoku.ac.jp

Hiroshi Sugita, Takashi Nakamura, Tomoyuki Shiomi

Department of Quantum Science and Energy Engineering, Tbhoku University,

Aoba, Aramaki, Aobaku, Sendai 980-8578,Japan

Yoshitomo Uwamino, Sachiko Ito

Institute of Physical and Chemical Research, Hirosawa, Wako, Saitama 351-01, Japan

Akifumi Fukumura

National Institute of Radiological Sciences, 4-9-1, Anagawa, Inage-ku

Chiba-shi, Chiba, 263-8555, Japan

The reaction cross sections of spallation products in a Cu target by

230MeV/nucleon Ne,C,He,p and lOOMeV/nucleon Ne,C ions were obtained. Irradiation

experiments were performed at HIMAC (Heavy Ion Medical Accelerator in Chiba),

National Institute of Radiological Sciences. Gamma-ray spectra from activation samples

were measured with a HPGe detector. From the gamma-ray spectra, we obtained the

variation of reaction cross sections of Cl-38, Cr-49, Mn-55, Cu-60, Cu-61 and Co-62m in

Cu sample with Cu target thickness and mass-yield distribution of nuclides in Cu

sample on the surface of Cu target. The results showed that the dependence of the cross

sections to the projectile mass varies with the mass number difference between Cu and

produced nuclide

1. Introduction

Recently the high-energy and high-intensity accelerators have increasingly been

used for nuclear physics, solid-state physics, radiotherapy, material damage study, and

so on. Safety design consideration for the accelerator facilities requires reaction cross
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section data for high-energy ions to estimate the radioactivities induced in the

accelerator components and in the shielding materials. We therefore irradiated

230MeV/nucleon Ne,C,He,p and lOOMeV/nucleon Ne,C ions onto a Cu target, and

investigated the projectile dependency of induced radioactivities of spallation products.

2. Experiment and Analysis

Irradiation experiments were performed at HIMAC (Heavy Ion Medical

Accelerator in Chiba), National Institute of Radiological Sciences. A schematic view of

the experimental set-up is shown in Fig. 1. The Cu target was composed of a stack of

100mm X 100mm X 5mm Cu plates, and C, Al, Cr, Fe, Ni, Cu, Pb samples were

inserted between the Cu plates. The thickness of Cu target is longer than the flight path

of the projectile beam. Table 1 shows the flight path of the projectile beam calculated by

the SPAR code [l]. After irradiation, we measured the gamma-ray spectra from samples

with a HPGe detector. Fig.2 shows a schematic view of the gamma-ray detection system.

The reaction rates of radionuclides produced in samples which were identified from the

gamma-ray spectra and the decay curves were estimated after being corrected for the

peak efficiency of the HPGe detector and the coincidence-summing effect.

3. Results and Discussions

From the reaction rates, we obtained the reaction cross sections of Cl-38, Cr-49,

Mn-56 Cu-60, Cu-61 and Co-62m in a Cu target by 230 MeV/nucleon Ne,C,He,p and

lOOMeV/nucleon Ne,C ions and mass-yield distribution of nuclides in Cu sample at surface

of Cu target.

Fig.3 shows the variation of reaction cross sections of Cl-38 produced in the Cu

sample with Cu target thickness. Target thickness is expressed as the unit of the flight

path. In Fig.3, the reaction cross sections of Cl-38 are almost constant down to the beam

flight path and rapidly decrease beyond it in the case of C and Ne ion

(230, lOOMeV/nucleon) irradiations, while it gradually decreases with target thickness in

the case of 230MeV/nucleon He ion. Since the mass number difference between Cu and

Cl-38 is large, Cl-38 is produced dominantly by a primary projectile beam.

Fig.4 shows the variation of reaction cross sections of Cr-49 produced in the Cu

sample with Cu target thickness. In Fig.4, the reaction cross sections of Cr-49 increase

down to the beam flight path and decrease beyond it in the case of C and Ne ion

(230,100MeV/nucleon) irradiations while it is almost constant down to the beam flight

path and rapidly decrease beyond it in the case of 230MeV/nucleon He ion and it

monotonously decreases with target thickness in the case of 230MeV/nucleon p ion. Since

the mass number of Cr-49 becomes closer to Cu than that of Cl-38, the fraction of Cr-49

- 148 -



JAERI-Conf 2001-006

produced by secondary particles increases.

Figs.5 to 8 show the variation of reaction cross sections of Mn-56,Cu-60,Cu-61,Co-62m

produced in the Cu sample with Cu target thickness, respectively. In these figures, the

reaction cross sections of these nuclides show the similar tendency as that of Cr49

although the cross section increase with the target thickness is much higher for

spallation products of lighter mass.

Fig.9 shows the mass-yield distribution of nuclides in Cu sample on the surface of Cu

target. The cross section is normalized to the cross section for 230MeV/u Ne ions. Table2

shows the cross section ratio of nuclides normalized to the cross section for 230MeV/u p

ions. In Fig.9 and Table2, the projectile dependency of the cross section is small in the

nuclide of which the mass number is closer to Cu while it becomes larger with the lower

mass nuclides.

0.1mm thick 10cm X 9 cm
C, Al, Fe, Ni, Cu, Pb, Cr sample

Ne(230,100MeV/u) Tp
C (230,100MeV/u)
He(230MeV/u)
p(230MeV/u)

5mm thick 10cm x 10cm Cu plate

j ! HPCo
I c'olccLoi • I

Sample

HPGe
detector
capsule

Lucite rack

Liquid N2
Fig.1 Schematic view of the experimental geometry. Fig.2 Schematic view of the gamma-ray

detection system
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4. Conclusion

We performed the irradiation experiments by 230MeV/nucleon Ne,C,He,p and

lOOMeV/nucleon ions, and obtained the variation of reaction cross sections of nuclides

produced in Cu sample with Cu target thickness and mass-yield distribution of nuclides in

Cu sample on the surface of Cu target. It was found that these cross sections have two

tendencies. When the mass number difference between Cu and produced nuclide is small,

the fraction of nuclides produced by secondary particle is large. The reaction cross

section is almost equal for Ne and C ions but smaller for He and p ions. The more the

projectile mass number of ion and energy increases, the more the reaction cross section

increases toward the inner part of Cu target. When the mass number difference between

Cu and produced nuclide is large, where the threshold energy is high, and nuclide is

almost produced by a primary projectile beam. The cross section difference between Ne,C

and He,p becomes larger in the lower mass nuclides. We are now analyzing the induced

radioactivities produced in other samples.
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3.7
Measurement of Neutron Production Cross Sections by

High Energy Heavy Ions

Hisaki Sato, T.Kurosawa, H.Iwase, T.Nakamura, N.Nakao, Y.Uwamino

The double-differential cross section (DDX) of neutron production from thin C, Al,

Cu, and Pb targets bombarded by 135MeV/nucleon He, C, and Ne ions and by

95MeV/nucleon Ar ion were measured using the RIKEN Ring Cyclotron of the Institute

of Physical and Chemical Research, Japan. The neutron energy spectra were obtained by

using the time-of-flight method. The NE213 liquid scintillator was used for neutron

detector (E counter), and the AE counter of the NE102A plastic scintillator was used to

discriminate charged particles from noncharged particles, neutrons and photons. The

experimental spectra were compared with the calculation using the HIC and the QMD

codes.

1. INTRODUCTION

Recently, the use of high-energy heavy ions have been increasing in various fields.

To design the accelerator facility, it is important to protect workers from radiation,

particularly penetrating neutrons produced by high-energy heavy ions. There exist a few

published data on the double-differential cross sections (DDX) of neutron production for

337MeV/nucleon Ne ions on C, Al, Cu, and U targets [l] and 790MeV/nucleon Ne ion on

Pb target[2], but still very poor. In this work we present the double-differential cross

sections (DDX) of neutron production from thin C, Al, Cu, and Pb targets bombarded by

135MeV/nucleon He, C, and Ne ions and by 95MeV/nucleon Ar ion. These results will be

useful as a benchmark experimental data to investigate the accuracy of high-energy

particle transport calculation code. Here, the measured spectra are compared with the

calculation using the two heavy-ion Monte Carlo codes of the internuclear-cascade and

evaporation model (HIC) and the quantum molecular dynamics model (QMD).

2. EXPERIMENT

The measurements were carried out at the RIKEN Ring Cyclotron, the Institute of

Physical and Chemical Research. A schematic view of the experimental set-up is shown

in Fig.l. The NE213 liquid scintillator (12.7cm diameter by 12.7cm thick), which was

designed to expand the dynamic range of output pulses for high energy neutron

measurements, was used as the E counter, and the NE102A plastic scintillator (15cm by

15cm square and 0.5cm thick) as the AE counter was placed in front of the E counter to

discriminate charged particles from noncharged particles, neutrons and photons. The

target thicknesses are lmm of C, 0.6mm of Al, 0.3mm of Cu, 0.3mm of Pb. The direction
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of incident beam was rotated around the target from 0 to 110 degrees using the beam
swinger, in order to measure the energy-angle distribution of neutrons produced from
the target by the time-of-flight (TOF) method having the flight path of 847cm. In order to
shield the spurious scattered neutrons, the neutrons from the target were introduced to
the detector through the iron-concrete collimator of 120em thickness. The measurements
were carried out at 0° ,15° ,30° ,50° ,80° and 110° .

110 degree

NE102A

0 degree

Scattering chamber

Flight path 847cm

Fig.l Schematic view of the experimental set-up
3. RESULTS AND DISCUSSIONS

We obtained neutron energy spectra for C,Al,Cu, and Pb targets bombarded by 135
MeV/nucleon He, C, and Ne ions and by 95MeV/nucleon Ar ion. These experimental
results were compared with the calculation using the HIC [3] and the QMD [4] codes.
Figs.2-5 show the experimental and calculated double-differential cross sections of
neutron production by He, C, Ne and Ar ion, respectively. The neutron energy spectra
measured in the forward direction have a peak near the projectile energy per nucleon.
This peak is due to a knock-on process in which a neutron is knocked out by the direct
collision between the target nucleon and the projectile nucleon. This peak becomes more
prominent in the forward direction and for a lighter target, since the momentum transfer
from projectile to target nuclei is higher for lighter nucleus than for heavier nucleus [5].
The high energy end of neutrons in the forward direction reaches about 2.5 - 3 times of
incident particles energy per nucleon. The neutron spectra have another two components
based on cascade-preequilibrium emission process and evaporation-equilibrium emission
process. At small angles, knock-on process is dominant, and at large angles, evaporation
process is dominant. Two calculations using HIC and QMD show a tendency to
underestimate the high-energy neutron components beyond the peak at all angles. The
HIC overestimates the peak, while the QMD underestimates the peak. At large angles,
the calculated spectra are in good agreement with the measured spectra. In general, the
QMD gives better agreement with the experimental results, especially for a heavy target,
than the HIC.
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4. CONCULUSIONS

We measured double-differential cross sections of neutron production from thin C,

Al, Cu, and Pb targets bombarded by 135MeV/u He, C, and Ne ions and by

95MeV/nucleon Ar ion. The experimental spectra were compared with the calculation

using the HIC and the QMD codes. The calculated spectra tend to underestimate the

high-energy neutron region. At large angles, the calculated spectra, particularly the

QMD, are in rather good agreement with the measured spectra. These experimental

results will be useful as the benchmark data for investigating the accuracy of the

calculation code.
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New evaluation of prompt neutron spectra for 235U and 239Pu was made on the basis of

Madland-Nix model combined with multimodal random-neck rupture model of the fission process.

The resulting spectrum for 235U(nth, f) was harder than the previous evaluation in JENDL-3.2 but a

bit softer than the ENDF/B-VI evaluation.

1. Introduction

One of the central problems in calculating the prompt neutron spectra is how to deal with a

variety of fission fragments with a variety of excitation energies. In order to give an approximate

solution to this problem, the present author [1,2] proposed to introduce the idea of multimodal

random-neck rupture fission model [3] into the Madland-Nix model [4] of prompt neutron emission.

The energy partition between the fragments is different for different fission modes, and this is fairly

well described by the multimodal model. Thus we divided the the entire fission fragments into a

few groups, each represented by modal average masses and total kinetic energies (TKEs), and

calculated the prompt neutron spectrum for each mode independently using available empirical data.

The total spectrum was obtained by synthesizing the modal spectra. Application of this

methodology to prompt neutron spectra for 237Np(n,f) [1] was found to give improved account of the

the spectra.

This report describes results of calculation of the prompt neutron spectra for 235U and 239Pu

performed on the basis of the method of multimodal analysis for JENDL-3.3.

2. Method

The average masses of pre-neutron-emission light and heavy fragments (LF, HF) and TKEs

for each fission mode, such as Standard 1 (SI), Standard 2 (S2), Superlong (SL), were taken from

multimodal analyses of experiments. The fission Q-vaJues for each mode were calculated with

TUYY mass formula [5]. The inverse cross section for fission fragments were calculated using

Becchetti-Greenlees optical model potential [6].
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Some modifications were made in the Madland-Nix model; (a) the level density parameters

were calculated with the Ignatyuk model [7] taking into account the shell effects, and (b) difference

in the number of neutrons emitted from LF and HF are allowed. The average number of neutrons

VJL(H) emitted from LF and HF for each mode / were calculated from the prescission shapes for each

mode.

The prompt-neutron spectra for each mode (modal spectra) X/ were synthesized with

respective weighting of the modal nu-values

%i(En) = [ V,L%,L (En) + V,H %m(En)] / (V,L + V,H ) (1)

The total neutron spectrum was calciulated by averaging the modal spectra with respective

weighting w, and V/

XUEn) = [ XWiVt X, (En) ] I (ZwtVi) (2)

where w, is the mode branching ratio and Vj the average number of neutrons emitted in a fission of

type /. The shape parameters of the prescission nuclear shapes taken from Fan et al. [8] were used

to calculate the neutron multiplicity V](A) as a function of fragment mass^ for mode /.

3. Results

3.1 U-235

Three fission modes, i.e., Standard 1 (SI), Standard 2 (S2), Superlong (SL), as pointed

out by Knitter et al. [9] , together with relevant fragment kinetic energies, were adopted in the

calculation for (nth,f). The modal spectra for the three modes and the synthesized total spectrum ace

shown in Fig.l. The SI-spectrum is the softest, because the total excitation energy (TXE) is the

lowest for this mode. In contrast, the SL-spectrum is the hardest, as expected from the fact that

total deformation energy, which in turn converts into fragment excitation energy after scission, is

largest for this mode. The S2-spectrum comes in between. The total spectrum lies close to the

S2-spectrum, because the branching ratio to the S2-mode accounts for 82% of the total process.

Figure 2 plots the ratio of the present and the ENDF/B-VI evaluations relative to the JENDL-3.2

evaluation. As can be seen, the present spectrum is harder than the previous one stored in

JENDL-3.2. The calculation was then extended up to 5 MeV using the incident-energy dependence

of the mode branching ratios [10].

3.2 Pu-239

Multimodal analysis of experiments by Schillebeeckx et al. [11] was adopted as the

basis of calculation for 239Pu(nth,f)- F°r this nuclide, another mode, called Standard-3 (S3), was
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confirmed in addition to SI and S2 modes; on the other hand, the SL-mode component was not

separated due to poor statistics of the measurement. These differences however do not bring about

any important consequences, because their contributions are quite small. Figure 3 shows the

modal and total spectra; main features of the spectra are similar to 235U. Relative ratios of the

present and ENDF/B-VI evaluations to JENDL-3.2 evaluations are shown in Fig.4. The result is

that the ratio to JENDL-3.2 evaluation is greater than unity except the region 0.9 - 4 MeV. Thus it

is difficult to summarize the features of the new spectrum in a simple word. Considering that the

peak of the absolute spectrum lies around 0.8 MeV and the neutron spectrum within the FBR core

lies around several hundred keV, we may say that the relative increase of 5% in the region En<l

MeV impresses like 'softening' of the spectrum. However, in the case of high leakage system like

critical safety research facility, the increase of high energy component (En>5 MeV) will enhance

leakage of fast neutrons from the core.

For higher incident energies, calculations were made using the mode branching ratios

from a study on the systematics in the ratios for many nuclides [10].
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Fig. 1 Modal and total prompt neutron spectra for235 U(nth,f).
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The point-reactor kinetics after a step reactivity insertion to a critical condition is solved directly

form fission-product (FP) data (fission yields and decay data) for the first time. Numerical

calculations are performed with the FP data in ENDF/B-VI. The inhour equation obtained

directly from the FP data shows a different behavior at long periods from the one obtained from

Turtle's six-group parameter sets. The behavior is quite similar to the one obtained from the six-

group parameter sets in ENDF/B-VI, that were obtained from FP data in a preliminary version

of ENDF/B-VI. To identify the erroneous FP data, we examine the asymptotic form of the

inhour equation at an infinitely long period. It is found that the most important precursors for

long reactor periods are found 137I, 88Br and 87Br. They cover more than 60 % of the

reactivity. It is remarkable that 137I alone covers 30-50 % depending on the fissioning

system. In addition to the three precursors, 136Te is found a candidate precursor for the

peculiarity from the time dependence of the delayed neutron activity. It is recommended that the

precision of their Pn values should be improved experimentally. For 137I, 88Br, and 87Br, the

relative uncertainty, dPn/Pn, should be decreased down to 2 % and for 136Te to 5%.

1. Introduction

It was pointed out that the reactor kinetics obtained from the ENDF/B-VI delayed-

neutron (DN) data shows a peculiar behavior [1]. For analyses of the reactor kinetics, not only

the number of the total delayed neutrons but also its time dependence is needed. In principle,

these quantities can be calculated from decay and buildup of fission-product (FP) nuclei. From

this viewpoint, the DN data in ENDF/B-VI were obtained from the summation calculation with

FP data in a preliminary version of ENDF/B-VI.

This paper demonstrates the reactor kinetics calculation directly from the FP decay and

buildup for the first time. For simplicity, the calculation is performed for a step insertion after a

critical condition. The FP data are taken from ENDF/B-VI so as to identify the source of the

peculiarity of the DN data in ENDF/B-VI.

The following notations are use in this paper.

V : average number of total neutrons emitted after a pulse fission
vd : average number of delayed neutrons emitted after a pulse fission
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«d(0 : delayed neutron activity after a pulse fission

k: neutron multiplication = (neutron production)/ (neutron loss)

p = (k- \)lk: reactivity

A = 1 / k: mean neutron generation time

2. Kinetics of a point reactor

The kinetics of a point reactor is obtained from an integro-differential equation for the

reactor power p(t) in the inverse method with a simple modification.

dp p(Q - P M f . P{u) nd(t-u)

The essential point is to replace the DN kernel by the DN activity after a pulse fission, «d(0- The

DN activity is calculated from the fission yields and decay data in the summation method.

Equation (2.1) can be solved formally using Laplace transform.

From Eq. (2.1), we can obtain the inhour equation that relates the reactivity p with the

asymptotic reactor period T.

dtexp{-t/T)md(t)
^f . (2.2)

re

J
Here, m&{t) is the DN activity after the infinite irradiation at a constant fission rate 1 fission/s. It

is given by

md(t) = j du exp nd(t - u) . (2.3)

It is interesting that the inhour equation (2.2) is written simply with m&{i). This reflects the fact

that the system was critical at t < 0.

It is useful to consider an asymptotic formula of Eq. (2.2) for a long T\T —»°°) . It is

given by

P = V T (2.4)

with N=\ dtmd(t] (2.5)
Jo

being the number of total delayed neutrons emitted after the infinite irradiation.

3. Delayed neutron data in ENDF/B-VI and their summation calculation

In ENDF/B-VI, the time dependence of DN emission is given in terms of parameter

values for the following conventional fitting formula
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(3.1)

with . f f a 7 = 1 (3.2)

Here, a , and ^ are the fractional DN yield and the decay constant of group j , respectively.

The DN data, vd , a ; and ^ ; , are conventionally evaluated from direct measurements

of v d and nd(0- However, ENDF/B-VI obtained these values from summation calculations of

v~d andn<j(0-

The summation calculation simulates decay and buildup of FP's using the FP fission-

yield and decay data.
allFP

\Td=X YtPni . (3.3)

Here, Yi and Pn,- are the cumulative fission yield and the DN emission probability of FP /. The

time dependence is given by

nd(t)= X Yt Pni \exp (- Xf) + [decay chain effect} , (3.4)

where Xi is the decay constant of FP i. The decay chain effect in Eq. (3.4) reflects the fact that

DN precursors can be created in part from decays of their parent FP's. This term is not very

large but gives an appreciable contribution to nd(t).

The summation calculation requires fission yield and decay data of many short lived

FP's. However their data were not known precisely enough. This is the reason why the DN

data have been evaluated from the direct measurements except for ENDF/B-VI.

Including the decay chain effect, nd(0 are calculated with an FP decay code in the

summation method [2] in the following. The FP fission yield and decay data are taken from

ENDF/B-VI.

4. Key precursors for kinetics of a point reactor

The inhour equation (2.2) is calculated with n^{t) obtained in the summation method. In

Fig. 1, it is compared with the conventional calculation obtained from the six-group parameter

set evaluated by Tuttle. This figure clearly shows a peculiar behavior at long periods, which is

similar to the one obtained from the ENDF/B-VI six-group parameter set [1]. Furthermore, it is

seen that the value at the infinitely large period is a good measure of the difference.

DN precursors which contribute much to the reactivity at the infinitely long period can

be examined from Eqs. (2.4) and (2.5). They are the ones that give large contributions to N,

which is the number of the delayed neutrons emitted after the infinite irradiation. Figure 2

shows the contribution from each DN precursor. ' 37I, 88Br and 87Br cover more than 60 % of

the reactivity. It is interesting that the most important precursor is 137I although it has been

believed that the longest lived 87Br is the most important at a large period.
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To identify DN precursors which cause the peculiar behavior in Fig. 1, the time

dependence of m&(t) is analyzed in the following way because the reactivity p is proportional to

the Laplace transform of m&{t) in Eq.(2.2). Specifically, the summation calculation of m&{t) is

compared with the one obtained from Tuttle's six-group parameter set. For simplicity, the

difference between the summation calculation and Tuttle's,

is assumed to be caused by an erroneous FP data of a DN precursor with half life X. Then, we

have Amd(?) = c exp (- fa) . The graph of t x Amd(t) has a peak at t=Vk as a function of t.

The lifetime \/X corresponds with half life (In2)/X,. Hence, from the peak time, we can identify

a DN precursor whose FP data is questionable.

This prescription is applied to fast fissioning systems of 235U, 238U because the

ENDF/B-VI six-group parameters were obtained from the summation calculations for the fast

systems. For the fast fission of 239Pu, the summation calculation agrees well with Tuttle's. For
235U(f) in Fig. 3,' x Amrf(f) has a peak at 36.7 s corresponding to half life 25.4 s. Hence, this

difference can be attributed to 137I whose half life is 24.5 s. For 238U, the obtained half life is

20.5 s. So the 88Br (half life 16.5 s) and 136Te (17.5 s) as well as 137I can also be candidates to

explain the difference.

5. Precision of fission yields and decay data

To identify key DN data for the peculiar results of the summation calculations, we

examine fission yields and decay data of 137I, 88Br, 87Br and 136Te. Here, we include 87Br

because it is one of the most important precursors, too. For their half lives, the precision is

quite good. It is about 1% or better. Hence, it is expected that the argument in the previous

section works well.

Required precision of n<i(t) is evaluated to be 5 % [3]. For simplicity, let us neglect the

decay chain effect in Eq. (3.4) and assume all FP half lives are known well. Then, we may

consider the following simple relation for the precision.

(dPn/Pn)2 + (dY/Y)2 = (5%)2. (5.1)

If we notice that the fission yields are more difficult to evaluate precisely, we may put

dPn/Pn = 3%, dY/Y = 4%. (5.2)

As for Pn values in ENDF/B-VI, however, the relative precision, dPn/Pn, is still large.

It is 6 % even for the most important 137I. Uncertainties of fission yields are much larger in

ENDF/B-VI.

It is recommended to improve the precision of Pn values of 137I, 88Br, 87Br, and 136Te

firstly because precise Pn measurements can now be performed at some laboratories. For the

most important precursors 137I, 88Br and 87Br, the precision should be better than 3%, and as
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good as 2 % to eliminate uncertainties from the Pn values. For 136Te, the precision should be as

good as 5 % because this precursor has a relatively smaller contribution than the others.

Once we obtain the precise Pn values, it is much easier to identify remaining erroneous

data. It also helps to improve the precision of fission yield values because Pn values are

branching ratios of decay chains. Hence, the precise Pn measurement is the first step to make

the summation calculation practical for the reactor kinetics calculation.

6. Conclusion

We calculate the reactor kinetics directly from FP fission yields and decay data for the

first time. The obtained inhour equation shows peculiar underestimate of reactivity at long

periods. It is similar to the one obtained from the DN data in ENDF/B-VT. 137I, 88Br and 87Br

are found to cover 60-80% of the reactivity at the infinitely long period. Among them, 137I j s

the most important. From an additional analysis on the time dependence of the DN activity, we

conclude that 137I, 88Br and 136Te could cause the peculiarity of the inhour equation. In order

to improve the summation calculation of the reactor kinetics, it is recommended that the

precision of the Pn value should be improved to 2 % for the most important 137I, 88Br and
8 7Br,andto5%for1 3 6Te.
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Fig. 1. Comparison of reactivity p in dollar between the summation method and the six-group

approximation with Tuttle's parameter set.
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Fig. 2. Delayed neutrons from individual precursors after the infinite irradiation and after a

pulse fission. The corresponding precursors in a bar are 137I, 88Br, 136Te and 87Br from the

bottom.
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Abstract
In order to precisely determine thermal neutron capture cross section of "Tc nuclide, 7-ray

emission probabilities of 100Tc were measured using a newly developed /3-y coincidence system,
which utilizes a plastic scintillator as a /3-ray detector.

About 5 kBq of "Tc samples were irradiated for 15 seconds, and then j3 and 7 rays were
measured for three minutes. The measurements were repeated 99 times.

From the obtained data, ratios of coincidence counting rates to /3 singles counting rates, nc/np,
was determined for 540 keV 7 ray. To determine 7-ray emission probabilities, a method has been
developed which uses a Monte Carlo simulation and takes into account (3 feedings to excited levels
and detection threshold of j3 rays.

1 Introduction
The "Tc is a long-lived (Tj/2 — 2.1 X 105 y) fission product nuclide with a large fission yield.

Therefore, it is suggested as a candidate for neutron transmutation, and many experimental works
have been done in order to determine the thermal neutron capture cross sections of "Tc, in particular
by using an activation method [1].

In order to precisely determine the cross section in the activation method, precise values of 7-
ray emission probabilities of the reaction product, 100Tc, are required. These values are, however,
determined with large errors (7.0 ± 1.2 % for 540 keV 7 ray [2]) mainly because of its short half-life
(T1/2 = 15.5 s).

To determine 7-ray emission probabilities of the 100Tc nuclide, a /3-7 coincidence measurement has
been done by using a newly developed /?-7 coincidence system which utilizes a plastic scintillator as
a /3-ray detector [3].

2 The experiment and data analysis
The experiment has been carried out at the Research Reactor Institute of Kyoto University. About

10 fil of ammonium hydroxide solution which contained 5 kBq of "Tc as ammonium pertechnetate,
was dried on an acrylic plate and irradiated by neutrons for 15 seconds using a pneumatic tube Pn-3
at the institute, and then (3- and 7-rays emitted from the sample were measured.

Beta rays were measured using a plastic scintillation detector placed at 10 cm distance from the
sample, whose thickness was 4 mm and which has a trapezoidal shape with an area of 33 cm2. For
7-ray detection, a HPGe detector was used, whose relative efficiency is 90 % of that of 3"x3" Nal
detector. The distance between the irradiated sample and the Ge detector was 3 cm. To follow the
decay of the 100Tc nuclei, the obtained data were partitioned every 5 seconds. The irradiations and
the measurements were repeated 99 times to improve the statistical accuracy. A total of 2 x 106 counts
were obtained for a peak area of the 540 keV 7-ray, which is emitted after /? decay of the 100Tc nuclei.

In figure 1, an energy spectrum of 7 rays observed by the Ge detector is shown, which is obtained
by summing singles (projection) spectra over all runs. From the spectrum, 7 rays emitted following
the decay of 100Tc, namely 540, 591 and 1512 keV, are clearly identified. The figure also shows a
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Figure 1: (upper) Singles spectrum of 7 rays summed over all runs, (lower) Decay curve of 540 keV
peak yields. The dashed line represents contribution from 100Tc, while dotted lines are that from
backgrounds.

decay curve of peak-areal counts of the 540 keV 7 ray in a typical run. The decay data for each run
were fitted by a function with the following form:

(i)Y(t) = oexp -

where T, a and C were varied as free parameters. The T corresponds to the half-life of 100Tc. By
averaging the obtained values for r over all runs, T for 100Tc was determined to be 15.27 ± 0.02 (s),
thus the 540 keV 7 rays were confirmed to be emitted following the decay of 100Tc.

Shown in figure 2 is a /9-ray energy spectrum summed over all runs. A bump around 50 channel
bin was caused by noises, and therefore counts above 90 channel (inclusive) are summed as a (3 counts.
Figure 3 shows a decay curve for the /3-ray counting rate in a typical run. To extract a contribution
from 100Tc to the singles /? counts, the decay curves were fitted by a function with the following form:

(2)

In the fit, a,is and C" were varied as free parameters while T<S were fixed to half-lives of 100Tc (15.27 s),
19O (26.91 s [2]) and 27A1 (2.248 min. [3]). The solid line in the figure shows a result of a fit, while
contribution from the decay of 100Tc was shown by the dashed line. Coincidence counting rates of the
/3 rays were determined in the same manner.
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From the result of the above mentioned fits, ratios of coincidence counting rates to 0 singles
counting rates, nc/np, were calculated for each time bin in each run. The final values of nc/np were
obtained after averaging over all time bins and all runs. For 540 keV 7 ray, nc(540 keV)/np was
determined to be 0.00168 ± 0.00001.

To deduce 7-ray emission probabilities from the obtained ne/np values, a method has been devel-
oped using the Monte Carlo simulation code EGS4[4]. It simulates the decay of the 100Tc nuclei and
the interaction between the detectors and the emitted particles (/3 and 7 rays), and calculates nc/np
values as a function of (3 branching ratio to the ground state of 100Ru. Four excited states of 100Ru
with large /3 branching ratios were taken into account in the simulation, namely the ground state,
540, 1131, 1362 and 2052 keV levels. With the five levels, more than 99.8 % of/3 decay feedings are
exhausted [2]. Ratios between the feeding probabilities to the excited states were determined from the
obtained singles 7-ray spectrum, after sum-coincidence corrections. By varying the f3 feeding proba-
bility to the ground state and searching for the value which reproduce the observed ne/np values, the
7-ray emission probabilities can be determined. The analysis is now under way.

This work has been carried out in part under the Visiting Researcher's Program of the Research
Reactor Institute, Kyoto University.
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Benchmark experiments have been carried out to validate the nuclear data files of JENDL-3.2,
JENDL fusion file, ENDF/B-VI, FENDL/E-1.0 and FENDL/E-2.0 for blanket materials of LiA102, Li2TiO3

and Li2ZrO3 and structural materials, i.e., C, V, Fe, SUS-316, Cu, Pb and W at Fusion Neutronics Source
(FNS) of JAERI, Japan. Some discrepancies between measured and calculated spectra were observed.
However, the C/E values for the energy multiplied integral spectrum show that all the nuclear data files
were fairly reliable.

1 .Introduction
In a fusion reactor design, neutron reaction cross section data are required and usually the

evaluated values in nuclear data files are used for the neutronics calculation. So it is very important to carry
out the benchmark experiments for candidate blanket and structural materials and to analyze their results in
order to validate the nuclear data. In this study, benchmark experiments have been carried out to validate
the nuclear data files of JENDL-3.2, JENDL fusion file, ENDF/B-VI, FENDL/E-1.0 and FENDL/E-2.0 for
blanket materials of LiA1O2, Li2TiO3 and Li2ZrO3 and structural materials, i.e., C, V, Fe, SS316, Cu, Pb and
W, at Fusion Neutronics Source (FNS) of JAERI, Japan. The former three are regarded as an advanced
solid breeder material because of their inherent advantages such as chemical stability at high temperature,
good tritium recovery characteristics and so on, however the experimental data of these blanket materials
have not been obtained so far. The latters are well-known important structural materials to be used in a
fusion reactor.

2.Experiment
The experiments have been

carried out at FNS. Secondary gamma ray
spectra from the slab assemblies have
been measured using an Nal (Tl) (3"-diam
by 3"-long) scintillation detector for three
emission angles of 0, 24.9 and 50.0 deg.
by using the time-of-flight (TOF) method.
The dimensions of the assemblies were
654—2088cm2 in the front surface (square
or circle) and 5.0—40.6cm in thickness as
shown in Table 1. Figure 1 shows the
experimental arrangement. The detector
was positioned at about 7.5m from the
slab assembly to realize good energy
resolution by the TOF method. The
detector was heavily shielded to reduce
background gamma rays from other
materials except for the sample assembly.

Table 1 Experimental assemblies.

Sample

C

V

Cu

Pb

W

Fe

SS31G

UMOi

Ll2TiO:!

LiaZrO)

Shape

Slab

Slab

: Slab

Slab

Slab

Slab

Slab

Slab

Slab

Pseudo-cylinder

Dimensions (cm)

35.6 x 35.6 x '10.2, '25.4, '40.6

25.4 x 25.4 x <10.2,'25.4

45.7 x 45.7 x '10.2, '25.4

40.0 x 40.0 x '5.0

35.6 x 35.6 x'5.1, '10.2

30.0 x 40.0 x'10.0

35.6 x 35.6 x'10.2,'20.3

25.4 x 25.4 x'10.2,'25.4

25.4 x 25.4 x '10.2, '25.4

23.8 y5 x'10.2,'25.4

- 172 -



JAERI-Conf 2001-006

Ti-T target

Tungsten

Polyethylene

Fig. 1 Experimental arrangement.

3.Data analysis
The response matrix of the

Nal(TI) scintillation detector was made
from the results of the Monte Carlo code
MCNP-4B calculation. It was confirmed
that the calculated response function
agrees well with the measured pulse
height spectrum using the standard
gamma-ray sources within 10%. The
unfolding code HEPRO was used to
convert measured pulse height spectrum
into energy spectrum. The experimental
energy spectra were compared with the
calculated results obtained by using the
Monte Carlo code MCNP-4B to discuss
the validity of the evaluated nuclear data
files of JENDL-3.2, JENDL fusion file,
FENDL/E-1.0, FENDL/E-2.0 and ENDF/B-VI. Original nuclear data quoted in each nuclear data library
for each element are listed in Table 2. The assemblies as well as the detector collimator were modeled
precisely for the MCNP calculation. The neutron and gamma-ray source spectrum made and used in FNS
was used.

Table 2 Libraries used in the calculation.

4.Results
i) Carbon

Figure 2 shows the com-
parison of measured and calculated
gamma-ray spectra for carbon of 10.16
cm in thickness and scattering angle of
50.0 degree. The calculated spectra are
in almost good agreement with all the
experimental data for all the nuclear
data files.

Libraiy name

used in the

calculation

JENDL-3.2

JENDLFF

ENDF/BVI

FENDL/E-1.0

FENDL/E-2.0

Nuclear data quoted*1

Li

J32

J32

B-VI

B-VI

B-VI

O

J32

J32

B-VI

B-VI

J32

Al

J32

JFF

B-VI

J31

EF3

Ti

J32

JFF

BVI

J31

J31

Zr

J32

JFF

B-VI

B2

JFF

C

J32

J32

BVI

B-VI

JFF+

B-VI

V

J32

JFF

B-VI

BVI

JFF

Fe

J32

JFF

BVI

B-VI

BVI+

EF3

Cu

J32

JFF

B-VI

BVI

B-VI

Pb

J32

JFF

B-VI

BVI

B-VI

W

J32

JFF
BVI
B-VI

JFF

*1 J32, JFF, B-VI, J31, EF3 and B2 are abbreviations of
JENDL-3.2, JENDL fusion file, ENDF/B-VI, JENDL-3.1,
EFF-3 and BROND-2, respectively

ii) Vanadium
Figure 3 shows the comparison of measured and calculated gamma-ray spectra for vanadium of

10.16 cm in thickness and scattering angle of 24.9 degree. All the calculated spectra show underestimation
leading to the conclusion that the evaluated secondary gamma ray production cross sections may be small.
The peaks around 1.5 and 3 MeV are not reproduced in all the nuclear data files.

iii) Iron
Figures 4 and 5 show the comparison of measured and calculated gamma-ray spectra for iron of

10.16 cm in thickness and scattering angle of 50.0 degree and the evaluated gamma ray emission energy
differential cross section (EDX) of natFe, respectively. JENDL fusion file is in fairly good agreement with
the experimental data as shown in Fig. 4. Overestimation of the secondary gamma ray production cross
section in JENDL-3.2 is reconfirmed [1]. The cross section of 56Fe in ENDF/B-VI is adopted in
FENDL/E-1.0, also that of Fe in EFF-3 is adopted in FENDL/E-2.0 as shown in Table 2. As a result, the
peak of 1238 keV from 56Fe has not been reproduced in FENDL/E-2.0 as one can see it from the EDX
spectrum of 56Fe,though the reproduction is fairly good in FENDL/E-1.0.

iv)SS316
Figure 6 shows the comparison of measured and calculated gamma-ray spectra for SS316 of

10.16 cm in thickness and scattering angle of 50.0 degree. The result shows the same tendency as the case
of iron because SS316 is mainly composed of iron. The influences of other elements such as Ni and Mn
were not observed.
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v) Copper
Figure 7 shows the comparison of measured and calculated gamma-ray spectra for copper of

10.16 cm in thickness and scattering angle of 50.0 degree. Large discrepancy is not observed and five
nuclear data files reproduce the measured spectrum very well. Five nuclear data files are therefore
confirmed to be fairly reliable with respect to the prediction of gamma ray spectrum.

vi) Lead
Figures 8 and 9 show the comparison of measured and calculated gamma-ray spectra for lead of

5.00 cm in thickness and scattering angle of 50.0 degree and the evaluated gamma ray emission EDX of
natPb, respectively. ENDF/B-VI calculation gives the best agreement with the experimental data among five
nuclear data files. In JENDL-3.2 and JENDL fusion file, the peaks of 1770 keV and 2615 keV from natPb
are not observed because there is no structure around 2-3 MeV in the EDX spectrum of "atPb as shown in
Fig. 9.

vii) Tungsten
Figure 10 shows the comparison of measured and calculated gamma-ray spectra for tungsten of

5.08 cm in thickness and scattering angle of 24.9 degree. Because there is no complicated structure
including discrete peaks, large discrepancy is not observed, however a slight discrepancy is found around 2
MeV.

viii) LiAIO2

Figures 11 and 12 show the comparison of measured and calculated gamma-ray spectra for
L1AIO2 of 25.4 cm in thickness and scattering angle of 24.9 degree and the evaluated gamma ray emission
EDX of natO, respectively. A significant discrepancy between the experimental and calculated spectra is
observed around 6 MeV in JENDL-3.2 and JENDL fusion file as shown in Fig. 11, that is due to the fact
that the intensity of the 6130 keV gamma ray from the second excited level of 16O is not evaluated in
JENDL-3.2 and JENDL fusion file as shown in the EDX spectrum of Fig. 12. All the nuclear data files
properly reproduce discrete gamma ray peaks from 27A1.

ix) L
Figures 13 and 14 show the comparison of measured and calculated gamma-ray spectra for

Li2TiO3 of 10.16 cm in thickness and scattering angle of 50.0 degree and the evaluated gamma ray
emission EDX of natTi, respectively. The same tendency as LiAlC>2 is observed for 16O. The calculated
spectra in JENDL-3.2 and JENDL fusion file agree well with the experimental data below 3 MeV as shown
in Fig. 13. The ENDF/B-VI calculation seems to underestimate expcept for peaks over 5 MeV as is
understood from the EDX spectrum of nalTi in Fig. 14.

x)
Figures 15 and 16 show the comparison of measured spectra and calculated gamma-ray spectra

for Li2ZrO3 of 10.16 cm in thickness and scattering angle of 24.9 degree and the measured gamma ray
spectrum of natZr with Hp-Ge detector by Kondo et. al.[2], respectively. A large underestimation is
observed for ENDF/B-VI as shown in Fig. 15 because there is no evaluated secondary gamma ray
production cross section for Zr. The FENDL/E-1.0 calculation is in excellent agreement with the
experimental data among all the nuclear data files. This means that the secondary gamma ray production
cross section of natZr in BROND-2 is very reliable. The gamma ray peak around 2 MeV from natZr is not
reproduced in all the nuclear data files, though this peak was observed in the measured gamma ray
spectrum as shown in Fig. 16.

xi) The ratio of C/E in energy integral
The ratio of calculated to measured gamma ray spectrum multiplied by the gamma ray energy

(C/E) is described for all the samples in Fig. 17. The C/E values deviate within ± 20% from 1.0 except for
naIV and natFe. All the nuclear data files are thus confirmed to be reliable in general with respect to the
prediction of gamma ray transport.
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5.Conclusion
Secondary gamma ray benchmark experiments for advanced blankets and structural materials

have been conducted. The nuclear data files of JENDL-3.2, JENDL fusion file, ENDF/B-VI, FENDL/E-1.0
and FENDL/E-2.0 were validated by means of comparing measured with calculated secondary gamma ray
spectra. It was found from the comparison that there were some discrepancies between experiment and
calculation and it was pointed out that several nuclear data files should be improved. However, for the
energy integral, all the C/E values deviate within 20% except for nalV and natFe in all the nuclear data files.
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In OKTAV1AN, the Intense 14MeV Neutron Source Facility of Osaka University, the double

differential cross sections (DDXs) of (n,xp) reaction for ""'Si, 19F induced by incident DT neutrons have been

measured by using by two-dimensional analysis of the E-TOF spectrum, combined with the pulse-shape

discrimination technique. From the result of comparison with JENDL fusion file, JENDL fusion file fairly

reproduced the shape of the spectra, however, a slight underestimation was observed.

1. Introduction

In fusion power reactor development, it is indispensable to understand behavior of charged particles,

because the DDX of charged particles emission reactions (DDXc) induced by 14 MeV incident neutrons is of

primary importance for evaluation of nuclear heating and material damages in the elements and components of

DT fusion devices. However, until now only a few data have been measured worldwide because of experimental

difficulties such as high background and low net-count rate due to small cross section and thin sample.

In the previous experiments, we could use relatively thin samples because they were mostly

medium-heavy metals. However, in light elements, a thin sample cannot be prepared easily and the thickness of

their compounds available becomes more than a few hundred micrometers. In the last few years, the new

unfolding method (spectrum type Bayes estimation method [1]) was therefore introduced to realize

measurements with a

thick sample [2]. The

purpose of this study is to

measure the DDXs of

proton emission reaction

from ""SiO^ ft m) and
l9F(500^ m) by using the

spectrum type Bayes

estimation method and

Table.l Description of the measured samples

Sample

nucleus

MSi

Measured

particle

Proton

Proton

Sample

material

TeHon

Si wafer

Measured angle

(deg)

45, 60, 70,90,

110

45, 60, 70,90,

110

0
(mm)

60.0

28.0

Thickness

(Vm)

500

320

Abundance

(%)

I9F 100.0

2*Si 92.23

^Si 4.67

""Si 3.10
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E-TOF method combined with the pulse-shape discrimination technique [3]. Silicon is a very important

semiconductor material and can be used as a plasma facing material (SiC), blanket material (Li2Si03), and so on.

Fluorine is well known as is contained in FLIBE (Li2BeF4), which is one of the famous liquid blanket materials.

The details of the samples are shown in Table 1.

2. Experimental procedure

The charged-particle spectrometer, the

schematic view of which is shown in Fig.l, was

arranged in a cylindrical vacuum chamber of 1 m

in diameter and 1 m in length. The chamber was

kept at a pressure of ~1.3 Pa. The background

counts in charged-particle detection ware reduced

by the pulse-shape discrimination technique and

shielding set made of iron, lead and polyethylene.

The detector was placed inside the lead shield.

The particle-emission angle can be changed by

adjusting the sample position as shown in Fig.2.

The flight path of emitted particle varies from 42

cm to 59 cm according to the emission angle. The

measurements of the DDXc were carried out at

five angles of 45, 60,70,90 and 110 deg.

As neutron source, pulsed D-T

neutrons at OKTAVIAN of Osaka University

were used. The OKTAVIAN generates 5X108

neutrons/s by bombarding a 370 GBq TiT target

using pulsed deuteron beams with ~3 ns pulse

width and 2 MHz repetition frequency. The TiT

target was positioned in a stainless steel

through-tube and out of the vacuum chamber.

A CsI(Tl) scintillator (1.5 mm in

thickness and 50 mm in diameter) was used as

charged-particle detector because of its good

performance in pulse-shape discrimination.

Figure 3 shows the electronic circuit for

the present measurement. The two-dimensional

data acquisition has been done by using the pulse height of the dynode signal corresponding to energy and the

TOF signal. The latter was created by the time-to-pulse-height converter using the fast signals of the anode as the

start signal and the stop signal (with delay) from the trigger pulse of the deuteron beam. The logic signal created

by the pulse-shape discrimination circuit has been fed as the gate signal to extract the charged particle of interest.

Fig.l Schematic arrangement of the charged particle

spectrometer

12.3cm

Tritium-target
(neutron source)

Fig.2 The sample position for various emission angle
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An example of two-dimensional energy and rise time distribution acquired by the CsI(Tl) scintillator is

shown in Fig.4. The contours of each particle signals are separated with each other. Thus, we can eliminate the

obstructive background and choose a contour of either alpha particles or protons signals by this technique. In

addition, since background can be also eliminated with the selected contour zone for either alpha particle or

proton in an E-TOF spectrum as shown in Fig.5, satisfactory charged-particle measurement with low background

was realized. The principle of two-dimensional E-TOF analysis for charged particles is understood by the

following equation,

J

15
Flight path:39.5cm(45deg

1 TOF=L»

A
0 40 80 120

Rise time channel j i .S6nsedchannel j

Fig.4 Two-dimensional distribution of

rise time and pulse height spectrum

proton

OL -particle

60 40 20
Time-of-Flight [nsec]

Fig.5 Ideal E-TOF spectra
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where, TOF is the time-of-flight, L the flight path length, E and M the energy and mass of the particle,

respectively.

BO

5c:
LL)

I 1
3. Data analysis

Figure 6 shows an example of the E-TOF

spectrum of proton from 19F(n,xp) reaction at the

emission angle of 45 degree. The spectrum in the

background run has been already subtracted from that

of the foreground run. Background run was undertaken

by removing the sample. Since thick samples were

used in this work, background proton produced in the

scintillation crystal (Csl) induced by scattered neutrons

of source neutrons in the sample was removed. The net

energy spectra have been obtained by properly

choosing the region of interest around the

corresponding ideal curve [Eq.(l)] in the E-TOF

spectrum. To deduce DDXs, a (En - • E, 6 )

[barn/sr/MeV], the net energy spectrum was normalized by comparing the evaluated angular differential cross

section (ADX) of H(n,xp) with the measured cross section obtained using a polyethylene sample. In proton

measurements, the result with the polyethylene sample was also utilized for calibration of the detected proton

energy. Finally, the DDX is expressed as the following equation,

0 40 80 120

Time-of-Flight channel |().78lnsct7channel|

Fig.6 Measured E-TOF spectrum for
I9F(n,xp) reaction at 45 deg

where, r is the distance between the neutron source and the center of the sample, N the number density of the

sample atom, R(En->-E, 6) the net count rate per unit energy of the charged particle emitted from the sample,

I R'(En™*E, 6 )dE the total net count of the charged particle for the reference cross section measurement, X

<y' (En—*E, 6)dE the reference angular differential cross section of the H(n,p) reaction. r \ Fp' and N' the

parameters of the reference polyethylene sample.

The raw DDX data had to be corrected because the broadening functions of angular resolution and the

energy loss of the charged particles in the sample were not negligible. In the present work, the spectrum type

Bayes estimation method was applied to our charged particle unfolding problem to realize thick sample

measurement. This estimation method was recently developed by extending the Bayes theorem [1]. The

unfolding procedure is expressed by the following equation,
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d,x-
Xr,

,(/=!,«) (3)

where, ry is the response of detection system which provides the probability of a detection event giving pulse

height h,for charged particle event Ej, d; the detected pulse height spectrum, estj® the estimated spectrum in the

/-th estimation calculation. This formula was repeatedly used for the uncorrected spectrum dj in this work. The

revised est/1' is used as prior information for the next revise calculation.

4. Results and discussion

The energy differential cross sections (EDXs), angular differential cross sections (ADXs) and total

cross sections (TOXs) were deduced by using the measured DDX data. The measured data were compared with

the evaluated nuclear data of JENDL fusion file. The experimental results and discussion are described in the

following in detail. The comparisons of the total cross sections among the measured data and JENDL-FF are

shown in Figs.9 and 12. The TOX value for JENDL-FF used for the comparison was corrected by removing the

low energy contribution in the spectra because the charged-particle spectrometer could not measure DDX data

for low-energy regions (< 3MeV). In the experimental results, the error bar only includes statistical error.

4.1 Silicon (""'Si)

The comparison

of the measured DDX

data of ""Sifaxp) for

the emission angles of

45, 60, 70, 90 and 110

deg and the measured

EDX and ADX with

JENDL-FF is shown

in Figs.7, 8 and 9,

respectively. The

ADX data were fitted

with the legendre

polynomials. From

' •« .
"I. JENDI^FF
• EXP

xio

X10

XIO

XIO

"L

5 io u
Proton entrgylMeVI

Fig.8 The EDX data of silicon for the
proton emission reaction

101

10'

• EXP
fitte curve
JENDL-KF

TOX |F.n=14.1MeV]
EXP= 291.2mb
JFF = 195.9mb |Ep>—2MeVl

Emission angle in LAB-system [ ft -cos 0 ]

Fig.9 The ADX data of silicon for the
proton emission reaction

0 Pfoton energy |lWeV| "

Fig. 7 The DDX Data of silicon for die
proton emission reaction

the comparison of the measured DDX spectra with JENDL-FF, JENDL-FF fairly reproduced the shape of the

spectra for forward angles. However, an underestimation was observed in the higher energy region for the EDX

spectrum. In the ADX data, JENDL-FF showed a slight underestimation, but the tendency is the same as the

experimental result.
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102

0 WnenerjvlMeVl "
Fig. 11 The EDX data of fluorine for the
proton emission reaction

• EXP
- fitted curve
-JENDl^FF

4.2 Fluorine (19F)

The comparison

of the measured DDX data

of 1 9 F(n ,xp) for the

emission angles of 45, 60,

70, 90 and 110 deg and the

measured EDX and

ADX data with JENDL

fusion file are shown in

Figs .10 , 11 and 12,

respectively. From the

c o m p a r i s o n of t he

measured DDX and EDX

spectra with JENDL fusion

file, JENDL fusion file

fairly reproduced the shape of the spectra, however, an underestimation was observed. In the ADX data, JENDL

fusion file showed an underestimation. Also a stronger forward oriented distribution was observed in the

experimental ADX compared with the evaluation. In the EDX data, it is presumed that one of the causes of the

discrepancy above 3.5MeV is that the F(n,np) reaction is underestimated in JENDL fusion file because of

deficiency of the experimental data.

TOX [En=14.1MeV|
EXP= 76.0mb
JFF = 34.2mb |Ep>~2MeVl

on energy (itfeV)

Fig. 10 The DDX Data of fluorine for the
proton emission reaction

Emission*angle in LAB-system \/i'=to$$]

Fig. 12 The ADX data of fluorine for the
proton emission reaction

5. Conclusion

In present study, the measurement of the DDX for proton emission reaction of silicon and fluorine

by incident DT neutrons has been carried out at emission angles from 45 to 110 deg. The measured data

were compared with evaluated nuclear data of JENDL-FF.

From the comparison of the measured DDX and EDX spectra of natSi(n,xp) reaction with

JENDL-FF, An underestimation was observed in the higher energy region especially for the EDX

spectrum. In the ADX data, JENDL-FF showed a slight underestimation, but the tendency was the same as

the experimental result. For the DDX and EDX spectra of 19F(n,xp) reaction, JENDL fusion file fairly

reproduced the shape of the spectra, however, an underestimation was observed. In the ADX data,

JENDL-FF showed an underestimation. Also a stronger forward oriented distribution was observed in the

experimental ADX compared with the evaluation.
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3.13
(n,2n) Reaction Cross Section Measurement with A Beam DT Neutron Source

-Measurement Method-
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Akito Takahashi" ,Kentaro Ochiai2), Fujio Maekawa2) and Hiroshi Takeuchi2)
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Yamada-oka 2-1, Suita, Osaka 565-0871, Japan
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Tokai-mura, Ibaraki 319-1195, Japan

The method has been established to measure (n,2n) reaction cross section with the coincidence
detection technique using a newly developed beam-type DT neutron source at FNS, JAERI. A cylindrical
manganese, the (n,2n) cross section of which was measured precisely with the foil activation method, was
used to check the experimental method. It was confirmed from the experimental results that the present new
method was basically functioning to measure only two neutrons emitted through (n,2n) reaction. Also, for
manganese not so strong angular dependence was observed though the statistical accuracy was not sufficient.
Consequently, it is expected that complete measurement for stable-isotope producing element by (n,2n)
reaction would become possible by several measurements.

1. Introduction
The (n,2n) reaction plays a very important role in the design of fusion reactor, because it is a

neutron multiplication reaction and has a large cross section value over 1 barn except for light and heavy
nuclides in the energy range of several to 14 MeV. In the previous experiments, the (n,2n) reaction cross
sections were measured mainly by the foil activation method. Thus, the measurement became difficult unless
appropriate radioisotopes were produced by the reaction. Even now, there are many natural elements left the
experimental values of which are not obtained[l]. Also, especially for light elements measurements of the
neutron energy spectrum and the angular distribution for the (n,2n) reaction are important, however, they
were not carried out so far.

In the present study, using a newly developed beam-type DT neutron source at fusion neutronics
source (FNS), JAERI, the method is established to measure (n,2n) reaction cross section and its energy and
angular distribution of simultaneously emitted two neutrons with the coincidence detection technique for
elements having no experimental data.

2. Experimental
Measurement of (n,2n) reaction cross section is possible in principle with the coincidence detection

technique for two neutrons emitted simultaneously. However, an acceptable signal to noise (S/N) ratio could
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not be obtained because isotropically produced source neutrons, the great majority of which does not
bombard the sample, act as a large amount of background signals in the measurement. The newly developed
beam-type (2 cm <j> -collimated) DT neutron source at FNS can realize the measurement by using the
coincidence detection technique. The beam DT neutron source was developed by making a narrow (2cm <f>)
hole (collimator) through the very thick shield ( — 2m) between the target room and the measurement room.
The intensity of neutrons is —1X106 n/sec/cm2 at the exit of the collimator. The neutron flux rapidly
decreases outside the beam region, therefore detectors can be arranged near the beam line. For this reason,
differential cross sections which were difficult to be measured can be measured.

The schematic experimental arrangement is shown in Fig. 1. A small sample was positioned on the
beam line at —60 cm from the collimator, that means the sample was placed at —350 cm from the neutron
source. The dimensions of the sample are 1.5 cm <j> X3 cm long. The neutron flux intensity at the sample,
determined by Al foil, was 1X106. Two NE213 (4cm <f> spherical) detectors were arranged at several
positions (20 cm from the sample).

The measurement was carried out with the coincidence detection technique and n/y pulse shape
discrimination technique. The former is a technique to measure selectively two neutrons emitted
simultaneously from (n,2n) reaction by coincidence detection. The (n,3n) reaction can be detected by this
method, but it can be neglected because the threshold energy is mostly larger than 14 MeV. The latter
technique was employed to exclude coincident signals of n y pairs through (n,n' y ), (n,2n y ) and so on by
discriminating the rise time spectrum of dynode signals. Two delay line amplifiers with different gains were
used to extend the dynamic range of the detector from 100 keV to 10 MeV. The electronic circuit used in the
present experiment is shown in Fig. 2. Foreground (FG) and background (BG) indicated in the figure
correspond to coincident and time-independent signals as shown later in Fig. 3, respectively. As for the
neutron angular distribution, it is known that a slightly forward oriented distribution can be obtained if
simultaneously emitted two neutrons are not distinguished. However, in the present measurement, the angular
correlation of the two neutrons should be taken into account to yield the cross section because the two
neutrons are measured separately with two detectors. Thus several measurements were carried out for one
sample considering the symmetrical arrangement of the detectors. As the sample, a cylindrical manganese
(1.5 cm ji X3 cm long), the (n,2n) cross section of which was measured precisely with the foil activation
method, was used to check the experimental method. Also, sample-out measurements were carried out to
remove time-dependent background.

z r

20cm/"

Sample

NE213
(4cm <t>)

20cm

Rotating
tritium
target

NE213Q
(4cm0)Tj

(a) Schematic arrangement of the detectors.

^Detector 2 (D2)

A
X^Detectorl (D,)

SJCN (on the XY plane)

(b) Details of the detector arrangement.

Fig. 1 Experimental arrangement.
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3. Data processing and correction
The net raw neutron spectrum is deduced by the following equation:

y=(yin,FG- a • J V U G ) - /5(yOut.FG- a -youLBG). (1)

where, y is the net raw FG spectrum, yin,FG and yin,BG the raw FG and BG spectra in sample-in measurement,
yOut.FG and y0Ut.BG the raw FG and BG spectra in sample-out measurement, a the ratio of the gated width in
the time difference spectrum of two anodes signals of the detectors, and /? the normalization factor between
the sample-in and -out measurements, respectively. This equation can be used for spectra obtained by both
detectors. Then the cross section can be obtained by the next equations:

N<7 <j> 7] (dn i/4ff)(dn2/4ff)fif2 'Ri=yi, for detector 1, (2)
NCT <f, t; (d 0 ,/4 n )(dn2 /4 w)f2f| 'R2=y2, for detector 2, (3)

where, N is the number of manganese atoms, a the (n,2n) cross section, <j> the neutron flux at the sample,
r] the neutron multiplicity of (n,2n) reaction, = 2, dfl ] and df22 the solid angles of the detectors (1 and 2), f[
and f2 the efficiencies of the detectors, f]' and f2' the conditional efficiencies of the detectors, R[ and R2 the
response functions of the detectors, yi and y2 the pulse height spectra of the detector (identical to y in Eq.(l)),
respectively. Also, ffand f2'are calculated by the equations,

f,'(E2)= 2 1 f 2 ^ 1 (E 2 ,E , ) f , (E l ) (4)
f2'(E,)= 22?l^2(El,E2)f2(E2) (5)

where, £ 2-1 is a normalized spectrum of correlated neutrons to be detected at detector 1 when a neutron
with the energy of E2 is detected at detector 2. £ ,^2 has a similar meaning as f 2-1- - 1 andS 2 mean
summations over Ei and E2, respectively. In the present study, a simple condition was assumed that there was
no angle dependence in energy spectrum, and the EDX spectrum data in the nuclear data file were used to
deduce the conditional efficiencies, fi'and f2'. The terms, y^i"1 and y2R2 ', in eqs. (2) and (3) were calculated
by the FORIST[2] unfolding code with the detector response matrix evaluated by the SCINFUL[3] code.

The obtained cross section should be corrected for the following problems. One is neutron
multiple-scattering in the sample. Multiple-scattering due to incident neutrons as well as emitted neutrons
through (n,2n) reaction should
be taken into consideration. And ,.,„

the other is inter-detector
scattering of neutrons produced
in the sample. This means that
sequential detections of a
neutron in the two detectors can
be recognized as coincidence
signal. Neutrons coming from
materials other than the sample
can be also scattered at two
detectors sequentially, however
their contribution can be
removed by using the
sample-out measurement. These
correction calculations were
carried out with the Monte
Carlo code MCNP-4B[4] and

DT neutrons

ADC1 ADC2 i ADC3
(D,,Low) (D,,High) (Dj.Low)

Foreground

(D,,Lbw) (D,,High) (II,, Low)

Background

Fig. 2 Electronic circuit of the measurement.
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the correction factor was estimated to be about 10%.

4. Results and discussion
Figure 3 shows time difference spectrum between anode signals of the two NE213 detectors. A

large peak corresponding to the FG signals is found at around 200 ns in the sample-in spectrum. Since
correlated signals are detected almost simultaneously, a 200 ns delay is artificially added to one anode signal.
In the sample-out spectrum, a very small peak around the same position as the FG peak is seen. This
corresponds to detection of two coincident neutrons due to (n,2n) reaction induced at materials surrounding
the sample and detectors or inter-detector scattering of neutron between the two detectors. Also the BG
counts are successfully suppressed and a good S/N ratio is therefore achieved.

Sample : Mn( 1.5cm <f> x 3cm long)
Tac: 1000 nsec
Delay: 200 nsec

Foreground Background (2.5 times
wider than FG)

: Sample in
- ° — : Sample out

6 0 : 90 deg.
6 :60 deg.
<P : 110 deg .

200 1000400 600 800
Channel (~ 1 nsec/channel)

Fig. 3 Time spectrum between anode signals of two NE213 detectors.

Figure 4 shows raw neutron pulse height spectra in FG and BG measurements. It is confirmed that
the FG spectrum is sufficiently larger than that of BG. Also, two spectra for high- and low-gain modes
smoothly overlapped each other around 1~~2 MeV. This means that the two-gain method is successfully
functioning.

Neutron energy (MeV)

FG(Low gain) :
FG(High gain) j
BG(Low gain)

1000 2000 . ,3000
Channel

4000 5000

Fig. 4 Raw neutron pulse height spectra in FG and BG measurements.
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Figure 5 shows neutron spectrum obtained by unfolding the pulse height spectrum with FORIST. In
the figure, the error bars are not specified because the error value is so large that the spectra become not
legible if specified. The values are around several tens percentages. A slight fluctuation is observed in each
spectrum. However, a fairly good agreement between experiment and JENDL fusion file is seen except for
low energy region. Large discrepancies in the low energy region are thought to be caused by the detector
response matrix, which is to be re-evaluated.

Figure 6 shows angular distribution for axial direction compared with the nuclear data of JENDL
fusion file. It seems that one can see a slightly forward oriented distribution. However, the accuracy is not so
good as to conclude it. Nevertheless, the integral value, that is (n,2n) reaction cross section, is acceptable
even if considering the discrepancy observed below 1 MeV in Fig. 5. This indicates that the present new
measurement method is significantly successful. Figure 7 shows angular distribution for circumferential
direction. It seems that there is no angular dependence. However, this cannot be concluded because the
accuracy is not so good. From the results, it was confirmed that the angular dependence was, if any, very
weak. Thus, it is expected that one complete measurement for a medium-heavy element would become
possible by several measurements.

5. Conclusion
Using a newly developed beam-type DT neutron source at FNS, JAERI, the method was

established to measure (n,2n) reaction cross section and its energy and angular distributions of simultaneously
emitted two neutrons with the coincidence detection technique. In the present measurement, a cylindrical
manganese, the (n,2n) cross section of which was measured precisely with the foil activation method, was

10J

B

1
a

Fig.

102

101

Mn(n,2n), 0o=9Odeg, 0=6Odeg
,TTT T

»•••

• : rf=75deg
* : j*=110deg
• : jS=180deg

~L : JENDL fusion file (14.5MeV)

0 1 2 3
Neutron energy (MeV)

5 Neutron spectrum obtained by unfolding the pulse height spectrum

used to check the experimental method. From the results, it was confirmed that the present new method was
basically functioning to measure only two neutrons emitted through (n,2n) reaction, however one problem
was still left that the statistical accuracy was not sufficient. Some improvement of experimental and data
processing procedure are necessary to solve it. Also, it was found that for Mn not so strong angular
dependence was observed. Consequently, it is expected that complete measurement for a medium-heavy
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element and for stable-isotope producing element by (n,2n) reaction would become possible by several
measurements.
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Activation cross sections of the (n, p) reactions at 14 MeV for short-lived products were
measured by using the D-T neutron source, FNS (Fusion Neutronics Source) at JAERI. Measured reactions
were "B(n,p)"Be (T1/2=13.8 s), l8O(n, p)'8N (0.63 S), 26Mg(n,p)26Na (1.07 s), 30Si(n, p)30Al(3.60 s) and
34S(n, p)34S (12.4 s). Using the present results, systematic trend of the (n, p) reaction cross sections for
light-mass-targets was discussed.

1. Introduction
The cross sections for 14 MeV neutrons were fundamental data for fusion reactor design.

Especially for light-mass-targets (A<40), reactions with charged particle emission, including (n, p), (n, a),
etc. are relatively important in the viewpoint of activation, because the cross sections of charger particle
emission reactions are much larger than those of the (n, 2n) reactions. However, accuracy of some
experimental data for the light-mass-target has been insufficient because it is difficult to measure short-
lived activities associated with the reactions.

Therefore we measured cross sections of five (n, p) reactions for the target nuclei with A=l 1—34.
The half-lives of the products are ranged from 0.63 s to 12.4 s. The measured reactions and decay data of
the products are listed in Table 1. In this report, the experimental procedure and measurement results are
presented. Applicability of a systematic trend of the (n, p) reaction cross sections [1] for the light-mass-
target is also discussed.

2. Experiment
D-T neutrons were produced via the 3T(d,n)4He reaction by bombarding a tritium-target with d+

beams using the FNS facility. The d+ beam current and energy were 2 mA and 350 keV, respectively. A
semi-automatic sample transfer system, which rapidly transports a sample from the neutron field to a
measurement position in front of the gamma-ray detector by compressed nitrogen air, were used for the
measurement. Gamma-rays from the samples were measured with a Ge detector. The acquisition of a
gamma-ray spectrum started when the sample reached a measurement position in front of the Ge detector.
A schematic drawing of the sample transfer system is shown in Fig. 1. The procedure of the sample-
transfer, irradiation, transfer and gamma-ray measurement were repeated 20-160 times for each sample.

The neutron energy, which are determined on the basis of the neutron spectra calculated by a
Monte Carlo, were validated by measuring the ratio between 92Nb(n, 2n)92mNb and 90Zr(n, 2n)89mZr reaction
rates. The uncertainty in the reaction energy determination was estimated to be less than 0.1 MeV.

The cross sections were derived by dividing reaction rates by neutron fluxes. The reaction rates
were derived from the gamma-ray spectrum obtained by summing all the acquired spectra. The summed
gamma-ray spectrum of a silicon sample is shown in Fig. 2. The neutron flux for each irradiation was
obtained with the associated-a-particle counts monitored using the Multi-Channel Scaling (MCS) method.
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The dwell time of the MCS was 1 s. In order to convert the oc-particle counts to the neutron fluxes, the
conversion factor was measured using the 27Al(n,p)27Mg reaction cross section.

The sources of errors were attributed to the neutron flux determination and the activation rate
determination. The errors of the neutron flux determination came from the neutron yield determination
using the associated-a-particle counting method and the conversion factor from the neutron yield to the
neutron flux. The error of the standard cross section of the 27Al(n,p)27Mg reaction gave a main
contribution to the error of the conversion factor. The errors of the reaction rate determination included
the followings: gamma-ray counting statistics, a gamma-ray detection efficiency, half-lives and intensities
of the products, sample weight. The final uncertainty was derived by adding the uncertainties of all the
experimental parameters in a quadrate.

3. Results and Discussion
The measured cross sections are shown in Figs. 3.1 to 3.5, along with corresponding values from

the literature and results from the comprehensive evaluation: JENDL-3 and ENDF/B-VI. Numerical
values for the measured cross sections are given in Table 2 along with the experimental data.

For the "B(n, p)"Be reaction, the JENDL-3 evaluation is more consistent with the present data
than the ENDF/B-VI evaluation. The cross section for the l8O(n, p)18N reactions has not been measured
previously. This work provided the first experimental data for the reaction. The JENDL-3 evaluation of
26Mg(n, p)26Na is higher by 10-20% than the present data. For the 30Si(n, p)30Al reactions, the ENDF/B-VI
evaluation is consistent with the present data within the uncertainty. The JENDL-3 evaluation is lower by
50% than the present data. The cross section of the 34S(n, p)34P reaction were measured at the neutron
energies between 13.4 and 14.9 MeV. The present data show the increasing trend of the excitation
function around 14 MeV. The JENDL-3 evaluation is consistent with the present data.

Previously, using the cross section data measured at FNS [2, 3], the systematic trends of (n, p)
reaction cross section were proposed [1]. In Fig. 4, the (n, p) cross sections divided by N-Z+l are plotted
as a function of (N-Z+l )/A, where N, Z and A are the mass, neutron and proton number of target nuclei,
respectively. It has already been shown that the empirical rule shown in the figure is applicable for the
target with A=19~188. In order to confirm the applicability of the empirical rule for the light mass target,
the present data were plotted in the figure. The cross section data for 16O(n, p)'6N, 17O(n, p)17N reactions,
which are previously measured [4], were also plotted in the figure. Except the "B(n, p)"Be reactions, the
present data also follow the empirical rule. This means that the empirical rule is applicable for the target
with A> 16.

4. Conclusion
Activation cross sections for "B(n,p)"Be, 18O(n,p)18N, 26Mg(n, p)26Na, 30Si(n, p)30Al and

34S(n, p)34S reactions at 14 MeV were measured. The cross sections for the l8O(n, p)l8N reactions were
measured for the first time. Using the present results, it was shown that the simple empirical rule of the
(n, p) reaction cross section at 14.9 MeV is applicable for the target with A>16.
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Table 1 Measured reaction and decay dataa

Reaction E7[keV]c

"B(n,p)"Be
18O(n, p)18N
26Mg(n,p)26Na
30Si(n, p)30Al
34S(n,p)34P

13.8 s
0.63 s
1.07 s
3.60 s
12.4 s

2124.5
821
1808.6
2235.2
2127.5

35.5±1.8
44.5±1.8
99.0± 0.4
65±1
15±2

Table of Isotopes, 8th edition, R. B. Firestone and V.S. Shirley, editors, John Wiley & Sons, Inc. (1996).
Half-life of the product.
Energy of a gamma-ray with decay of a product.
Gamma-ray intensity per decay.

Table 2 Numerical values of measured cross sections

Reaction En[Me\T
"B(n,p)"Be 14.94
18O(n, p)18N 14.94
26Mg(n, p)25Na 14.94
30Si(n, p)30Al 14.94
a Neutron energy.
b Measured cross section value.

o[mb]b

5.2+0.4
1.15+17
31±4
34±5

Reaction
34S(n,p)34P

En[MeV]
14.94
14.68
14.37
14.02
13.68
13.36

o[mb]
100±22
88±19
88+20
90+20
82±20
88±22

Ge detector J

t i Sample transfer tube
1000

T-target
d+beam \

Electrical valve

Si(Natural)
(5.0 s -1.0 s -5.0 s) x 48
E =14 9 MeV

Nitrogen bottle
2000

Channel Number

3000 4000

Fig. 1 Schematic drawing of the sample transfer Fig.2 Gamma-ray spectrum of the silicon sample,
system
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Activation cross sections for six (n,p) reactions were measured in the neutron energy

range between 2.0 and 3.2 MeV. The measured target isotopes were 27A1, 51V, 61Ni, 65Cu,
69Ga, and 92Mo. The cross sections for 6lNi, 69Ga and 92Mo were obtained at the first time.

The cross sections are overestimated for 51V, 69Ga and 92Mo in JENDL-3.2.

1 Introduction
Database of activation cross section for neutron energy up to 15 MeV was required for a

design of fusion reactors. The cross section data are world-widely serviced as the evaluated

libraries such as JENDL-3.2V) etc.. To evaluate the excitation function of cross section with

accuracy, the experimental cross section data which covered with the neutron energy up to 15

MeV, are needed. Available cross section data in the neutron energy range between 13 and

15 MeV were reported. However, in the energy range between 2 and 13 MeV, the

experimental data were rather scarce owing to the lack of available intense neutron source.

Using a KN3750 Van de Grraff accelerator at Nagoya University and a Fusion

Neutronics Source (FNS) at Japan Atomic Energy Institute, we have measured (n,n'),(n,p)

and (n,a) reaction cross sections in the energy range between 2.0 and 6.8 MeV 2)'3). In

previous works at FNS, the distance between the D-target and irradiation positions was

chosen to be 10 cm, a typical neutron fluence rate at irradiation positions was 5 X 106 n/cm2s.

It is necessary for the measurement of much smaller cross section to irradiate the sample at

more intense neutron field.

In the present work, the six (n,p) reaction cross sections have been measured in the

energy range between 2.0 and 3.2 MeV by using an improved pneumatic transport system,

which can obtain more than one order of magnitude larger than previous one.
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2 Experiment
2.1 Irradiation and flux determination

The neutrons were generated by bombarding a deuterated titanium target on a copper

backing with a d+ beam of 1.5 mA and 350 keV using the Fusion Neutronics Source (FNS) at

Japan Atomic Energy Research Institute. As shown in Fig. 1, a pneumatic sample transport

system is used to transport samples from the irradiation position to the measurement position

rapidly. The system is composed six acrylic tubes of 0.1 mm in thickness. The angles of the

irradiation positions with respect to the incident d+ beam are between 0° and 155°, which

covered the neutron energies ranging from 3.2 to 2.0 MeV.

In previous works, the samples were irradiated at the distance of 10 cm from the d-target.

In the present arrangement, the samples were irradiated at 2 -6 cm. As shown in Fig. 2, the

neutron fluence rate at irradiation positions were 5xl06-108 n/cm2/s, which was 20 times

larger than a previous system. The neutron fluence rate were measured with use of the

standard reaction U5In(n,n')ll5mIn (Ti/2=4.486h), whose cross section data from JENDL

Dosimetry File 99. The samples were sandwiched by two Indium foils of

10mmxl0mmx0.2mm thick.

45deg.

Odeg.
10

45 70 95 120 155

Angle [degree]

cupsule

Fig. 1: Schematic view of pneumatic transport system. Fig.2: Typical neutron flux.
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The energy spectrum of incident neutrons was determined by TOF measurement and

the calculation from deuteron distribution in titanium target and neutron angular distribution

as shown in Fig. 3. The effective neutron energies shift owing to angular distribution. As

shown in Fig. 4, the effective energy of incident neutrons at each irradiation position was

determined by the reaction-rate ratio of the "5In(n,n')115mIn reaction to the 64Zn(n,p)64Cu

reaction(JENDL-Dosimetry File). The measured effective neutron energies were well

reproduced with the calculation value. The irradiation position is chosen to be 20 mm.

Ti-d Target Irradiation position

27 28 29 3 3.) 3.2 33

Neutron energy [MeV]

3.4

3.2

3 -

2 . 8 :••

2.6

t

Experiment

Calculation

10 20 30 70

Irradiation position (mm)

80

Fig.3 Neutron spectrum by TOF measurement Fig.4 Neutron energy spread and effective energy at

and calculation at each irradiation position. the distance between d-target and irradiation position.

Usually the target assembly at FNS 80° beam line was used as d-T and d-D neutron sources.

Therefore, 14 MeV neutron was a little produced via T(d,n)4He reaction owing to tritium

contaminated in the extended tube. Since most cross sections at 14 MeV are 10 -103 times

larger than that at 3 MeV, contribution of it was not ignored. We measured the d-T neutron

fluence rate with use of the 93Nb(n,2n)92mNb (T1/2=10.15d, Q=-8.97MeV) reaction. The

neutron fluence rate at each irradiation position was about 10"3 to d-D neutron.
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2.2 Activity measurement

Gamma-ray emitted from the irradiated samples were measured with a well-type and a

30% closed end-type HPGe detectors. The efficiencies in the bottom of the well-type

detector were 6-7 times larger than those at the close position of closed end-type detector.

The closed end-type detector covered with a 5mm thick acrylic absorber in order to reduce

beta rays, and the acrylic spacer with length at 4.5cm were also put on the detector. We call

it standard position. The error in the efficiency at standard position is estimated to be 3%.

The efficiency at the bottom of the well-type HPGe and at the surface of the end-cap of the

coaxial-type HPGe were obtained by efficiency calibration method. To measure efficiently

for weak induced activities, the irradiated samples were put on the surface of the acrylic

plate at the distance of 5 mm from the end-cap of the HPGe detectors. The counts

obtained at 5 mm were converted to those at 5 cm, using experimentally determined ratio of

the efficiency at 5 mm to that of at 5 cm. This procedure improved the detection

efficiency by a factor of about 7 in comparison with the measurements at 5 cm, and brought

an additional error of only 1% to the results. The details of the procedure are described

elsewhere (Sakane et al., 1999).

2.3 Decay data

In Table 1, measured reactions of associated decay data of the half-life, the gamma ray

energy and the absolute intensity are listed together with Q-values.

Table 1: Measured reactions and decay parameters.

Reaction

27Al(n,p)27Mg
51V(n,p)51Ti

61Ni(n,p)61Co

65Cu(n,p)65Ni

69Ga(n,p)69mZn

92Mo(n,p)92mNb

Half life

9.458min

5.76min

1.65h

2.52h

13.76h

10.15d

Ey(keV)

843.74

320.0842

67.412

1481.84

438.63

934.46

Iy(%)

71.8(8)

93.1(4)

84.7(4)

23.59(14)

94.8(2)

99.07(4)

Q-value (keV)

-1827.99

-1688.30

-539.38

-1354.79

-123.64

425.84

2.4 Corrections
The following principal corrections were made for deduction of the cross sections. The

details of procedures are described elsewhere (Kawade et al., submitted to Nucl. Instr. Meth.).

Corrections were made for time fluctuation of neutron flux, thickness of samples, self

absorption of yray, summing effect of "fray and contribution of low energy neutron and d-T

neutrons.

- 197 -



JAERI-Conf 2001-006

3 Results and discussion
The numerical values of the cross sections measured in the present study are given in

Table 2. The present cross section data are shown in Fig. 5 together with the previous

data4)"6) and the evaluated data in JENDL-3.2, -Activation File and -Dosimetry File.

The cross section data of six (n,p) reactions were obtained in the energy range between

2.0 and 3.2 MeV. The cross sections for 61Ni, G9Ga and 92Mo were obtained at the first time.

The cross sections are overestimated for 51V, 69Ga and 92Mo in JENDL-3.2.

4 Conclusion
We have measured the cross sections down to about 10 micro barn for short-lived nuclei

using the improved pneumatic sample transport system and a high efficient well-Type HPGe

detector.
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Reaction

27Al(n,p)27Mg

51V(n,p)5lTi

61Ni(n,p)6lCo

65Cu(n,p)65Ni

69Ga(n,p)69mZn

92Mo(n,p)92mNb

Table 2: Measured cross section

Abundance (%)

100 (natural)

99.75 (natural)

88.84 (enriched)

99.61 (enriched)

60.108 (natural)

97.37 (enriched)

data.

En (MeV)

3.2

1.58(8)

0.029(7)

1.3(1)

0.09(2)

0.59(7)

3.1(2)

3.0

0.58(6)

0.014(8)

0.65(11)

0.04(2)

0.33(6)

2.0(2)

2.7

0.08(4)

-

-

-

0.20(3)

1.6(3)

2.5

-

-

0.20(8)

-

0.13(3)

1.0(3)
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To estimate basic dose-rate data (PKA and KERMA) and material damage, it is important to

measure nuclear cross sections of prospective candidates for blanket materials and deuteron at low energy

(about 10 ~ 300 keV). And then, the nuclear reactions at low energy are also useful for Nuclear Reaction

Analysis (NRA). However, we have few nuclear data of such reactions. According to we have measured

nuclear-cross sections ofnatLi(d,x) and 9Be(d,x) and obtained S-factors of these reactions.

1. Introduction

Lithium and beryllium metal and these compound materials are prospective candidates for fusion

plasma facing material and blanket materials. Since these materials are exposed with D-T nuclear reaction

particle (3.5-MeV a and 14-MeV neutron) and plasma particles (low energy deuteron and triton) in fusion

reactor, the light element of fusion-reactor materials are produced proton, deuteron, triton and helium in the

material and are caused tritium activation and embitterment. Therefore, the spectroscopy analysis needs to

search the material properties and especially, NRA method with low-energy deuteron beam is useful for

lithium and beryllium materials. However, the spectroscopy method and these cross sections data (natLi(d,x)

and 9Be(d,x)) are not enough to established such a NRA. Therefore, we have established Li-d nuclear

reaction spectroscopy and obtained the cross section (and/or S-factors) of natLi(d,x) and 9Be(d,x),

2. Experimental procedure

The experiment was carried out using the Cockcroft-Walton type accelerator, Osaka-University,

Japan and tandem-Pel letron type accelerator and Kobe University of Mercantile Marine (Figl). Thick oxide

lithium layer on backing metal (Ti) plate with LiOD-electrolysis was used as lithium sample and Beryllium

sample was sheets of beryllium (10 ~ 100 u.m). Two Si-SBDs with aluminum-screening foil were set up

inside the vacuum chamber and the charged particles emitted from 6Li(d,x), 7Li(d,x) and 9Be(d,x) reactions

have been measured with the detectors (Fig.2). Since nalLi-d nuclear reactions have many kind blanches, it

was predicted that charged-particle spectrum emitted from Li-d reaction was piled up, therefore to separate

the charged-particle spectra emitted from 7Li-d and 6Li-d reaction, we have used a pair of AE and E Si-SBD

for the measurement of charged particles.
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Experiment
- Accelerators -

D-beam implantation system by OKTAVIAN accelerator

-30dcs.

\ Horn Profile

Van de gra(T type accelerator
(5SOH-2 @ Kobe University Mann and Mercantile)

Figure 1 Apparatuses of the Cockcroft-Walton type accelerator, Osaka-University, Japan and

tandem-Pelletron type accelerator and Kobe University of Mercantile Marine (left)

Figure 2 Measurement systems for the charged-particles spectroscopy of Li-d and Be-d nuclear

reactions (Right)

3. Spectroscopy

Figure 3 and 4 are shown that the charged-particle spectrum emitted from Li and Be samples

implanted 300-keV D+ beam. Figure 3 is shown that 2-dimensional data of the charged-particle spectrum

emitted from lithium sample implanted 300-keV D+ beam. In case of the spectrum of natLi-d reaction,

measured with the AE and E counter method, we could have separate the charged-particle spectrum of Li-d

from the charged-particle spectrum of impurity reactions (l2C-d and D-D) have obtained clear spectrum of
6Li(d,oc), 7Li (d,p0) and 7Li (d,pO. Figure 4 is the typical the charged-particle spectrum of 9Be-d nuclear

reaction. From this spectrum of detected charged particles, we have recognized the branches of 9Be-d

nuclear reaction. The branches which were recognized are as follow, 9Be(d,p), 9Be(d,t0),
 9Be(d,t|),9Be(d,a0),

9Be(d,a0 and 9Be(d,a2). Also the broad spectrum at ~2 MeV is due to 7Li as residual particle from
9Be(d,oc0) and 9Be(d,a,).

After we have distinguished the branches from the charged-particles spectrum, we have done the

experiment to obtain the angular distributions and energy dependences of the cross sections for 9Be-d

nuclear reaction (at detected angle 3 0 - 1 5 0 deg and d-beam energy 90 -300 keV).
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Figure 3 Contour map of the charged-particles spectrum from lithium sample using
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Figure 4 The typical charged spectrum from beryllium sample with 300 keV-d beam
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4. Cross sections and S-factors

Figure 5 and 6 are shown that the angular distributions for 9Be(d,p) and 9Be(d,to). at E- 280 keV

and 180 keV. The angular distributions of both cross sections tend to be backward-peaking. The differential

cross sections at backward-angles for E = 280 keV increase about ten times at maximum larger than the

value at forward-angles. The curve of the differential cross sections of 9Be(d,t)8Be at E = 280 keV reaches

a maximum value at about 6r = 110 degree and the differential cross section of 9Be(d,t) at 6r =110 degree is

larger by two and a half times than the differential cross section at dr = 20 degree. Figure 7 shows the

angular distributions of differential cross sections of 9Be(d,Oo)7Li and 9Be(d,(Xi)7Li* at E = 280 keV.

Though in Figure 7 the differential cross sections of 9Be(d,Oo) 7Li increases at backward angles, the one of
9Be(d,oti) 7Li* show opposite tendency (forward high).

The angular distributions of all differential cross sections show asymmetric around 90 degree (both

for forward- or backward- peaking). The Oppenheimer-Phillips process (charge polarization) may be

considered to explain the asymmetry. However up to now, we can not full-theoretically explain the

mechanism of the asymmetry of angular distributions at low energy. To clarify this phenomena, theoretical

approaches using on the theory of Distorted Wave Born Approximation (DWBA) processes, Coupled

Channel (CC) considering cc-cluster model(7), or R-Matrix theory for the stripping, a-emission, and/or

pick-up processes seems to be required.

0.3

Be(d,po)"
>Be

< E> = 280 keV
< > • 2«0 keV

9 'A'

COJ a....

Figure 5 and 6 The angular distributions for 9Be(d,p) and 9Be(d,to). at E= 280 keV and 180 keV
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-0.5 0
cos 6,.

0.5

Figure 7 The angular distributions of differential cross sections of 9Be(d,Oo)?Li and 9Be(d,(Xi)7Li* at E =

280 keV

The energy dependencies of the cross section for Be(d,po)'°Be nuclear reaction, as the representative

data, are shown in Fig. 8. All of the measured cross section is the order of nbarns at E ~ 100 keV and then

cross sections of 9Be-d increase to the order of mbarns at E ~ 300 keV. Also, all cross section shows to keep

the order of 10 mbarns above E ~ 0.8 MeV. Closed triangles in Fig. 8 shows the cross sections obtained

from one point experiment (e.g. 47to(er = wdeg.) at E\^ = 90-280 ke V).

Nuclear reaction cross sections (a(/.-)) which drop steeply according to energies E at low energy

are given as

exp(-27rr?) (6)

)1/2where 2jcr| = 31.29ZiZ2(m/E)1/2 is the Sommerfeld parameter (Z| and Z2 = charge numbers of

interacting nuclei, m = reduced mass in amu, E = c m . effective incident energy in keV). A l s o ^ ; )
 = <JS(t) /

/o is the enhancement ratio of the bare cross section (ab^) and the cross section as^ with an electron

screening effect in solid target, where Ue is the electron screening potential energy (e.g. Ue ~ Z]Z2 e
2 / ra

approximation, with ra an atomic radius (about 2 -3 x 10"8 cm))8 '9.

Table 1 shows astrophysical S(/.)-factors obtained from the measured cross sections of 9Be(d,p),
9Be(d,t0), 9Be(d,oto) and 9Be(d,a,) at £|ab = 90-280 keV, respectively. Measured S-factors slightly decrease

according as E decreases. However, all of the S-factors at E = 90 keV enhanced about twice larger than the

one at E = 140 keV. For this phenomenon, we assumed that it is not due to the 9Be-d resonance reaction
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because exited levels of U B* which make

S-factor of 9Be-d reactions enhanced have

not found.

We rather suggest that S-factors

increase due to an effect of effective

electron screening potential (e.g. Ue of

formula (7)). The Ue is usually regarded as

negligible small value (the order of eV).

Therefore, such an enhancement of

S-factor appeared hardly at the several

hundred keV energy region. However, a

recent review paper has reported that the

experimental value of the Ue makes the

enhancement of S-factors appeared at near

E = 100 keV<12). The Ue which was

estimated from our S-factors corresponds

to the order of 100 eV.

§
1
§

102

101

10°

KT1

l0

Reference data (7)

V

i

fi

i

9Be(d,po)1OBe

Incident energy MeV

Figure 8 The energy dependencies of the cross section for
9Be(d,po)'°Be nuclear reactions

Table 1 Astrophysical S(/;)-factors obtained from the measured cross sections of 9Be(d,p), 9Be(d,to),

9Be(d,ao) and 9Be(d,a,)

<E>,ab

keV

90

140

190

240

290

9Be(d,Oo)7Li

3.5±0.7

1.9±0.4

2.7±0.6

4.3±0.9

5.7±1.2

9Be(d,a,)7Li*

5.7+1.2

3.1=1=1.1

4.2±0.8

6.5±1.3

7.6+1.5

S-factor

MeV barn

9Be(d,p0)
loBe

2.0±0.4

1.4±0.3

1.7±0.4

2.6±0.5

2.8 + 0.6

9Be(d,t)8Be

0.9±0.2

0.4±0.1

0.5±0.1

0.9±0.2

1.0±0.2
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Nada Marnada, Hiroshi Miyahara*, Gatot Wurdiyanto
Keiichi Ikeda, Nobuo Hayashi, and Yoshichika Katoh

Department of Nuclear Engineering, Graduate School of Engineering
Nagoya University, Furo-cho, Chikusa-ku, Nagoya 464-8603

e-mail: nada@avocet.nucl.nagoya-u.ac.jp
*Department of Radiological Technology, School of Health Sciences

Nagoya University, 1-1-20 Daiko-Minami, Higashi-ku, Nagoya 461-8673

The ability of a 4nP-y coincidence apparatus to measure shortly and
precisely disintegration rates has resulted in precise emission probabilities of
principal y-rays for nuclides of 76As, 139Ba, 159Gd, 183W and 193Os of which the
half-lives are relatively short. The precise emission probabilities gave P-ray
intensities for transitions to excited states and the ground states of the daughter
nuclides with precise values.

1. Introduction
Gamma-ray emission probability is an important factor in some research

fields of nuclear radiation products and radioisotope applications such as fission
product decay-heat, isotopic monitoring, neutron activation analysis, and nuclear
medicine. Precise data of emission probabilities are therefore desired in order to
get precise results. Many nuclides have been investigated or evaluated by
previous authors to provide the data of y-ray emission probabilities. However, the
results are still incorrect due to inappropriate method used.

Emission probabilities can be determined directly using disintegration rate,
and disintegration rate can be precisely measured by the An(3-y coincidence
apparatus [l]. To satisfy the need for precise y-ray emission probabilities of
nuclides with relatively short half-lives, i.e. 76As, 138Ba, 159Gd, 183W and 193Os, the
apparatus was used in the present work. The nuclides were selected, as their
evaluated emission probabilities show large uncertainties.
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2. Experimental Details and Data Analysis
Sample sources with activities between 15 and 40 kBq were produced at

KURRI by thermal neutron activation and measurements were carried out at
KURRI and Nagoya University. The coincidence apparatus [l] consisted of
47ip-counter, y-detector, electronics for coincidence, and two-dimensional
data-acquisition system. One atmospheric 47ip proportional counter and vertical-
type coaxial HPGe y-detector were used at KURRI, and high-pressure 4np
proportional counter and horizontal-type HPGe y-detector were used at Nagoya
University. Absolute disintegration rates and absolute y-ray intensities were
obtained from the coincidence apparatus. Measurements were also carried out by
y-ray spectrometer for obtaining relative y-ray intensities. Sample sources with
stronger activities than those used in the coincidence apparatus were prepared
for the spectrometry. The results were used to establish P-ray intensities of the
nuclides under study. Six standard sources of 46Sc, 56Co, 57Co, 60Co, 133Ba and
152Eu were also measured in every series with the same manner for
determination of y-ray detection efficiency curve.

Data obtained from the coincidence apparatus were analyzed by computer
discrimination method [2] to deduce coincidence efficiency function [3].
Extrapolation of the function to P-ray detection efficiency of 100% resulted in
absolute disintegration rate. The y-ray detection efficiencies of the standard
sources were fitted using a method described by Brandt [4] to obtain detection
efficiency curves. Detection efficiencies of designated energies for the sample
sources were derived from the efficiency curves.

3. Results and Discussions
Emission probabilities (P) are calculated from PpNJiNo • e), where Nr is

absolute y-ray intensity, No is absolute disintegration rate and er is detection
efficiency. The uncertainty of emission probability consists of statistical
uncertainty coming from those three parameters and systematical uncertainty of
about 0.7%. The results are shown in Tables 1 to 5 for emission probabilities of
principal y-rays and strong p-ray intensities. The means of the present results are
also given for comparison with the evaluated values or the previously reported
ones. Uncertainties are indicated by numbers in respective parentheses.

The present emission probabilities of principal y-rays for 76As shown in
Table 1 agree with each other within standard deviations for respective energies.
The uncertainties of about 1% are obtained for the means of emission
probabilities of 559.1, 657.1 and 1228.5 keV y-rays, and those are much smaller
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than the uncertainties of emission probabilities evaluated in the Nuclear Data
Sheets [5]. The uncertainties for the other energies are more than 1% due to peak
pile up. Present y-ray emission probabilities which are smaller by about 10%
brought to smaller P-ray intensities of the excited states and larger P-ray
intensity of the ground state by about 10% than the evaluated values.

Table 2 shows the present and previous emission probabilities of 165.9
and 1420.5 keV y-rays for 139Ba. The present emission probability of 165.9 keV
y-rays is smaller by about 3% than those of refs. [6] and [7] and the uncertainty is
much smaller. Burrows [6] evaluated the emission probability using relative y-ray
intensity and a normalizing factor. He adopted the emission probability for
1420.5 keV reported in ref. [7] for deducing the normalizing factor. Gehrke [7]
used nickel foils to obtain various p-ray efficiencies for determination of
disintegration rate. The method resulted in relatively not precise disintegration
rate and the emission probabilities with large uncertainties. The emission
probabilities of 1420.5 keV y-rays were deduced using relative intensities of
1420.5 keV y-rays and emission probabilities of 165.9 keV y-rays by us and
Gehrke. However, the present result is more precise because it was calculated
using more precise emission probability. The present precise emission
probabilities provided precise p-ray intensities for excited states and the ground
state of 139La. The results are also shown in Table 2.

Agreeable y-ray emission probabilities within standard deviations for
159Gd are exhibited in Table 3 for the present results. Uncertainty of the mean of
the present strongest y-rays is less than 0.5%, whereas that of evaluated one [8]
is more than 25%. The evaluated value was derived using the relative y-ray
intensity and a normalizing factor, and the uncertainties of those two parameters
were 5 and 23.7%, respectively. As the precise y-ray emission probabilities were
used in the calculation, the present p-ray intensities shown in Table 3 for excited
states and the ground state are more precise than those reported by Helmer [8].

The present emission probabilities of principal y-rays for i8?W shown in
Table 4 are the mean values of twelve measurement results. Therefore, much
small uncertainties are provided for the y-ray emission probabilities. Uncertainty
of the strongest emission probability of 685.8 keV yrays is less than 0.3% which
is much smaller than the uncertainty of that evaluated in ref. [9] or reported by
Herman et al. [10]. Larger absolute values of the means by about 20% than those
in both references brought to larger P-ray intensities of excited states by about
20% and smaller P-ray intensities of the ground state of 187Re by about 40%.
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Table 1 y-ray emission probabilities and B-ray intensities for 76As

y-ray emission probabilities (%)

Energy
(keV)

559.1

563.2

657.1

1212.9

1216.1

1228.5

Present work

a

40.70
(66)
1.106
(97)

5.454
(72)

1.310
(165)
3.055
(227)
1.037
(32)

b

41.37
(75)
1.125
(114)
5.590
(86)

1.301
(181)
3.032
(247)
1.029
(41)

c

40.29
(68)
1.105
(103)
5.520
(50)
1.324
(163)
3.040
(218)
1.035
(15)

d

40.55
(56)
1.103
(78)

5.601
(60)
1.264
(97)

2.947
(133)
1.034
(24)

e

40.45
(59)
1.100
(81)

5.583
(72)
1.280
(101)
2.984
(139)
1.037
(31)

Mean

40.67
(29)
1.108
(43)

5.550
(31)
1.296
(65)

3.012
(88)

1.034
(13)

Singh
and

Viggars
[5]
45
(2)
1.20
(8)

6.17
(42)
1.44
(11)
3.42
(24)
1.22
(10)

P-ray intensities (%)

Energy
(keV)

306.7

532.9

1174.4

1745.9

2402.9

2962.0

Present
work

0.96
(1)

1.52
(7)

1.58
(1)

6.72
(11)
31.9
(3)

56.0
(3)

Singh
and

Viggars
[51

1.03
(6)
1.69
(12)
1.77
(13)
7.5
(5)

35.2
(16)
51
(2)

Table 2 y-ray emission probabilities and P-ray intensities for 139Ba

y-ray emission probabilities (%)
Energy
(keV)

165.9

1420.5

Present work
a

23.06
(18)

b
22.95
(15)

c
23.12
(15)

d
22.91
(15)

e
22.93
(15)

Mean
22.99

(7)
0.259

(2)

Burrows
[6]

23.7
(34)

0.261
(37)

Gehrke
[7]

23.76
(25)

0.261
(5)

P-ray intensities (%)
Energy (keV)

833.6
889.5

2144.1
2310.0

Present work
0.0175 (10)

0.292 (2)
28.70 (7)
70.95(7)

Burrows [6]
0.0175 (20)
0.287 (7)
29.68 (31)
69.98 (31)

Gehrke [7]

29.65 (32)

Table 3 y-ray emission probabilities and P-ray intensities for 159Gd

y-ray emission probabilities (%)
Energy
(keV)

58.0

226.0

348.2

363.5

Present work
a

2.350
(94)

0.215
(8)

0.254
(8)

11.61
(11)

b
2.371
(97)

0.215
(11)

0.255
(11)

11.65
(11)

c
2.550
(89)

0.221
(9)

0.241
(7)

11.98
(13)

d
2.539
(82)

0.218
(5)

0.237
(5)

11.85
(10)

e
2.410
(55)

0.216
(6)

0.258
(5)

11.83
(10)

Mean
2.44
(4)

0.217
(4)

0.249
(3)

11.78
(5)

Helmer
[8]
2.3
(6)

0.21
(5)

0.22
(6)
10.8
(28)

P-ray
Energy
(keV)

607.1

622.4

912.6

970.6

intensities (%)
Present

work
12.19

(5)
0.310

(3)
29.01
(44)

58.38
(45)

Helmer
[8]
12
(3)

0.31

26
(7)
62
(9)
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Table 4 y-ray emission probabilities and p-ray intensities for

y-ray emission probabilities (%)
Energy
(keV)

134.2

551.5

618.4

625.5

685.8

772.9

Present
work

10.219
(28)

6.134
(21)

7.613
(25)

1.333
(10)

32.868
(85)

4.953
(19)

Firestone
[9]

8.85
(28)
5.08
(17)
6.28
(21)
1.09
(4)

27.3
(9)

4.12
(13)

Herman
etal. [10]

8.77

5.0
(5)
8.0
(8)
1.58
(15)
26.9
(11)
4.1
(4)

Energy
(keV)

538.3

625.4

685.7

692.8

1177.0

1311.2

}-ray intensities (%)
Present

work
5.09
(2)

66.09
(79)
4.09
(53)
5.82
(53)
1.27
(62)
16.1
(13)

Firestone
[9]

4.23
(9)

54.9
(8)
3.3
(4)
4.7
(5)
0.7
(3)

29.8
(10)

Herman
etal. [10]

4.2
(4)

53.1
(16)
5.2
(5)
5.2
(5)
0.7
(3)

25.1
(24)

Table 5 y-ray emission probabilities and p-ray intensities for 193Os

y-ray emission probabilities (%)
Energy
(keV)

138.9

280.4

321.6

387.5

460.5

Present work
a

3.66
(12)
1.21
(1)
1.21
(1)

1.21
(1)

3.81
(4)

b
3.63
(17)
1.19
(1)
1.21
(1)

1.20
(1)

3.78
(3)

c
3.80
(18)
1.27
(1)

1.29
(1)

1.26
(1)

3.97
(4)

d
3.70
(17)
1.26
(1)
1.27
(1)

1.27
(1)

3.95
(4)

Mean
3.69
(8)

1.22
(1)
1.24
(1)

1.23
(1)

3.86
(2)

A-Cohen
[11]
4.27
(26)
1.24
(8)
1.28
(8)

1.26
(8)

3.95
(25)

P-ray intensities (%)
Energy
(keV)

583.3

680.1

1001.7

1067. 6

1140.6

Present
work
2.33
(13)
7.69
(6)

10.2
(2)

17.6
(29)
58.0
(29)

A-Cohen
[11]
2.4
(2)
7.9
(4)

12.4
(9)
18
(4)
55
(4)

The emission probabilities of principal y-rays for 193Os obtained from
present measurements are shown in Table 5. The uncertainties of less than 1%

are obtained for the means of respective energies except for that of 138.9 keV.
The 138.9 keV y-rays make peak-pileup on 142.1 keV y-rays; therefore, the
uncertainty of emission probability is about 2.2%. But this uncertainty is still
smaller than 6% given for the evaluated value [ll]. Excluding the emission
probability of 138.9 keV y-rays, the present results are smaller on the average by
about 2.5% than those evaluated in ref. [ll]. Table 5 also shows the P-ray
intensities obtained from the present work and the evaluation [ll]. The present
P-ray intensities of excited state calculated using present y-ray emission
probabilities and relative y-ray intensities are smaller than the evaluated values.
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The smaller values resulted in larger present P-ray intensities of the ground state
of 193Ir by about 5%. The uncertainty is large because the relative intensity of 73
keV y-rays reported in ref. [ll] was used for calculation of p-ray intensities of first
excited state with energy level of 73 keV.

4. Conclusions
Emission probabilities of principal y-rays for short half-life nuclides of

76As, 139Ba, 159Gd, 187W and 193Os have been established in the present work. The
results are more precise than the previously evaluated or reported ones. The
precise results are obtained due to the ability of the 47tp-y coincidence apparatus
to provide precise parameters of disintegration rate, absolute y-ray intensities,
and detection efficiency. Present precise y-ray emission probabilities and
measured relative y-ray intensities brought to more precise p-ray intensities than
those previously evaluated or reported.
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Dr. Kodeli pointed out a large discrepancy between neutron spectra below 1.5 keV
calculated by MCNP and ANISN with the FENDL-2 library for an iron sphere benchmark,
which consisted of an iron sphere of 10 cm in radius with 14 MeV neutron source in the center.
Reasons of the discrepancy were investigated in detail. The benchmark calculations with FENDL-
1, FENDL-2 and EFF-3.1 by ANISN and MCNP suggested that FENDL/MG-2.0 56Fe data have
some problems. It was identified that reasons of the discrepancy are the LIST data of the first
neutron energy of the FILE6 in FENDL/E-2.0 56Fe, through the detail check of the original
libraries of 56Fe of FENDL-1, FENDL-2 and EFF-3.1. The FENDL/MG-2.0 27A1 data also have
the same problem, though the influence is small.

1. Introduction
At the EFF meeting in April and November, 1999, Dr. Kodeli pointed out that there was

a large discrepancy between neutron spectra below 1.5 keV calculated by MCNP and ANISN
with the FENDL-2 [1] library for an iron sphere benchmark, which consisted of an iron sphere
of 10 cm in radius with 14 MeV neutron source in the center. [2,3] We investigated reasons of
that discrepancy in detail.

2. Iron Sphere Benchmark Calculation
At first we carried out an iron benchmark calculation similar with one which Dr. Kodeli

did in order to confirm the large discrepancy between neutron spectra below 1.5 keV calculated
by MCNP and ANISN. The iron assembly was a natural iron sphere of 10 cm in radius (atomic
density : 0.083 /barn/cm) and a point neutron source with uniform distribution in energy interval
13.84 - 14.19 MeV covering group 8 of the VIATMIN-J [4] group structure was set in the center
of the iron sphere as shown in Fig. 1. A neutron spectra at the distance of 15 cm from the center
of the iron sphere was compared.

We used the MCNP-4A [5] and ANISN (included in the DOORS 3.2 package [6]) codes.
The iron sphere was modeled in ID spherical geometry. The nuclear data library for MCNP was
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FENDL/MC-2.0 [7], while the P5 multigroup library for ANISN with self-shielding correction
was generated from FENDL/MG-2.0 [7] by the TRANSX2.15 [8] code. Calculations with the
FENDL-1 [9] nuclear data library were also performed for comparison. The inputs were the
same as those for FENDL-2 except for the nuclear data library part.

The calculated neutron spectra are shown in Figs. 2 and 3. As Dr. Kodeli pointed out,
there is a large discrepancy between neutron spectra below 1.5 keV calculated by MCNP and
ANISN in the case of FENDL-2, while there is no large discrepancy in the case of FENDL-1.
Since the neutron spectra have no rapid change around 1.5 keV in the MCNP and ANISN calcu-
lations of FENDL-1 and the MCNP calculation of FENDL-2, it is considered that the iron data
of FENDL/MG-2.0 have some problems. The 56Fe data of FENDL-2 is that of EFF-3.0, while
the data of other iron isotopes are those of FENDL-1. It is concluded that the 56Fe data of FENDL/
MG-2.0 cause the discrepancy. The 56Fe data of FENDL/MG-2.0 was generated with NJOY94.105,
which is an older version of the NJOY code [10]. We reprocessed FENDL/E-2.0 56Fe with the
newer version NJOY97.95 and recalculated a neutron spectrum by ANISN with this newly pro-
cessed library. The result was, however, the same as the previous calculation.

Recently a new evaluation EFF-3.156Fe [11], which was re-evaluated based on EFF-3.0
56Fe, was released only for EFF members. In order to examine whether the same phenomena as
EFF-3.0 56Fe appears in EFF-3.156Fe, we performed the benchmark calculation by ANISN and
MCNP with EFF-3.156Fe and other iron isotopes of FENDL-2. We used the official ace file of
EFF-3.156Fe in EFF members for MCNP, which Dr. Trkov processed [12] with NJOY. A matxs
file of EFF-3.156Fe was newly generated with NJOY97.95 for the multigroup library for ANISN.
The rapid change of neutron spectrum around 1.5 keV does not appear in this ANISN calcula-
tion.

3. Double Differential Cross section Data Reconstructed from Multigroup Libraries
In order to specify problems included in FENDL/MG-2.0 56Fe, we reconstructed double

differential cross section (DDX) data from 175 group multigroup libraries generated from the
56Fe matxs files of FENDL-1, -2 and EFF-3.1 and compared each other. As the result, we found
out that the only DDX data of FENDL-2 56Fe have huge sharp peaks around 1.5,2.5 and 3.5 keV
in the incident neutron energies of groups 28-33 (4.4933 - 6.0653 MeV), 11-12 (12.214 - 12.84
MeV) and 13-14 (11.052 - 12.214 MeV), respectively, as shown in Fig. 4. Particularly the peak
around 1.5 keV in the incident neutron energy of group 32 is very large. This peak energy, 1.5
keV, is the same as the energy, below which the neutron spectra calculated by MCNP and ANISN
with FENDL-2 were different. The reason of the discrepancy is considered to be this huge peak
in the DDX.

4. Comparison of "Fe among FENDL/E-1.1, FENDL/E-2.0 and EFF-3.1
Next we checked the original libraries of 56Fe in FENDL/E-1.1, FENDL/E-2.0 and

EFF-3.1 in detail. The FILE2, FILE3 and FILE4 data seemed to have no problem. But we de-
tected two different points for the FILE6. One point is the reference system of secondary energy
and angle; the laboratory (LAB) coordinates are used in FENDL/E-1.1, while the center-of mass
(CM) coordinates are used in FENDL/E-2.0 and EFF-3.1, though all the libraries use Legendre
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coefficients for the angular presentation of the FILE6. The other point is the LIST data of the
first incident neutron energy. Figure 5 shows the LIST data of the first incident neutron energy in
FILE6, MT91. The highest secondary energy is 1 x 105 eV in FENDL-1 and EFF-3.1, while it is
1 eV in FENDL-2 (the difference of the b0 data is due to normalization and interpolation scheme).
From these two points, we suspected that the GROUPR module of NJOY could not deal with the
LIST data of the first incident neutron energy of the FILE6 in FENDL-2 56Fe correctly since the
CM to LAB conversion in the GROUPR module of NJOY seemed to have no problem in EFF-
3.156Fe. Then we modified the highest energy and b0 data of the LIST data of the first incident
neutron energy of all the MTs (MT16, MT22, MT28 and MT91) in FENDL/E-2.0 56Fe to those
in EFF-3.1 56Fe, made a new matxs file of FENDL-2 56Fe with NJOY97.95 and executed the
ANISN calculation with the multigroup library generated from the new matxs file. The calcu-
lated neutron spectrum is shown in Fig. 6 with the previous MCNP result. The discrepancy
between the ANISN and MCNP calculations disappears. Figure 7 plots the DDX data recon-
structed from 175 group multigroup libraries generated from the original and modified 56Fe
matxs files of FENDL-2. The huge peak around 1.5 keV disappears in the modified FENDL-2
56Fe. It is concluded that the GROUPR module of NJOY can not deal with the LIST data of the
first incident neutron energy of the FILE6 in FENDL/E-2.0 56Fe correctly. On the contrary, the
ACER module of NJOY can process the LIST data of the first incident neutron energy of the
FILE6 in FENDL/E-2.0 56Fe without problem, since the MCNP calculation shows no strange
results.

5. FENDL/MG-2.0 27A1
The 27A1 data of FENDL/E-2.0 are also from EFF3.0. Since the highest energy and b0

data in the LIST data for the first incident neutron energy of the FILE6 of FENDL/E-2.0 27A1
have the same as those of FENDL/E-2.0 56Fe, the same trouble may appear in calculations with
FENDL/MG-2.0 27A1. Figure 8 shows calculated leakage neutron spectra (at the distance of 15
cm from the center of an aluminum sphere) for an aluminum sphere of 10 cm in radius with 14
MeV neutron source in the center by ANISN and MCNP with FENDL-2. The large discrepancy
between ANISN and MCNP calculations does not appear in 27A1 seemingly. The FENDL/MG-
2.0 27A1 data, however, have the same huge sharp peak as FENDL/MG-2.0 56Fe as shown in Fig.
9. Probably the reason why the discrepancy does not appear is because the sharp peak in FENDL/
MG-2.0 27A1 is smaller by one order than that in FENDL/MG-2.0 56Fe.

6. Conclusion
We investigated reasons of a large discrepancy between neutron spectra below 1.5 keV

calculated by MCNP and ANISN with the FENDL-2 library for an iron sphere benchmark,
which consisted of an iron sphere of 10 cm in radius with 14 MeV neutron source in the center.
The benchmark calculations with FENDL-1, FENDL-2 and EFF-3.1 by ANISN and MCNP
suggested that FENDL/MG-2.0 56Fe causes the discrepancy. Through the detail check of the
original and multigroup libraries of 56Fe of FENDL-1, FENDL-2 and EFF-3.1, it is identified
that reasons of the discrepancy are the LIST data of the first incident neutron energy of the
FILE6 in FENDL/E-2.0 56Fe. We recommend revising the FENDL/MG-2.0 56Fe data. The FENDL/
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MG-2.0 27A1 data have the same problem, though the influence is small. We also recommend
revising FENDL/MG-2.0 27A1.
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with P7 and P9 Approximated LA150 Multigroup Libraries
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The accuracy of DORT calculations with P7 and P9 approximated LA 150 multigroup

libraries for tens MeV neutrons was investigated through the analysis of the shielding experi-

ments on iron and concrete for 43 and 68 MeV p-7Li quasi-monoenergetic neutrons at JAERI/

TIARA.

1. Introduction

In the 1998 Symposium on Nuclear Data we presented [1] analyses of the shielding

experiments [2,3] on iron and concrete for 43 and 68 MeV p-7Li quasi-monoenergetic neutrons

performed at JAERI/TIARA with the two-dimensional Sn Code DORT and Ps approximated

LA 150 [4] multigroup library. It was noted that these DORT calculations were very different

from the MCNP calculations [5] with LA 150. This discrepancy was considered to be due to the

Ps approximation in the multigroup library since the P5 Legendre expansion can not present

forward-peak angular distributions of higher energy neutrons precisely. This time we modified

the NJOY97 and TRANSX codes so as to produce higher order Legendre expanded multigroup

libraries than the fifth order, generated P7 and P9 approximated LA 150 multigroup libraries and

investigated the effects of P7 and P9 approximated LA 150 multigroup libraries through analyses

of the shielding experiments at JAERI/TIARA.
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2. Overview of Shielding Experiments on Iron and Concrete at JAERI/TIARA

The shielding experiments were performed with collimated 43 and 68 MeV p-7Li neu-

tron source at Takasaki Ion Accelerator for Advanced Radiation Application (TIARA), at JAERI.

Figure 1 shows the experimental arrangement. The test shield of iron and concrete from 10 cm

up to 200 cm in thickness was located at the end of the collimator with or without an additional

iron shield. Neutron spectra were measured with a BC501A scintillator and Bonner Ball detec-

tors on the beam axis and at 20 and 40 cm off the beam axis behind the test shield.

3. Calculation Procedure

The Sn code DORT3.2 [6] was used in the analysis. Only the collimated source neu-

trons and experimental assembly, which was modeled as a cylinder instead of a rectangular

parallelepiped, were adopted in the analysis according to Ref. 2. The first collision source was

calculated from collimated source neutrons with the GRTUNCL code [7]. Ps, Pi and P9 approxi-

mated multigroup libraries were generated from LA150 with NJOY97.95 [8] and TRANSX2.15

[9] modified for higher order PL expansion. Its group structure was 100 groups of 1 MeV inter-

val from 0.5 MeV to 100.5 MeV. As well as the previous paper [1], we used the multigroup

libraries with and without the extended transport approximation (TA) [9], which was devised

mainly for fast breeding reactors in order to mitigate the effects of truncating the Legendre

expansion at finite order. MCNP-4B calculations [5] with the continuous energy library pro-

cessed from LA 150 were adopted as a reference.

4. Results and Discussion

The comparison between the calculations and measurements for neutron spectra above

10 MeV on the beam axis is carried out in this paper. The ratios of the calculated values to the

experimental ones (C/E) of integrated neutron flux at peak and continuum regions are plotted in

Figs. 2 -9 . These C/E figures indicate the followings;

1) The discrepancy between the MCNP and DORT calculations generally becomes smaller

with the Legendre order of multigroup libraries used in the DORT calculations.

2) Effect of extended transport approximation is smaller in the P7 and P9 approximated DORT

calculations, but the DORT calculation with extended transport approximation is more similar

with the MCNP calculation.

Figure 10 shows angular distributions of elastic scattering in the original library and MCNP

- 219 -



JAERI-Conf 2001-006

library of LA 150 and in-group scattering in Ps, P7 and P9 approximated LA 150 multigroup

libraries for 56Fe at 60 MeV. The angular distribution of in-group scattering in the P5 approxi-

mated LA 150 multigroup library is very different from that of elastic scattering in the original

LA 150 library, while angular distribution of in-group scattering in the P9 approximated LA 150

multigroup library is similar with that of elastic scattering in the original LA 150 library. It is

considered that the P9 approximation is enough for transport calculations for tens MeV neu-

trons.

5. Concluding Remarks

We analyzed the shielding experiments on iron and concrete for 43 and 68 MeV p-7Li

quasi-monoenergetic neutrons at JAERI/TIARA with the DORT code and Ps, P7 and P9 approxi-

mated LA 150 multigroup libraries which were generated by using modified NJOY and TRANSX

codes. The discrepancy between the MCNP and DORT calculations in the case of P5 approxi-

mated LA 150 multigroup library became much smaller in P7 and P9 approximated DORT calcu-

lations. Effect of extended transport approximation is smaller in P7 and P9 approximated DORT

calculations, but the DORT calculation with extended transport approximation is more similar

with MCNP calculation. It is concluded that Ps approximation is not adequate in multigroup

library and P7 or P9 approximated multigroup library is required in transport calculations of

neutrons of more than a few tens MeV with Sn codes.

References

[1] Konno C , et al.: Proc. of 1998 Symposium on Nuclear Data, JAERI-Conf 99-002 (1999),

p. 164.

[2] Nakao N., et al. : Nucl. Sci. Eng., 124,228 (1996).

[3] Nakashima H., et al. : Nucl. Sci. Eng., 124,243 (1996)

[4] Chadwick M.B. et al.: Nucl. Sci. Eng., 131, 293 (1999).

[5] Wada M. et al. : Proc. of 1998 Symposium on Nuclear Data, JAERI-Conf 99-002 (1999),

p.158.

[6] DOORS3.2 : One, Two- and Three-Dimensional Discrete Ordinates Neutron/Photon Trans-

port Code System, RSICC CODE PACKAGE CCC-650 (1998).

[7] Johnson J.O. (Ed.): ORM/TM-11778 (1992).

[8] MacFarlane R.E. and Muir D.W.: LA-12740-M (1994).

[9] MacFarlane R.E.: LA-12312-MS (1992).

- 220 -



JAERI-Conf 2001-006

3rd light-ion
room

test shield

7 t i ta rgu i (Th-2W- I < , {

clearing
magnet >

' monitor 1
I (U-235 FC)

n 'i-:n ii

I
ii ,1-

J ' -,

t-

"•• • i ; ; i

Units in cm

Fig. 1 Experimental arrangement of shielding experiments at JAERI/TTARA.

O

2 . 5 -

2.0

1.5

1.0 -f,

0.5 ~

0.0

Fig. 2

1 
1 

1 
1 

1 
1 

1 
1 

1 
1 

1 
1 

. 
I 

I 
I 1

 ,
 

1

-
-
—
-
-
-
" , 1 , 1

— • — P5 without TA
A— P7 without TA

—W— P9 without TA
— H — P5 with TA

A— P7 with TA
V — P9 with TA
• — MCNP

-
-
-

—
-
-
-

—-—-p- ( - T --- r-J

0 20 40 60 80 100

Thickness of assembly [cm]

C/E of peak neutron flux (35 - 45
MeV) of the iron experiment for 40
MeV neutrons.

2.5

2.0

UJ 1.5

O

1.0

0.5 h

0.0

H i — P5 without TA
-A P7 without TA
-V-— P9 without TA
4 1 — P5withTA
- A — P7 with TA
-AT P9 with TA
H» MCNP

~T~"7 T'~" .' T

0 20 40 60 80 100

Thickness of assembly [cm]

Fig. 3 C/E of continuum neutron flux (10
- 35 MeV) of the iron experiment
for 40 MeV neutrons.

221 -



JAERI-Conf 2001-006

O

2.5

2.0

1.5

1.0

0.5

0.0

P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7 with TA
P9 with TA
MCNP

0 20 40 60 80 100 120140

Thickness of assembly [cm]

Fig. 4 C/E of peak neutron flux (60 -
70MeV) of the iron experiment for
65 MeV neutrons.

O

2.5

2.0

1.5

1.0

0.5

0.0

P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7 with TA
P9 with TA
MCNP

0 20 40 60 80 100 120 140
Thickness of assembly [cm]

Fig. 5 C/E of continuum neutron flux (10
- 60 MeV) of the iron experiment
for 65 MeV neutrons.

O

2.5

2.0

1.5

1.0

0.5

0.0

P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7 with TA
P9 with TA
MCNP

i • i i • i

0 20 40 60 80100120140160

Thickness of assembly [cm]

Fig. 6 C/E of peak neutron flux (35 - 45
MeV) of the concrete experiment
for 40 MeV neutrons.

O

2.5

2.0

1.5

1.0

0.5

0.0

- 1 I I I I I I I 1 I 1 I I I I [ -

P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7 with TA
P9 with TA
MCNP

I • I I

0 20 40 60 80100120140160

Thickness of assembly [cm]

Fig. 7 C/E of continuum neutron flux (10
- 35 MeV) of the concrete experi-
ment for 40 MeV neutrons.

- 222 -



JAERI-Conf 2001-006

LJJ

O

P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7withTA
P9 with TA
MCNP

0 40 80 120 160 200
Thickness of assembly [cm]

Fig. 8 C/E of peak neutron flux (60 - 70
MeV) of the concrete experiment
for 65 MeV neutrons.

2.5 "
P5 without TA
P7 without TA
P9 without TA
P5 with TA
P7 with TA
P9 with TA
MCNP

I i I i I i I i I i I i I i I i I

0 40 80 120 160 200
Thickness of assembly [cm]

Fig. 9 C/E of continuum neutron flux (10
- 60 MeV) of the concrete experi-
ment for 65 MeV neutrons.

50.0

40.0

30.0

•g 20.0

1
Q.

10.0

0.0

50.0

-10.0 L

Elastic scat, of original LA150
Elastic scat, of LA150 MCNP library
In-group scat, of P5 LA150 multigroup lib.
In-group scat, of P7 LA150 multigroup lib.
In-group scat, of P9 LA150 multigroup lib.

i . . . i

1 0.98 0.96 0.94 0.92 0.9

H=cos8

-10.0

(a) 0 - 25.8 degree (b) 0-180 degree

Fig. 10 Angular distribution of elastic and in-group scattering for 56Fe at 60 MeV.

- 223 -



JAERI-Conf 2001-006

III
JP0150682

3.20
Measurements of Neutron Spectra Produced from a Thick Iron

Target Bombarded with 1.5 GeV Protons

Shin-ichiro Meigo*'t, Hiroshi Takada*, Nobuhiro Shigyo**, Kiminori Iga**, Yousuke
Iwamoto**, Hirohiko Kitsuki**, Kenji Ishibashi**, Keisuke Maehata**, Hidehiko Arima**,

Tatsushi Nakamoto*** and Masaharu Numajiri***
* Center for Neutron Science, Japan Atomic Energy Research Institute

Tokai-mura, Naka-gun, Ibaraki-ken 319-1195
** Department of Applied Quantum Physics and Nuclear Engineering, Kyushu University

Hakozaki, Higashi-ku, Fukuoka 812-8581
***High Energy Accelerator Research Organization (KEK)

Oho, Tsukuba, Ibaraki 305-0801 Japan
e-mail: tmeigo@linac.tokai.jaeri.go.jp

For validation of calculation codes which are employed in the design of accelerator facili-
ties, spectra of neutrons produced from a thick iron target bombarded with 1.5-GeV protons
were measured. The calculated results with NMTC/JAM was compared with the present
experimental results. It is found the NMTC/JAM generally shows in good agreement with
experiment. Furthermore, the calculation gives good agreement with the experiment for the
energy region 20 ~ 80 MeV, whereas the NMTC/JAM gives 50 % of the experimental data
for the heavy nuclide target such as lead and tungsten target.

1. Introduction

Applications of high energy particle accelerators are rapidly growing in many fields such
as spallation neutron source and accelerator driven system. For the design of the target and
shielding of the accelerator facilities, it is necessary to estimate the reaction rate and the
neutron production in a thick medium in the energy region up to several GeV.

Nucleon-Meson Transport codes such as NMTC/JAM[1] NMTC/JAERI[2, 3], and LA-
HET[4] have been widely employed for the neutronics calculation. It is generally known that
the codes can describe the particle productions and the transport in a thick medium. The
accuracy of the codes, however, has not been completely satisfactory yet. In order to com-
prehend and improve the accuracy of the code, studies[5, 6] have been performed from both
the theoretical and the experimental points of view. A series of the measurements of neutron
production double differential cross sections were carried out at LANL and High Energy Accel-
erator Organization (KEK)[7]. For the spectrum of the thick target, the spectrum of neutrons
produced from a thick lead[8] and tungsten targets[9] were measured. The experiment data of
the spectrum are, however, very scarce for incident energies higher than 256 MeV.

For the validation of the calculation code employed in the design of the accelerator facilities,
it is required the spectrum of neutrons produced from a thick target which is longer than the
mean free path of the outgoing particles. In the accelerator facilities, iron takes important
roles, because the yoke of magnet was made of iron steel. By the interaction between protons
and irons, the neutron are produced in the beam line and accelerator, which is a source of
the neutrons for the shielding of accelerator. For the shielding for the accelerator facilities,
it should be confirmed the spectrum of neutrons produced from a iron target between the
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calculation and experiment. However, these experimental data were scarce for the projectiles
above 0.8 GeV. In this study, the spectrum produced from the iron target bombarded with
1.5-GeV protons, which was the same energy of the previous experiment, was measured. These
experimental data were compared with the calculation of NMTC/JAM.

2. Experimental procedure

2.1 Incident particles and target

The experiment was carried out at the ?r2 beam line of the 12-GeV Proton Synchrotron.
Schematic view of the experimental arrangement is shown in Fig. 1. The incident particles
were supplied as the secondary particle generated by an internal target which was placed in the
primary 12-GeV proton beam. After passing the bending magnet, the secondary beam having
a unique momentum was introduced to the thick target. The interval between and duration of
the primary proton pulses were 4 and 2.5 s, respectively. The intensity of the incident particles
was so weak ( <105 particles/pulse ) that incident particles were counted one by one with
beam scintillators. As incident projectiles, 2.3 GeV/c protons were employed, whose energies
are 1.5- GeV for protons. The incident particles were identified 1.5-GeV protons from other
particles by the time-of-fiight (TOF) technique with a pair of scintillators (Pilot U) located at a
separation distance of 4 m. The size of the incident beams was 2.0 and 1.6 cm in FWHM on the
perpendicular and horizontal plains, respectively. Each Pilot U scintillator was connected with
two photo-multipliers on opposite sides to obtain good time resolution. In order to subtract
the neutrons produced from the beam scintillator, background measurements were performed
without target.

A iron target was bombarded with the proton beams. The target was a rectangular par-
allelepiped 15x15x20 cm3, which was the same size as the target used in the previous experi-
ments^, 9]. In the iron target, protons caused the partially energy loss which is 0.23 GeV in
the average. A beam dump consisted of a carbon block pile of 0.5x0.5 m2 in the area and 1 m
in thickness was located at a 8.5 m distance from the target. The carbon was surrounded by
sufficiently thick iron blocks except on the beam-incident surface.

2.2 Neutron detector

As neutron detectors, NE213 scintillators(12.7 cm in diam. and 12.7 cm in thick.) were
used. The detectors were placed at angles between 30° and 90° to the beam axis and at a
common distance of 1.5 m from the center of the target. At the angle 15°, the distance was
chosen 2.0 m so that the higher energy resolution was achieved. In order to reject the detection
of the charged particles (i.e. IT, p, d), NE102A scintillators of 17x17x1 cm3 were used as veto
counters. They were placed at a distance of 2 cm from the surface of the NE213 scintillators.
The pulse height, of the neutron detectors was calibrated using gamma-rays from 137Cs, 60Co
and 241Arn-Be.

As the neutron detection efficiency, the calculation results of SCINFUL-R[10] were used.
Hence, the results of SCINFUL-R were utilized for detection efficiencies below 80 MeV. Above
80 MeV, the calculated efficiency of CECIL[11] adjusted to connect smoothly with that of
SCINFUL-R at 80 MeV was employed. The detection efficiencies for 60Co and 137Cs biases
were employed for the analysis of the neutron spectrum above and below 20 MeV, respectively.

2.3 Electronic Circuit

The diagram of the electronic circuit is shown in Fig. 2. A personal computer (PC-AT) was
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utilized for controlling CAMAC ADCs and TDCs. The events arising from fi+ projectiles were
eliminated by the unti-coincidence of all beam scintillators. The number of incident particles
was accumulated by the sealer. A good discrimination for the incident proton against the TT+

was achieved so that the uncertainty of the incident proton counts could be less than 1 %.
Anode signals of the photomultipliers coupled with NE213 scintillators were branched out

to three pulses. One pulse was put into a CFD to produce the start signal of TOF measurement.
Other two pulses were put into three ADCs (Fast, Total) which collected the charge of pulse
during each gate signal duration. In order to eliminate gamma-ray counting, the two-gate
integration method After the elimination of the photons, the TOF spectrum of the neutrons
was obtained.

3. Calculation

The neutron spectrum calculation was carried out with NMTC/JAM[1] and MCNP-
4A[12]. NMTC/JAM calculated the nuclear reactions and the particle transport above 20
MeV. MCNP-4A calculated the neutron transport below 20 MeV using a continuous energy
cross section library FSXLIB-J3R2[13] processed from the nuclear data file JENDL-3.2[14].
In NMTC/JAM, the Niita's systematicsfl] was implemented to estimate total, elastic and
non-elastic nucleon-nucleus cross sections in the transport calculation part. The level density
parameter derived by Ignatyuk[15] was also employed in the statistical decay calculation in
NMTC/JAM.

Furthermore, additional calculations were performed by substituting the in-medium nucleon-
nucleon cross sections (NNCS) for the free NNCS in the nuclear reaction calculation part of
NMTC/JAM. The in-medium NNCS parameterized[16] similarly to those of Cugnon[17] were
employed in this calculation.

In order to compare the experimental results, the calculation results should be smeared
with the energy resolution. The calculated result with and without smearing of the resolution
are shown in Fig 3. By the comparison of both results with and without smearing, it is found
that the effect of the energy resolution on the spectra is smaller than 25 % for the energy lower
than 150 MeV.

4. Results and Discussion

4.1 Neutron spectra produced from the iron target

The calculated results with the NMTC/JAM-MCNP-4A code system are compared with
the present experimental results shown in Fig. 4. It is observed that the calculations using both
free(shown by solid lines in the figure) and in-medium(shown by dot lines in the figure) NNCS
give good agreement with the experiment within 50 %. For the angle at 90 °, the calculation
with the in-medium NNCS shows better agreement with the experiment than calculation with
free NNCS.

4.2 Dependence on the target nuclei

In order to comprehend the dependence of the target nuclei, the comparisons between
calculation and experiment [8, 9] for the heavy metal target are shown in Figs 5 and 6. It is
found that the difference of calculation results between Free and in-medium NNCS for iron
target is much smaller than those for heavy metal targets. For the heavy metal target, the
calculation with the in-medium NNCS gives much better agreement with the experiment in the
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energy region above 20 MeV. By using in-medium NNCS in NMTC/JAM, n-p cross sections
becomes smaller than free NNCS. This improvement is ascribed to the fact that the high
energy nucleon emission is enhanced in the calculation because the mean free path of nucleon
in a target nucleus is estimated longer by in-medium NNCS than the free one. Iron nuclei
has almost same neutron and proton numbers. Therefore, difference is relatively smaller than
difference for heavy metals. On the other hand, lead and tungsten are neutron rich nuclei. As
a result, the dependence of NNCS on the neutron spectrum is stronger than the iron case.

5. Conclusion

For the validation of the nucleon meson transport code, the neutron spectra from a thick
iron target bombarded with 1.5 GeV protons were measured at 4 angles between 15° and 90°.
The accurate neutron spectra were obtained in the energy region between 4 and 1-GeV by the
time-of-flight technique.

The calculation results with the NMTC/JAM-MCNP-4A code system are compared with
the present experiment data. The calculation was made by using free and in-medium nucleon-
nucleon cross sections (NNCS). It is found that calculation with both free and in-medium NNCS
show good agreement with the experiment within 50 %. Even the calculation with free NNCS
gives good agreement in the energy range between 20 and 80 MeV, whereas calculation gave
about 50 % lower neutron flux for heavy metal target. For the result at 90 °, the calculation
with in-medium NNCS shows better agreement than the calculation with free NNCS. It can
be concluded that NMTC/JAM code system can be predicted the neutron spectrum from iron
magnet and collimator with 50 % uncertainties.

By the comparison of heavy metal target, it is recognized the NNCS dependence on iron
target is not stronger than heavy metal cases. It can be thought this dependence will become
an clue to improve the calculation for the heavy metal targets.
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Fig. 2: Diagram of the electronic circuit used in the present experiment.
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A short review is given on our studies of recoil properties of radionuclides formed in
photospallation reactions induced by bremsstrahlung of end-point energies (Eo) from 600 to 1100 MeV,
in which the thick-target thick-catcher method was employed. The measurements have been successful
on 14, 24, 26, 31, 21 and 20 nuclides from natV, natCu, 93Nb, natAg, ""'Ta, and l97Au, respectively.
Reflecting the resonance character in a photonuclear reaction, the mean ranges FW and BW in the
forward and backward directions, respectively, are £0-mdependent at the studied energies and
classified into two groups accounting for the (jjcn) (x > 1) and (yjcnyp) (x, y > 1) processes. The
forward-to-backward ratios (F/B) are independent of the mass difference (AA) between a product (Ap)
and a target (A,) and also of A,. The kinematic properties of the product nuclei were analyzed by the
two-step vector velocity model. The forward velocity v after the first step of photon-reaction is quite
different from that of proton-reaction at proton energies of Ep < 3 GeV, though the difference
disappears at higher energies. On the other hand, the mean kinetic energy T of the residual nucleus in
the second step is almost equal to that of proton-reaction irrespective of Ep. A comparison with T
values calculated by the PICA (Photon-Induced Intranuclear Cascade Analysis) code at Eo - 400 MeV
was also performed. It was found that although the code well reproduces the experimental results of
""V and "^Cu, the same calculation for heavier targets gives T values lower than the experimental
results, indicating some nuclear-structure effect, such as a medium effect notably at A, > 100. An
average kinetic energy carried off by the emitted particles es = T/(AA/A,) of both photon- and
proton-reactions seem to increase with an increase of A, up to around A, = 100, and become almost
constant at larger A,, implying some change in the nuclear structure effect in this heavy target region,
as also found in our recent yield measurements of photospallation and photopion reactions. The es

values of photon-reaction appear to be slightly lower than those of proton-reactions for natAg, MtTa, and
l97Au. This difference may indicate the lower excitation energy left after the first step in
photon-reactions than in proton-reactions.

1. Introduction
The photonuclear reactions at low and intermediate energies are initiated by three types of

resonance processes: giant resonance, quasi-deuteron resonance, and (3,3) resonance. These initial
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interactions of photons with nuclei are purely electromagnetic and are quite different from that of
hadron-induced reactions, which are initiated by the strong interaction between the projectile and a
nucleon in the target nucleus. It seems interesting to pursue whether there exist similarities or
dissimilarities between the final steps of these two nuclear reactions.

In our group nuclear recoil experiments using the thick-target thick-catcher method were
applied to photonuclear reactions in order to examine the effect due to a difference in the initial
interactions between photon-induced reaction and hadron-induced one dynamically [1-3]. The
possibility of this technique was first successfully examined with photospallation reactions on natCu at
bremsstrahlung end-point energies (Eo) of 250-1000 MeV [1], because the reaction yields were
previously well investigated at Eo = 100-1000 MeV by Shibata et al. [4], The observed recoil
properties of the photospallation products from natCu were found to be iso-independent at Eo ^ 600
MeV and classified into two groups accounting for the (yjcn) and (y^xnyp) processes. Also, the PICA
(Photon-induced Intranuclear Cascade Analysis) code [5, 6] at Eo - 400 MeV was shown to reproduce
well the kinetic energies (7) of the product nuclei, except for the (y^cn) products. Furthermore an
extended work of the recoil technique to the photospallation products from ""'Ag, """Ta, and 197Au at
the same energy region [2] showed the similar trends as found in MtCu, though they were preliminary
in terms of the replicated experiments and the detailed data analyses. Recently, the kinematic
properties of 24Na from the 27Al(y,2pn)24Na reaction at Eo - 60-1100 MeV were analyzed by the
two-step vector model [7] and compared with those from the 27Al(p,3pn) reactions [3]. The recoil
velocity v after the first step of the photon-reaction was found to be quite different from those of the
proton-induced reaction, reflecting the difference in the reaction mechanism at the initial step. On the
other hand, the mean kinetic energies T of 24Na in the second step at Eo > 600 MeV appeared to be
equal to those at 0.18-300 GeV-protons.

More recently we reported a result of an extensive recoil study of the photospallation reactions
on MtV, ""Cu, 93Nb, ""'Ag, natTa, and 197Au at Eo > 600 MeV [8]. We have accumulated the additional
data for ratCu, ""'Ag, ""Ta, and 197Au, and added " V and 93Nb as new targets since the previous works
[1-3]. The kinematic parameters such as v and T obtained from an analysis based on the two-step
vector model [7] were then discussed systematically with respect to Eo and A,, by referring to the
proton results as well as to the PICA calculations at Eo = 400 MeV. The following is a short review of
these studies.

2. Experimental
Irradiations by bremsstrahlung beams with end-point energies of Eo = 600-1100 MeV were

carried out using the 1.3-GeV electron synchrotron of the High Energy Accelerator Research
Organization (KEK) at Tanashi. The targets consisted of a stack of 20-50 sets of a high-purity target
metal foil of 25 x 25 mm2 in size. The target thicknesses were 14 mg/cm2 for ""V, 22 mg/cm2 for ""'Cu,
24 mg/cm2 for 93Nb, 32 mg/cm2 for natAg, 32 mg/cm2 for ratTa, and 90 mg/cm2 for 197Au. Each metal
foil was sandwiched by one pair of 3.5-7.0 mg/cm2 thick Mylar foils of the same size, which collected
the recoil nuclei in the forward or backward directions with respect to the beam. The photon intensities
evaluated from the monitor reaction of 27Al(y,2pn)24Na were 109-1010 equivalent quanta per second
(eq.a./s). The typical irradiation times were 3 h for ratV, 1"tCu, and 93Nb, 4 h for natAg and ""'Ta, and 5 h
for ' 7Au. After irradiation, some selected target foils and all of the forward and backward catcher foils
from one target pile were collected separately, and assayed for radioactivities nondestructively with
high-purity Ge detectors.

3. Results and Discussion
Radioactivities of 14, 24, 26, 31, 21 and 20 nuclides produced from ratV, ™tCu, 93Nb,MtAg,

""'Ta, and l97Au, respectively, have been identified both in the target and catcher foils [8]. From the
fractions of each nuclide measured in the forward and backward catcher foils, expressed as F = NF/(NF

+ NB + Nlarge) and B - NBI{NF + NB + N,arget), N being the number of atoms, respectively, the effective
mean ranges, FWand BW, in the targets were obtained by multiplying the target thickness Win units
of ng/cm2. As found previously [1-3], the FW and BW values observed in the present work are
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independent of Eo above 600 MeV. This .Eo-independece of FW and BW is consistent with that of the
slope parameter (P) in the CDMD formula [4, 9], and indicates that the photons responsible for the
production of these nuclides are mostly of energies lower than 600 MeV, and that there is no
appreciable change in the reaction mechanism at Eo > 600 MeV. Therefore, the following discussion
proceeds on the basis of the average quantities at Eo > 600 MeV. The FW values are higher than the
corresponding BW, and both increase in parallel with an increase of the mass difference (AA) between
a product (Ap) and a target (A,). This increasing trend of FW and B W with AA can be divided into two
components: one is a steep increase for the (y,*n) (JC > 1) products mainly produced by the giant
resonance absorption; the other is a gentle increase for the (y^nyp) (x, y > 1) products mainly
produced by the quasi-deuteron mechanism and/or the (3,3) resonance absorption. It is interesting to
note that the forward-to-backward ratios (FIE) at Eo > 600 MeV are independent of AA and also A,
(FIB = 2-3).

The measured recoil data were used to derive some recoil parameters by means of the vector
velocity model embodying the two-step mechanism commonly invoked in high-energy proton
reactions. In the present series of work, the two-step vector model developed by Winsberg [7] was
employed for this purpose. The analytical details were described in our previous papers [1, 3]. The
forward velocity v is a good parameter to estimate the momentum transferred to an intermediate
nucleus in the first cascade step, and is related to the deposited excitation energy. On the other hand,
the average recoil energy T imparted to a residual recoiling nucleus is a convenient parameter to
investigate the second evaporation step of the reaction.

As an example, the variations of v and T at Eo > 600 MeV are shown as a function of AA by
large open circles for ""'Cu in Figs, la and lb, respectively. The cascade velocity v in the photoreaction
increases linearly with an increase of AA, indicating that the higher excitation energy is deposited on
an intermediate nucleus to form a residual nucleus with a larger AA. The kinetic energy T also
increases almost linearly with an increase of AA, as explained by a random-walk theory [10]. Proton
results on ^'Cu [11-16] are available at various proton energies (Ep), as indicated in the inset of Fig.
lb. The v values at Ep < 3 GeV (open symbols) are apparently higher than those of the
photon-reactions and decrease with an increase of Ep up to 3 GeV. The values at Ep> 3 GeV, indicated
by closed symbols, are almost the same as those of the photon-reactions. On the other hand, all of the
rvalues of the proton-reactions are about the same as those of the photon-reactions, irrespective oiEp.

Based on a comparison with the available proton results for other targets of 27A1, natV, 93Nb,
"""Ag, ""'Ta, and 197Au [3, 8], it was found that for typical spallation the v values of proton-reactions at
Ep < 3 GeV are higher than those of photon-reactions at Eo ^ 600 MeV, and decrease steeply with an
increase of Ep up to around Ep = 3 GeV, and become constant at Ep > 3 GeV. This distinct difference
of the v values in the two types of nuclear reaction at the lower-energy region may be attributed to the
lower momentum transferred in the initial electromagnetic resonance interaction in photon-reactions.
The steep decrease of v in proton-reactions at Ep < 3 GeV is due to the increasing nuclear
transparency to the incoming proton; the difference disappears at proton energies above 3 GeV, where
the momentum transfer in proton-reactions is almost the same as that in photon-reactions. It seems
interesting to note that the v values for photon-reactions at Eo ^ 600 MeV are almost equal to those
for proton-reactions in the limiting region above Ep = 3 GeV, though the initial interactions should be
quite different from each other. On the other hand, Tin proton-reactions seems to be independent of Ep

in the energy region cited above, and agrees well with those of photon-reactions at Eo > 600 MeV.
This consistency of the T values suggests that the mechanism of the second deexcitation step is very
similar in both photon- and proton-reactions, and the memory of the difference in the initial interaction
seems not to remain in the second step.

The reproducibility of the kinetic energies T of residual nuclei of photospallation by the PICA
code [5, 6] at Eo - 400 MeV was examined. The calculated T values are indicated by crosses for the
nuclides corresponding to the measured ones in Fig. lb. The calculated T values increase with an
increase of AA in a similar way as the experimental results. The T values of the (yjcn) (x > 1)
products are overestimated due to the absence of giant resonance in the PICA code. The PICA
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calculation reproduces the experimental results of the (yrxnyp) products well for ""V and natCu, but the
code underestimates the experiments for the heavier targets of 93Nb, ratAg, na'Ta, and 197Au, especially
at larger AA. This trend of the agreement and the disagreement is consistent with the findings from the
systematic yield measurements of photospallation by Sarkar et al. [9, 17, 18]. The PICA code can
reproduce the spallation yields of the medium-mass targets from MtV to 89Y at Eo = 400 MeV, but the
code gives the yields higher than the observed ones, and results in asymmetric isotopic yield
distributions for targets heavier than A, = 100. The underestimation of the mean kinetic energies and
the overestimation of the reaction yields by the PICA code in the heavy target region may imply that
the separation energies of nucleons are higher than those assumed in the code.

Winsberg [10] suggested that es = T/(AA/A,), which represents the average energy carried off
by an evaporated nucleon, is a good parameter to systematize the second step, and found that es is
independent of AAIA, for typical spallation reactions induced by protons. In the present work, the £,
values were obtained for the (y^cnyp) products in the limiting region at Eo > 600 MeV, and they were
found to be independent of AAIA,, as in proton reactions. The average £, values for each target are
plotted as a function of A, by open circles in Fig. 2, together with those of the proton-reactions by
closed squares based on our compilation [8]. The es values of both the photon- and proton-reactions
seem to increase slightly with an increase of A, up to around A,= 100 and become almost constant at
heavier targets. This ^-dependent feature of £j has not been reported previously as far as we are aware.
The suppression of the increasing trend above A, - 100 may reflect a decrease of the separation energy
per nucleon with an increase of A, from about 8.2 MeV for ""'Ag to 7.0 MeV for 197Au.

It was reported [4, 9] that there are linear relationships between the neutron-to-proton ratios of
the most probable product, (NIZ)P, and those of targets, (N/Z),, both in the photon- and proton- (and a-)
spallation of natV-197Au. The slope for the photospallation is steeper than that for proton- (and a-)
spallation, and the (N/Z)p of photospallation is shifted to the more neutron rich side for the targets of
(N/Z), > 1.2 with respect to that of proton- (and a-) spallation. This suggests that the average excitation
energy of cascade residues in photospallation is lower than in hadron-spallation. The es values of the
photon-reactions obtained in the present work are almost equal to those of the proton-reactions for 27A1
of (N/Z), = 1.08 and nalCu of (N/Z), - 1.19, but systematically lower for the targets of (N/Z), > 1.2, such
as^'Ag of (N/Z), = 1.30, natTa of (N/Z), = 1.48, and 197Au of (N/Z), = 1.49. This variation off, shown in
Fig. 2 seems to be consistent with the above-mentioned findings of ^-dependent features of T and also
of the photospallation [9] and photopion reaction [19] yields, though fairly large errors are
accompanied with the es values.

30

20

10

0
0 50 200100 150

Target Mass Number, At

Fig. 2. Parameter es as a function of target mass A, for photon-reaction (open circles connected

by a solid line) and proton-reaction (closed squares connected by a dashed line).
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Excitation functions of the nuclides produced from the reaction on nitrogen and oxygen target
irradiated by nucleons are analyzed using INC/GEM. It is shown that INC/GEM reproduces
most of the cross sections within a factor of two to three.

1 Introduction

It is very important issue to estimate activation yields in water and air for radiological safety
in the shielding design of a high intensity proton accelerator facility. In order to investigate
scenarios of drainage of activated cooling water and of ventilation of activated air, it is required
to calculate precise activation cross sections of oxygen and nitrogen.

The combination of the Bertini intranuclear cascade model and the generalized evaporation
model has been succeeded to predict the cross sections of light particle produced from proton
induced on O to Nb target reactions [1], In this study, we apply this calculation procedure to
nucleon induced light target reactions, and investigate its prediction power of nuclide produc-
tions from the reactions on light targets. Excitation functions of nuclides produced from the
reactions are calculated using the combination of the Bertini intranuclear cascade model (INC)
implemented in LAHET [2] and the GEM code [3] which is based on the generalized evaporation
model proposed by Furihata [1] (We call this calculation procedure "INC/GEM"). MASS A{,
charge Zi, excitation energy E, recoil energy, and the direction of motion are extracted from
the INC calculation done by LAHET. Then GEM simulates the rest of a nuclear reaction, i.e,
de-excitation of an excited nucleus, which is mostly described by the Fermi break-up model in
LAHET. The results are compared with those estimated by LAHET as well as experimental
data.

2 Generalized Evaporation Model

The generalized evaporation model proposed by Furihata [1] is based on the Weisskopf-Ewing
model [4]. According to the model, the total emission width Fj of a particle j from the nucleus
i with excitation energy E is expressed as

. 9j f
J Pi(E)Jv

E-Q
evinv(e)Pd(E -Q- e)de, (1)

V

where Q is the Q-value, V is the Coulomb barrier, and gj = (2Sj + l)mj/n2h? with the spin
Sj and the mass rrij of the emitted particle j . The Q-value is calculated by using the Audi-
Wapstra mass table [5]. The cross section for an inverse reaction is expressed in the general
form as (Tinv(e) = 0ga!(l + /Ve)> where ag is the geometric cross section, and j3 = —V for
charged particles. We use the parameters in Oinv (i.e. a, (3 and parameters for V) determined
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by Dostrovsky et al. [6] for n, p, d, t, 3He, and a emissions. For other ejectiles, the parameters
determined by Matuse et al [7] are used. Based on the Fermi-gas model, the level density
function p is expressed as [8]

p(E) =

7T

12 a _ ,5)5/4
for E> Ex

for E <EX

(2)

where a is the level density parameter, 6 is the pairing energy, and Ex is determined by Gilbert
and Cameron [8] as Ex = Ux + 6 where Ux = 150/-i4<* + 2.5 and Ad is the mass of a daughter
nucleus. Nuclear temperature T is also given as \jT = \/a/Ux — l.b/Ux, and Eo is defined as
EQ = EX- T(log T - 0.25 log a - 1.25 log Ux + 2>/aUx'). In the GEM code, the Gilbert-Cameron-
Cook-Ignatyuk (GCCI) level density parameter a [2], and the pairing energy 6 tabulated by
Cook [9], Gilbert and Cameron [8] are used.

By substituting Eq. (2) into Eq. (1), the following expression can be obtained.

for E - Q - V < E:'XI

, tx) , sx)e* {I0(tx) + I2(s, sx)e
3})

for E - Q - V > Ex.

(3)

hit), hit,tx), his, sx), and his, sx) are expressed as:

/o(t) =
hit,tx) =
his, sx) =

his, sx) =
_ / C s 2 - o2

+ 0.625 s2

s"3/2 + 1.5s-5/2 + 3.75s"7/2 - (s"3/2 + 1.5s"5/2 + 3.75s^

- 1 [2s"1/2 + 4s~3/2 + 13.5s-5/2 + 60.0s-7/2 + 325.125s"9/2

+ (1.5s2 + 0.5s2)s"5/2 + (3.75s2 + 0.25s2)s"7/2 + (12.875s2

+ (59.0625s2 + 0.9375s2)s;11/2 + (324.8s2 + 3.28s2)s"13/2}

where t = (E - Q - V)/T, tx = Ex/T, s = 2v/a(JE -Q-V-S), and sx = 2^/aiEx - S).
Beside nucleons and helium nuclei, the nuclides up to 28Mg, not only in their ground states

but also in their excited states, are taken into account in GEM. The excited state is assumed to
survive if its lifetime Ti/2 [sec] is longer than a decay time, i.e., Tx/2/ln2 > Ti/F*, where H is
the emission width of the resonance calculated in the same manner as for ground state particle
emission. The total emission width of an ejectile j is summed over its ground state and all its
excited states which satisfy the above condition.

In the GEM code, ejectile j is selected according to the probability distribution calculated as
pj = Tj/ J2j Fj, where Tj is given by Eqs. (3). The total kinetic energy e of the emitted particle
j and the daughter nucleus is chosen according to the probability distribution given by Eq. (1).
The angular distribution of the motion is randomly selected from an isotropic distribution in
the center-of-mass system.

3 Results

We calculated the excitation functions of nuclides produced from bombardment of nitrogen and
oxygen irradiated by nucleons. The excitation functions are shown in Fig. 1 ~ Fig. 6. All the
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experimental data in the figures are extracted from and refs. [10, 11] and the EXFOR database
maintained by National Nuclear Data Center [12]. Both the results of INC/GEM and LAHET
agree with most of experimental data within a factor of 2 to 3.

Figure 1 shows the excitation functions of tritium productions from the reactions on N and
O target irradiated by protons. The experimental data and the INC/GEM results are in good
agreement above 1 GeV, while the LAHET results agree with the measurements better than
INC/GEM below lGeV.

The excitation functions of 14N(p,X)nC and 16O(p,X)13N reactions are shown in Fig. 2.
The threshold reactions of these nuclide production are (p,a) reaction. The threshold energies
estimated by INC/GEM are slightly higher than those by LAHET. Neither INC/GEM nor
LAHET reproduces the complicated shape of resonances shown by the experimental data below
a few tens of MeV.

Figure 3 shows the cross sections of beryllium productions. INC/GEM reproduces these exci-
tation functions successfully, except for the threshold energy of 16O(p,X)7Be reaction. As shown
in Fig. 2, INC/GEM overestimates threshold energy of a particle emissions The overestimate is
also observed in the threshold energy of 16O(p, 2a)7Be reaction.

Figure 4 shows the excitation functions of (n,2n) reactions. The estimates calculated using
INC/GEM are larger than those using LAHET, particularly at low incident energy.

Figure 5 shows the excitation functions of (p,np) reactions. Both INC/GEM and LAHET
produce almost the same results for O target, whereas for N target, the results of INC/GEM is
larger than those of LAHET by a factor of two.

The excitation function of (p,n) and (n,p) reactions are shown in Fig. 6. Above 10 MeV,
INC/GEM produces more cross sections of (p,n) than LAHET. while LAHET produces more
for (n,p) reactions than INC/GEM.

4 Conclusion

We analyze the activation yields from the reactions on light targets by INC/GEM. The com-
bination of INC and GEM reproduces most of the excitation functions within a factor of 2 to
3, as well as LAHET. It has been said that the implementation of the Fermi break-up model
is necessary to accurately describe de-excitation process of a light excited nucleus. The results
show that the generalized evaporation model has comparable prediction power to the Fermi
break-up model.

INC/GEM overestimates the threshold energy of a emission reactions, however. It also
underestimates proton emissions as shown in the figure of (n,p) reaction. The reevaluation of
the parameters of the Coulomb potential V and the cross sections for inverse reaction (i.e., a
and (3) used in GEM might improve the suppression of charged particle emission.
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Figure 1: The excitation functions of tritium productions. Left figure shows the reaction on
N target, and right figure shows the one on O target. The solid lines show the estimates
calculated using INC/GEM, the dotted lines represent the LAHET results, and open squares
show experimental data.
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Figure 2: The excitation functions of 14N(p,X)uC (left) and 16O(p,X)13N reaction (right). The
threshold reactions of these nuclide production are (p,a) reaction. The notations are the same
as in Fig. 1.
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Figure 3: The excitation functions of beryllium productions. Upper left figure shows 7Be pro-
duced from O target, upper right one shows 10Be productions, and lower left one shows 7Be
productions from N target. The notations are the same as in Fig. 1.
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Figure 4: The excitation functions of (n,2n) reaction. Left figure shows the reaction on N target,
and right figure shows the one on O target. The notations are the same as in Fig. 1.
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Figure 5: The excitation functions of (p,np) reaction. Left figure shows the reaction on N target,
and right figure shows the one on O target. The notations are the same as in Fig. 1.
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Figure 6: The excitation functions of (p,n) and (n,p) reaction. Left figure shows (p,n) reaction,
and right one shows (n,p) reaction. The notations are the same as in Fig. 1.
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We measured the differential cross section of (p,p'x) and (p,dx) reactions by 300- and 392-MeV proton-

induced reactions. The measurements were made for targets, 12C, 27A1, 93Nb and 197Au. We compared

the mesurements with the Quantum Molecular Dynamics (QMD) model calculations. It is shown that

QMD model calculations underestimate the differential cross section of (p,dx).

l.Introduntion

Nuclear data in the intermediate energy are required from various fields of basic physics and nuclear

technologies. Differential cross sections and Double-differential cross sections are needed for calculations of

particle transport in matter. There are currently some available proton data of proton-induced reactions,

but few systematic measurements above 200 MeV of incident energy. There are few deuteron data in this

range. The deuteron data are details important to comprehend production of fragment, since deuteron

are coupled proton and neutron with small binding energy. In this energy range, the characteristics of

highly excited nucleus and the behavior of A inside the nucleus will be investigated through systematic

measurements.

The purpose of this work is to measure differential cross sections of protons and deuterons in the

incident proton energy at 300 MeV and 392 MeV, and to compare the measurements with the Quantum

Molecular Dynamics (QMD) model calculations.

2.Experimental and Data Analysis

The beam experiment was performed at the Research Center for Nuclear Physics (RCNP), Osaka

University. A sketch of the experimental setup is shown in Figure 1. Protons accelerated up to 300 MeV

and 392 MeV by the ring cyclotron were bombarded onto targets set at the center of a vacuum chamber.

The measurements were made for targets, 12C, 27A1, 93Nb and 197Au. We measured energy spectra from

19.7° to 104.1 ° in laboratory frame.

The stacked GSO(Ce) scintillator spectrometer was used in the measurements. Stopping detectors,

such as scintillator detectors are useful for measurements of proton spectra over a wide energy range.

Especially stacked spectrometers are suitable for these measurements in the intermediate energy region.

The cerium doped gadolinium orthosilicate, Gd2SiOs(Ce) - GSO(Ce), has several advantages such as
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a relatively high density and a high radiation hardness, and is suitable for experiments in this energy

region. A stacked GSO(Ce) spectrometer was designed to measure continuum spectra from proton-

induced reactions at incident energy of 200 - 400 MeV. It consisted of 10 mm, 2 mm (or 1 mm) and 5

mm thick plastic scintillators and two cubic and one cylindric GSO(Ce) scintillators. Coincidence among

the signals from the plastic plates produced trigger signals for analog-to-digital converters. The 10 mm

thick plastic scintillator had an aperture of 15 mm diameter and played as an active slit to determine the

solid angle of the spectrometer. The size of GSO(Ce) scintillators used were 43 X 43 X 43 mm3 for cube

and 62 mm in diameter and 120 mm long for cylinder.

Stacked GSO(Ce)
Spectrometer A

Vacuum

chamber

(<f>800)

Faraday Cup

(b) (c) ( d ) W

120

(0

Stacked GSO(Ce)
Spectrometer B

Alamika Film

(lOOurn)

(a)Annular(lOimi)
(b) Plastic Scintillator#l

(2mn at 392Nfc V, 1 nrn at 300Me V)
(c) Plastic Scintillator#2 (5mri)
(d)GSO(Ce)#l (Cubic)
(e)GSO(Ce)#2 (Cubic)
(f) GSO(Ce)#3 (Cyl indrical or cubic)

Figure 1: Layout of ES course Figure 2: Stacked spectrometer with GSO(Ce) and
plastic scintillators

The AE-E techniques were used in order to separate deuterons from protons. Protons and deuterons

concentrate on a well-defined locus like Figure 3. To obtain total number of several charged particles,

first we divided them into several areas. Then the events corresponding to protons and deuterons were

counted up respectively.

2000

) 500 1000 1500
Plastic Scintillator#2 (Channel Number)

Figure 3: Particle-identification spectra of AE vs E

2000
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3.Results and Discussion

A. Target mass dependence

Differential cross sections obtained from the experiment via 300 MeV proton-induced reactions are

shown in Figure 4 and Figure 5 for p and d, respectively. The abscissa shows the scattering angle. Every

dot shows the results by measurement. First, we analyzed the the data of Gold. We assumed the angular

distributions are well described by liner relations. Next, other nuclei were analysed by using the same

relation but the strength is proportional to A2^3 with respect to Gold data. The lines in Figure 4 and

Figure 5 show the results of analysis.

In the same way, the results obtained via 392 MeV proton-induced reactions are shown in Figure 6

and Figure 7. Both differential cross sections of p and d are found to depend on A2/3 approximately.

Differential cross section for 27A1, however, show different behavior from other targets.
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Figure 4: Angular distributions of proton produc-
tion from 300 MeV proton-induced reactions
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Figure 6: Angular distributions of proton produc-
tion from 392 MeV proton-induced reactions
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B. Comparison between mesurements and QMD model calculations

We compared the measurements with the QMD model calculation. Differential cross sections obtained

from the QMD model calculation via 300 MeV proton- induced reactions are shown in Figure 8 and Figure

9 for p and d,respectively. Every dot shows the results by measurement. The lines in Figure8 and Figure9

show the results of the QMD model calculation.

In the same way, the results obtained via 392 MeV proton-induced reactions are shown in FigurelO

and Figurell. Differential cross sections of protons obtained from QMD model calculation agree with

the measurements. (Figure 8, Figire 10) But, differential cross sections of deuterons obtained from QMD

model calculation are much smaller than the measurements. (Figure 9, Figure 11)
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Figure 8: Comparison between the proton mesure-
ments and QMD model calculations at incident
proton energy of 300 MeV
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mesurements and QMD model calculations at in-
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4. Conclusion

Differential cross section of proton and deuteron productions were measured for proton-inducet reac-

tions at 300- and 392-MeV. It is found that the production of p and d depend on A2/3 approximately. A

different behavior from other target nuclei are shown in 27A1.

Differential cross sections of proton production reactions are consistent between QMD model calcu-

lations and the measurements. But, large discrepancies are seen in deuteron production reactions.
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The neutron and proton nuclear data of 28Si up to 200 MeV are evaluated for various
nuclear engineering applications. The soft rotator model and the coupled-channel method
are used to perform a consistent analysis of the collective band structure of 28Si and nucleon
scattering from 28Si. The GNASH nuclear model code is used for compound and preequlibrium
particle emission calculations, where the emission of 3He is also included. Comparisons show
overall good agreement with various experimental data.

1. Introduction
Recently, neutron and proton nuclear data in the intermediate energy range are required in

various fields related to advanced sciences and technologies, such as accelerator-driven trans-
mutation of nuclear waste, cancer therapy and soft-error evaluation in computer memories.
From the viewpoint of applications, nucleon-induced nuclear data of silicon are of importance
since silicon is a major component of shielding materials and memory chips in computers. To
meet these needs, the neutron and proton nuclear data of 28Si are evaluated up to 200 MeV,
based on the measured data as well as nuclear model predictions.

Since 28Si is considered to be as a deformed nucleus with a rotational structure, the coupled-
channel (CC) method with a coupling based on the wave functions of soft rotator model,
developed by Minsk group[l], is used to perform a consistent analysis of the collective band
structure and nucleon scattering. A very interesting characteristic of this model is that the
nuclear Hamiltonian parameters for nuclear wave functions are adjusted first to reproduce the
experimentally observed low-lying collective structure, and then these functions will be used to
construct the coupling scheme for CC calculations. With the applications to a light nucleus, 12C
[2], an intermediate heavy nucleus 58Ni [3], and heavy (actinide) nuclei [4], this model shows its
success and high accuracy in describing nuclear structure, nucleon scattering and spectroscopic
data in a uniform approach. It is, therefore, expected that such a consistent analysis will create
a reliable and high accurate evaluation for 28Si.

2. Coupled-Channel Calculations
This work has used the soft rotator model including nonaxial quadrupole, octupole, and

hexadecapole deformation, and the fa, /?3, and 7 vibration, where the symbols and definitions
are same as those in Refs. [2, 3].

By giving suitably an initial assignment of quantum numbers to low-lying levels, the SHEM-
MAN code[5] is used to adjust the nuclear Hamiltonian parameters to describe ten experimental
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levels. The final parameters and the predicted level scheme are given in Table 1 and Fig. 1,
respectively. Note that only six predicted levels with spins and parities as 0j~, 2+, 4]1", O2", 2%,
and 3J~ are plotted. These levels are coupled most strongly, and are used in CC calculations as
described below. It is seen that these levels are predicted well within 10-15 % accuracy.

The wave functions with those adjusted Hamiltonian parameters are used to construct
the coupling scheme among the six levels, as shown in Fig. 2, in the CC calculations using
OPTMAN code[5]. The present calculation, as did in the previous works [2, 3], has considered
that the each level is coupled not only with all other levels, but also with itself. The Coulomb
interaction enhances the coupling in all the pairs of the levels except between 0+ (g.s) and 0^
(4.9798 MeV). These two levels are coupled only by nuclear potential, due to the account of
nuclear charge conservation which leads to the truncation of Coulomb potential zero multipoles.

The optical model parameters are searched by minimizing the quantity x2 to fit best to the
experimental data. To describe the scattering data at higher energies, the simple exponential
energy dependence of spin-orbit potential suggested by dispersion relationship is taken into
account. The best fitted parameters are given in Table 2. Fig.3-6 show that the total and
proton reaction cross sections as well as nucleon scattering data are predicted well by the
present model parameters in a consistent way. One can see that the predictions for the proton
elastic scattering data over 100 MeV, as shown in right panel of Fig. 5, show some oscillating
patterns at backward angles. The reason might be due to the use of simple energy dependence
of potential, which make the adjustment of parameters over a wide range of incident energies
very difficult. On the the hand, the calculation underestimates the neutron inelastic scattering
on 2+ at 14.2 MeV. This may be because the compound inelastic scattering processes are not
included in the calculations.

3. Particle Emission Calculations
The GNASH [6] nuclear reaction model code is used for calculations of compound and pree-

quilibrium particle and 7-ray emissions. Six light particles, n, p, d, t, 3He and a, are taken
into account. The transmission coefficients are required in these calculations. A method of
connecting the CC method and Hauser Feshbach theory in terms of generalized transmission
coefficients was proposed by Ohsawa[7]. In the present work, T\, (e) obtained from the above-
mentioned CC calculations are used for the entrance channel. Note that this results in use
of a compound formation cross section without the contributions from direct inelastic cross
sections. For the exit channels of neutron and proton, renormalized transmission coefficients,
Te(e) ~ ar(e)/[ar(e) — <7<£r(e)]Tf (e), are used, where crr(s) is the total reaction cross sec-
tion, and <Jdir(e) the sum of all direct inelastic cross sections. This renormalization leads to
approximate use of spherical optical model transmission coefficients.

The Wilmore-Hodgson [8] and Becchetti-Greenlees [9] potentials are used for lower neutron
and proton energies (<20 MeV), respectively. They give an approximate continuity in reaction
cross sections to those by the potentials in Table.2. The Daehnick potential [10] is used for
deutron, Becchetti-Greenlees potential for triton and 3He, and Avrigeanu potential[ll] for
alpha particle. The level densities of Ignatyuke et al.[12] are used for all residual nuclei, except
the level density parameters of 28Si (a=3.35 MeV~\ A=3.89 MeV), 28A1 (a=3.55, A=0), and
25Mg (a=4.325, A=1.75), which are taken as those of Bateman [13].

Figures 7-9 show comparisons of energy spectra, double differential cross sections (DDXs),
and isotope production cross sections with experimental data and those from the evaluated data
library "LAI50" [14]. It is obvious that all spectra and DDXs have an evaporation peak from
compound processes at lower emission energy, and a smooth high energy tail from preequlibrium
processes. The present results describe overall good agreement with the experimental data.

Figure 9 shows such an example where the QMD calculations at higher energies (200 MeV-
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Table 1: The Hamiltonian parameters used to reproduce the experimental level scheme.
= 4.218 np2Q = 0.6299 nl0 = 0.727 70 = 0.3706 a32 = 0.0 a42 = 0.01997

= 0-6858 74 = 0.03269 jit = 0.1274 7? = 0.1346 5n = 4.092

Table 2: The optical potential parameters allowing the best fit of the experimental data.
Strength and incident energy E in MeV; radii and diffusenesses in fm.
" V K = 5 4 . 2 1 - 0 . 2 8 8 E + 0 . 0 0 0 4 E 2

WD = 0.46+0.225E
=4.926-0.0507(E-19.85)

Wv = 0.1046+0.152E
=3.122+0.0954(E-19.85)

rfl=1.1207
rr>=1.2897

rv=1.0719
r s o=1.0987
rc=1.1298

E< 19.85 MeV
E> 19.85 MeV
E< 19.85 MeV
E> 19.85 MeV

w°so=om
aK=0.644+0.00003E
aD=0.37+0.0052E

=0.4732
av=0.49+0.0018E
aSo=0.618
a<7=0.872

Wjo=-0.00211

E<19.85 MeV
E>19.85 MeV

^20=0.414
/%o = /?2oeo=0.215
/?4=0.0622

3 GeV) are given and has a good continuity at 200 MeV to those results by the GNASH code.
Note that the experimental data are those for natural silicon. The present results include only
the data for 28Si, while those of LA150 and QMD include both data for 28Si and natural silicon.

In conclusions, the present consistent analysis of collective structure and nucleon scattering
data, based on the soft rotator model, describe the experimental levels and nucleon scatter-
ing data well. The present evaluations show the overall agreement with experimental energy
spectra, DDX and production cross sections, and as well as LA150.

Our next step is planned to include the calculations of double differential recoil spectra of
heavy reaction products.
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Calculations of Neutron and Proton Induced Cross Sections
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Hakozaki, Higashi-ku, Fukuoka 812-8185
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Neutron and proton-induced cross section on tungsten were calculated in the energy region from 20
MeV up to 3 GeV for nuclear data evaluation. Reparameterizaion of optical model potential for tungsten
target is made by modification of reported global parameter set. Nucleon emission spectra from (p,xn),
(n,xn), (p,xp) and {n,xp) reaction are evaluated by use of moving source model.

1 Introduction

Nuclear data covering incident energies up to several GeV are required for applications such as radia-
tion transport simulations in the high-intensity neutron source and the accelerator-driven transmutation
of nuclear wastes. For the design of target of spallation neutron source, especially, it is necessary to know
the reaction rate and particle production of tungsten in the energy region up to several GeV accurately.
In this study, neutron and proton induced cross sections of tungsten were calculated up to 3 GeV for nu-
clear data evaluation. Optical model parameters were determined for incident proton and neutron up to
250 MeV. New parameterization of optical model was obtained by adjusting the global optical potential
parameter sets to the measured data for tungsten target. Activation yields for incident proton and neu-
tron below 150 MeV at the energies below 150 MeV were calculated by GNASH code[l] with transmission
coefficients derived from this optical model analysis. Ones at the energies below 3 GeV were computed by
QMD+SDM (Quantum Molecular Dynamics + Statistical Decay Code) code[2]. The MS model[4] based
on the Maxwell-like distribution was employed to analyze the nucleon emission double cross section in the
incident proton energy region up to 3 GeV. In the forward direction of neutron emission, the Gaussian
term was introduced into the MS model with momentum transfer-based parameterization[4]. The present
work takes the experimental data on W target. Results of the QMD+SDM code are also used to give the
cross sections in the neutron region where no measured data are available.

2 Description of calculation model

2.1 Optical model analysis

Global potential parameters for incident neutrons from 10 to 80 MeV are obtained by Walter and
Guss[6]. In incident energy region from 50 to 400 MeV, proton and neutron global optical potentials are
parameterized by Madland[7]. In this work, these optical potential was reparameterized to reproduce
neutron and proton cross sections accurately.

The general potential form factor having Woods-Saxon form for Vr and Wv and Thomas-Fermi form
for spin-orbit are used as

dfwd(r)
U(r)= - Vrfv (r) - iWvfw (r) dr

(1)) (v°o^fvso{r)+iWso^fuso{m^cj \ dr dr

where mn is the mass of pion, and the form factors / standard Woods-Saxon shape. Incident energy
dependency of parameters by Madland and by Walter and Guss are adjusted to the experimental data
for W target. Potential parameters VT and Wv are shown in Fig. 1 for neutron and proton incidence.
Dashed lines and dotted lines stand for parameters by Madland and by Walter and Guss, respectively.
The quantities reparameterized in this analysis are indicated by solid lines. Since experimental data for
polarized particle incidence are poorly measured for W target in the incident energy region, parameters
set of spin-orbit terms obtained by Walter and Guss and ones by Madland were applied for following
calculations of cross sections.

2.2 Emission cross section
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Figure 1: Volume integrals of Vr and Wv

Calculation of the light particle emission cross sections up to 200 MeV was performed by use of
GNASH[1] based on the exciton model of Kalbach and Hauser-Feshbach statistical theory. Quick-GNASH
code system[3] originating from GNASH was employed in this calculation. The transmission coefficients
for neutron and protons calculated from the optical model analysis are utilized to GNASH calculation

The excitation of the giant isoscalar broad resonances(GR) was accounted for the calculation of
neutron inelastic scattering, which is dominant for low-excited scattering induced by several-tens MeV
nucleon[5]. In this analysis, deformation parameters effectively were determined by searching for the
experimental angle integrated inelastic cross section[13] with utilization of PREGNASH code. Lorentzian
shaped function was used to evaluate the contribution of giant resonance. The equation is written as

2 r 2

(E - EGRf - — (2)

where OGR and EQR are adjustable parameters, and are fitted to the results calculated by use of effective
deformation parameter. The distribution width F = 5 MeV broadened by the fragmentation of the giant
resonances in deformed nuclei was used[5].

For computing cross sections above 100 MeV, QMD+SDM code was used. In QMD+SDM code,
dynamical process is calculated by QMD and the contribution derived from the statistical process is
obtained by the SDM. The QMD codes takes a semiclassical simulation method in which each nucleon
state is represented by a Gaussian wave function. The SDM code considers n, p, d, t, 3He and a
evaporation.

2.3 Nucleon production double differential cross sections

Calculations of nucleon production double differential cross sections were performed by the use of
moving source(MS) model. In this model, nucleons are assumed to be emitted isotropically with an
exponential-type energy distribution at a temperature T (MeV) in the moving frame. For the spallation
reaction induced by nucleons about above a hundred MeV, the nucleon emission double differential cross
section in the laboratory frame is expressed by a form of summation of three exponential-components as
the cascade, the preequilibrium and the evaporation. In the forward emission direction below 30°, the
quasi-elastic and -inelastic scattering processes are dominant in this region, and the neutron emission
spectrum is strongly forward-peaked. In this work, simple Gausssian shaped term for evaluation of
forward-peaked emission spectra is combined with three components of the MS model. Nucleon emission
spectra is analyzed by the equation[4] as,

2 = 1

m — i cos 6
— m
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+ Ac exp < -
(Ekin - EG)2

(3)

Three components of i — 1 to 3 of the first term in the right side of Eq. 3 correspond to individual
processes of the cascade, the preequilibrium and the evaporation, respectively. In this term, Ekin and p
is the kinetic energy (MeV) and the momentum (MeV/c) of an emitted neutron in the laboratory frame,
respectively and m the neutron mass (MeV). Quantities Ai, j3{ and Ti are called amplitude, velocity
and temperature parameters, respectively. Ac, EG and OQ are quantities with dependency of incident
particle momentum-transfer, and represents emission spectra originated from the quasi-elastic and quasi-
inelastic-like scattering. The parameters are adjusted to the experimental nucleon emission spectra and
the calculated data results by QMD+SDM. For the spallation reaction at incident nucleon energies up
to 3 GeV, the fitting by Eq. 3 well reproduces the experimental data for wide target mass range of C to
Pb[4].

3 Results and comparison

3.1 Total, elastic and reaction cross section

Total and Reaction cross section and elastic angular distribution were calculated by use of optical
potential parameters obtained by this analysis. Figures 2, 3 and 4 show neutron total cross section, proton
reaction cross section and neutron angular distribution of 184W, respectively. The results by use of new
optical parameters are represented by solid curves. For comparison, LA150 evaluations are indicated by
dashed curves. Our optical parameters give good agreement with the experimental data[8][9][ll][10][12]
over wide incident energy range.

6

s 5
c
o

a) 4w
CO
CO
2
o o

Exp. Ref. [9] (184W)

Exp. Ref. [10](181Ta>
Present work o

CD
CO

32o

o

&

1.5

p+1H4W

Exp. Ref. [11](181Ta)

Exp. Ref. [12] (natW)
LA150
Present work

50 100 150 200
Neutron energy [MeV]

250 50 100 150 200
Incident energy [MeV]

250

Figure 2: Neutron total cross section of 184W Figure 3: Proton reaction cross section of 184W

3.2 Light particle emission

The (n,n') reaction cross sections for 26.5 MeV neutron incidence are shown in Fig. 5. Dashed
curve indicates GNASH calculation, dotted one evaluation of giant resonance component by Eq. 2 with
searching effective deformation parameters. Solid line stands for the sum of GNASH calculation and the
component of giant resonance. The Lorentzian function adjusted for effective deformation parameters
reproduce inelastic neutron emission about above 17 MeV well.

n, p, d, t, 3He and a emission cross sections are shown in Fig. 6. Solid lines with marks stand for
the results calculated by QMD+SDM, solid ones with no marks the results by GNASH, and dashed ones
LA150 evaluations. Calculation of GNASH and QMD+SDM result to almost similar productions of n,
d, and 3He at the incident energy about 150 MeV. For p, t, a emission, however, serious disagreement
between the calculations appear about with a factor of 3.
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Figure 6: Particle production cross section induced by protons and neutrons up to 3 GeV

3.3 Nucleon emission double differential spectra

Proton incident neutron production double differential cross sections from 184W target are shown
in Fig 7. Marks stand for the experimental data[14][15], dashed curves the neutron data computed
by QMD+SDM, and solid curves the results analyzed by use of the MS model utilizing the Gaussian-
term. The MS model with Gaussian-term reproduced the experimental arid calculated neutron data
in the whole emission angle region well. Figure 8 shows neutron emission spectra induced by 1 GeV
protons and neutrons. Dotted and dashed-dotted curves represent QMD+SDM calculation for (p, xn)
and (n, xn) reaction, respectively. Difference of cross section derived from incident nucleon locally appears
for emission neutron energies corresponding to the component of cascade process in the MS model. In this
study, the common quantities are evaluated for the parameters of the preequilibrium and the evaporation
processes to reduce number of MS model parameters.

In Fig. 9, amplitude parameters At of the MS model are shown for (p, xn), (II,XJI), (p,xp) and (n,xp)
reactions on 184W target. Marks are the quantities by fitting to individual target mass number and
incident nucleon energy. The solid lines are systematics of MS model parameters.

4 Concluding remarks
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Figure 8: Neutron production double differential cross section of 184W induced by 1 GeV protons
and neutrons

New optical potential parameters made by modification of ones by Walter and Guss and by Madland
reproduced neutron and proton cross section up to 250 MeV. For light particle production cross sections
in the incident energy region about at 170 MeV, large difference of cross sections between calculations
of GNASH and QMD+SDM are found. It is seemed that some adjustments of the cross sections in
the energy region are required for nuclear data evaluation. Nucleon production double differential cross
sections for (p, in ) , (n, xn), (p, xp) and (n, xp) reactions were evaluated by use of the MS model combining
Gaussian term.
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1. Introduction
The search for the best set of optical model parameters having energy dependent terms is a non-

linear multi-dimensional minimization problem with a given set of reference measurements and physical
constraints. Deterministic approaches, such as the gradient or non-linear least square methods, often
lead a resulting \2 to local minima for their fast convergence. On the other hand, grid search approach
such as the simulated annealing (SA) method [1] is known to give a pseudo-global minimum of x2 [2, 3].
But the SA method has two major shortcomings; the convergence speed and the absence of a covariance
matrix. The convergence of the SA method becomes extremely slow as \2 approaches the minimum.
Furthermore, the SA method does not provide a covariance matrix, which the deterministic method
does, and this is useful for a parametric study of the optical model analysis. In the present work, the
grid search and deterministic approaches were sequentially applied to take advantage of both methods.

2. Simulated Annealing Method
Simulated annealing method tries to find coefficients of the global optimum parameters, giving

minimum \2 with respect to the reference measured data.
The actual procedure of SA operation in the present work is :

• Start with initial coefficients within their upper and lower bounds provided by the user and set
initial sampling range VMj as half of the bounds. Estimate \2 with starting set of coefficients.

(v2)0 = v2 (a0) (1)
VA / A. \ J / V /

For next step, it randomly chooses a trial point within the step length of VMj and x2 is evaluated
at this point with random variable yj

(2)

s one. All downhill moves are accepted and the algori
continues from that trial point, i.e.

• This x2 is compared to its previous one. All downhill moves are accepted and the algorithm

accepted if (X
2)*+1 < (X

2)k (3)

Uphill moves may be accepted; the decision is made by the Metropolis criteria with random
variable z

/(Y
2)* - (Y2)k+l\

also accepted if exp I ̂ _ i — - ^ - 2 ) > z, z e [0,1] (4)

It uses T(temperature) and the size of the uphill move in a probabilistic manner. The smaller T
and the size of the uphill move are, the more likely that move will be accepted.
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• If the trial is accepted, the algorithm moves on from that point. If it is rejected, another point is
chosen instead of a trial evaluation.

• Each element of VMj is periodically adjusted so that half of all function evaluations in that
direction are accepted.

number of accepted
J number of trial

j = VMj (1.0 + c (ft - 0.6)/0.6) if fa > 0.6

3 (1.0 + c (0.4 - Pj)/QA) if /3j < 0.4 (6)

• A fall in T is imposed upon the system with the RT variable by

Tn + 1 = RT • Tn (7)

where n is the nth iteration with the same T. Thus, as T declines, uphill moves are less likely to be
accepted and the percentage of rejections rise. Given the scheme for the adjusting VM, VM falls.
Thus, as T declines, VM falls and SA focuses upon the most promising area for optimization.

• The termination criteria for the search is set if the last four x2's from the last four different T's
differ from the current x2 by less than the user-defined tolerance(EPS) and the current x2 a t the
current T differs from the current optimal x2 by less than EPS.

The parameter T is crucial in using SA successfully. It influences VM, the step length over which
the algorithm searches for optima. For a small initial T, the step length may be too small; thus the
search may fail to find the global optima. The user should carefully examine to make sure that VM is
appropriate. The relationship between the initial temperature and the resulting step length is function-
dependent.

3. Nonlinear model and Marquardt-Levenberg Method
Let us briefly review the nonlinear fitting using excerpts of ref. [4]. With nonlinear dependences, the

minimization must proceed iteratively for a nonlinear model with the set of M unknown parameters
ak,k = 1,2,...,M.

We expect the \2 function to be well approximated by a quadratic form, written as

A V / r*J I <y \ )

where d is an M-vector and D is an M x M matrix. Let us examine how to calculate the gradient and
Hessian of x2 merit function. The model to be fitted is

y = y(x;a) (9)

and the x2 merit function is

— F f l - - " ' " • - • " ^ ( 1 0 )

The gradient of x2 with respect to the parameters a, which will be zero at the x2 minimum, has
components

K = 1,2,...,M (11)
dak ^ af dak

Taking an additional partial derivative gives

a y =
 N

dakdai dak dai i* y^*)\ daidak
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It is conventional to remove the factors of 2 by defining

making [a] = ^D in equation (8), and rewriting the equation as a set of linear equations

M

aktSai = pk (14)

This set is solved for the increments Si that, added to the current approximation, give the next approx-
imation. In the context of least-squares, the matrix [a], equal to one-half times the Hessian matrix, is
usually called the curvature matrix. iNote that the components aki of the Hessian matrix (12) depend
both on the first derivatives and on the second derivatives of the basis functions with respect to their
parameters. Second derivative term can be dismissed when it is zero (as in the linear case), or small
enough to be negligible when compared to the term involving the first derivative. As the definition of
the aki, we will use the formula

E l \dy(xi-a)dy(xj;a)E l \
,=i o\ [ dak

Marquardt has put forth a method, related to an earlier suggestion of Levenberg, for varying smoothly
between the extremes of the inverse-Hessian method and the steepest descent method. The latter method
is used far from the minimum, switching continuously to the former as the minimum is approached.
This Marquardt-Levenberg method works well in practice and has become the standard of nonlinear
least-squares routines. The method is based on two elementary insights. Marquardt's first insight is
that the components of the Hessian matrix, even if they are not usable in any precise fashion, give some
information about the order-of-magnitude scale of the problem. The quantity \2 1S non-dimensional,
i.e. is a pure number; this is evident from its definition(lO).

On the other hand, /3k has the dimensions of l/ak, which may well be dimensional, i.e. have units
like cm"1, or kilowatt-hours, or whatever. The constant of proportionality between ftk and Sak must
therefore have the dimensions of a\. Scan the components of [a] and you see that there is only one
obvious quantity with these dimensions, and that is l/akk, the reciprocal of the diagonal element. So
that must set the constant by some (non-dimensional) fudge factor A, with the possibility of setting
A ̂ > 1 to cut down the step, In other words, replace equation (??) by

Sai = -—fa or XauSai = Pi (16)
Aa«

It is necessary that a» be positive, but this is guaranteed by definition (15).
Marquardt's second insight is that equations (16) and (14) can be combined if we define a new matrix

a' by the following prescription

a'jk = ajk(j ^ k) (17)

0 ^ = 0^(1 +A)

jk =

and then replace both (16) and (14) by

M

(18)

When A is very large, the matrix a' is forced into being diagonally dominant, so equation goes over
to be identical to (16). On the other hand, as A approaches zero, equation (18) goes over to (14).

Given an initial guess for the set of parameters a, the present work performs the following proce-
dure [5] :

- 261 -



JAERI-Conf 2001-006

• Compute X2(a)-

• Pick a modest value for A.

• (f) Solve the linear equations (18) for 5a and evaluate x2(a + ̂ a)-

• If X2(a + <̂ a) > X2(a) > increase A by a factor of 10 and go back to (f).

• If X2(a + <̂ a) < X2(a)> decrease A by a factor of 10, update the trial solution a «— a -I- <5a, and go
back to (f).

Once the acceptable minimum has been found, one wants to set A = 0 and compute the matrix

[C] = [a]"1 (19)

which is the estimated covariance matrix of the standard errors in the fitted parameters a.

4. Application and Results
A reference measurements set was constructed based on the analyses of raw experimental data and/or

other sources of evaluations. The search procedure starts with the SA algorithm with the reference
data set and physical constraints imposed on the functional forms of optical model parameters. The
importance of the reference points were dynamically shifted in the course of the SA search, varying their
corresponding errors, based on the physical constraints and eye guidance. Appropriate conditions were
studied on whether the SA reaches the vicinity of the global minimum of the x2- Then the procedure is
switched into a deterministic way using the Marquardt-Levenberg Method to accelerate the convergence
to the global minimum, as well as to produce a covariance matrix. Figure 1 shows the characteristics
of minimum x2>s achievable from three cases, namely the simulated annealing alone, the Marguardt-
Levenberg alone, and combination of the two methods, in the domain of adjustable parameters. In fig.
2, the change of \2 is plotted as the iteration proceeds for three cases. As shown, a global minimum
is obtained by combining the Marquardt-Levenberg (ML) Algorithm and the simulated annealing (SA)
methods. It is also noted that the SA method alone stops at the vicinity of the real minimum and the
M-L method traps in the local minimum.
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We developed a heavy ion transport Monte Carlo code HETC-CYRIC which can treat
the fragments produced by heavy ion reactions. The HETC-CYRIC code is made by in-
corporating a heavy ion reaction calculation routine, which consists of the HIC, the SPAR,
and the Shen's formula, into the hadron transport Monte Carlo code HETC-3STEP. The
results calculated with the HETC-CYRIC were compared with the experimental data,
and the HETC-CYRIC gave rather good agreement with the experiment.

1 Introduction

Recently, high-energy heavy ions have been used in various fields of nuclear physics,
material physics and medical application, especially cancer therapy, and several heavy ion
accelerator facilities are now operating or planned for construction. The high-energy heavy
ions are also important constituents of cosmic radiation for space utilization, such as the
international space station project including the JEM (Japanese Experimental Module).
In this circumference, the interaction and transport of heavy ions in a medium including
human body are indispensable basic informations to estimate the absorbed dose of the
patients during the cancer treatment, to design the shielding of the accelerator facility
and to estimate the exposure of the astronauts and the space scientists in space. There
exists however only one heavy-ion transport code, HZTRAN[1], developed by NASA in
the world, but this code is one-dimensional discrete ordinates calculation code. It is
therefore needed to develop the three dimensional heavy-ion transport code. Here in this
study, we tried to develop the three-dimensional Monte Carlo code for heavy ion transport
calculation.

2 Basic Method of the Code Development

We developed a heavy ion transport Monte Carlo code by incorporating a newly-
developed heavy ion routine (HIR) into the HETC-3STEP[2].

The heavy ion transport routine HIR can treat the transport and reaction of incident
heavy ion and fragments produced by a chain of heavy ion reactions. For this heavy ion
reaction calculation, we used the two existing Monte Carlo code, HIC[3] and ISABEL[4].
First, we compared these two codes with the experimental data in order to investigate
the calculational accuracy and to decide which is suitable for the heavy ion routine. The
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comparisons were made for double-differential neutron production cross sections (DDX)
in angle and energy by heavy ions, as shown in Fig. 1.
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Figure 1: Comparison of HIC and ISABEL calculation; [Left] Neutron DDX calculated by HIC
compared with our experimental data of 135MeV/nucleon C ion on C, Al, Cu, and Pb targets[5].
[RightjThe same results between ISABEL and the experiment.

The HIC code is the Heavy Ion Code which can treat the heavy ion reaction of energy
higher than 50 MeV/nucleon which is based on the intranuclear cascade model and the
evaporation model. The ISABEL code includes only intranulear cascade model but this
model treats a nucleus by diving into 16 segments which is more precise than 3 segments
in the HIC code, and the ISABEL code also considers the reflection at a boundary of a
nucleus, which can be the same effect as considering the preequilibrium process. As the
results of comparisons shown in Fig. 1, the ISABEL code showed good agreement with
the experimental data at angles of larger than 30 degrees, while on the other hand, the
ISABEL underestimated the experimental data terribly from 0 degree to 15 degrees. The
HIC results rather well with the experimental data at all angles. So, we decided to use
the HIC code in heavy ion reaction calculation for the heavy ion transport routine.

We then developed the heavy ion transport routine HIR by combing the HIC code,
SPAR[6] code, and Shen's formula[7]. The SPAR code can calculate the heavy ion stop-
ping powers and ranges, and the Shen's formula can calculate the heavy ion total reaction
cross sections.

The HETC-3STEP is a high energy hadron transport Monte Carlo code developed
by Yoshizawa et al. This code is revised from the original HETC code[8] which includes
the intranuclear-cascade evaporation process (2-step model) based on a Fermi free gas
model, by adding the pre-equilibrium emission based on the exiton model (3-step model).
The HETC-3STEP can also treat the heavy ion (atomic mass less than 20) transport and
reaction, but the treatment is restricted to incident particles and the accuracy of heavy
ion calculation is poor.

3 Procedure of the Code Development

The heavy ion transport calculation code is composed of the following steps,

1. A distance D in which a heavy ion projectile collides with a target nucleus in a medium
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is decided as follows,
ln(r)

where £ t is a total reaction cross section of a projectile in a medium calculated by the
Shen's formula and r is a uniform random number.

2. A range R of a projectile in a medium can be calculated by the SPAR code.

3. It is decided whether a projectile collides or stops. If D < R, a projectile collides
with a target nucleus after flying straight-forward to a distance of D and losing its energy.
This energy loss can also be calculated by the SPAR code. If D > R, a projectile loses
its energy completely without collision in a medium, and the transport of this projectile
does not follow any more.

4. The heavy ion reaction calculation is performed using the HIC code. The HIC code
gives the output results of many heavy ions and hadrons as fragment products. These
heavy ion outputs are stored and used as an incident heavy ion for continuing the extranu-
clear cascade reactions. The hadron outputs on their particle types (neutron, proton and
pion), energies, positions, directions and weights are stored in a file during the heavy ion
calculations. This file is used as hadron sources produced by heavy ions for the hadron
transport calculation using the HETC-3STEP code.

Figure 2 shows the thus-obtained HETC-CYRIC code structure.
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Figure 2: Structure of HETC-CYRIC

4 Comparison of HETC-CYRIC and Experimental Data

In order to investigate the accuracy of the HETC-CYRIC code, we compared the results
calculated by the HETC-CYRIC with the data measured by Kurosawa et al[9]. Figures
3 and 4 show the comparison of the HETC-CYRIC results with the measured neutron
spectra for 400 MeV/nucleon carbon and iron ions on stopping-length carbon and lead
targets.

In Fig. 3 of C ion, the HETC-CYRIC gives good agreement with the experiment from
7.5 to 30 degrees, but gives underestimation at 0 degree and gives overestimation from
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Figure 3: Comparison of the neutron spectra calculated with the HETC-CYRIC and the mea-
sured data for 400 MeV/nucleon C ion on C and Pb targets[9]

60 to 90 degrees comparing with the experiment for carbon target. In the case of lead
target, the HETC-CYRIC gives good agreement as a whole excluding an overestimation
in the low energy region at all angles.
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Figure 4: Comparison of the neutron spectra calculated with the HETC-CYRIC and the mea-
sured data for 400 MeV/nucleon Fe ion on C and Pb targets[9]

In Fig. 4 of Fe ion, the HETC-3STEP gives good agreement as a whole, excluding
an underestimation in the forward direction comparing with the experiment for carbon
target, and an overestimation in the low energy region for lead target as well as in the
case of carbon ion.

This underestimation in the forward direction and overestirnation at large angle and
in the low energy region for heavier target material in the HETC-CYRIC code may come
from the inaccurate heavy ion model of the HIC code.

We are now investigating the way to improve the present code more accurately by
revising the HIC code or using the different heavy ion reaction calculation code such as
the QMD codeflO] based on the quantum modecular dynamics model.
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5 Conclusion

We developed a heavy ion transport Monte Carlo code, HETC-CYRIC by combining
the newly-developed heavy ion transport routine HIR including the HIC code and the
hadron transport Monte Carlo code HETC-3STEP. The HETC-CYRIC can treat the
heavy ion and hadron transport calculations. This code is still under developing and the
first general-purpose heavy ion transport Monte Carlo code in the world.
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Abstract

Evaporation residue (ER) cross sections for 82Se+natCe and 76Ge+150Nd were mea-
sured in the vicinity of the Coulomb barrier, and the fusion probability was obtained
with the aid of calculated survival probability. The former system represents fusion of
two spherical nuclei, the latter fusion involving the prolately deformed target 150Nd.
The collision of 76Ge with the side of 150Nd is more compact in configuration at touch-
ing. The system 82Se+natCe showed fusion hindrance in form of extra-extra-push en-
ergy of 27±5 MeV, whereas the system 76Ge+150Nd does not show fusion hindrance
at and above the Coulomb barrier energy, suggesting that the reaction starting from
the compact touching point results in a higher fusion probability.

1. Introduction

Heavy ion fusion reactions between massive nuclei near the Coulomb barrier have been
investigated experimentally and theoretically so far. This is partly because there is a pos-
sibility of synthesizing a super-heavy element as an evaporation residue by complete fusion
under a proper choice of colliding particles and the bombarding energy. The production of
evaporation residues comprises of two separate processes, the fusion process between two
interacting nuclei (entrance channel) and the survival process against fission in the course
of the deexcitation process (exit channel). The former process is successfully understood
by a coupled channel model [1] in the limit of light projectile-target combination of Z\Zi <
1800. Fusion enhancement relative to the one-dimensional barrier penetration model was
observed below the Coulomb barrier region [2]. This could be explained by replacing the
one-dimensional barriers by a distribution of barriers [3] [4] [5]. On the other hand, in heavy
systems (Z1Z2 > 1800), the formation of a compound nucleus is not warranted even if the
system overcomes the fusion barrier. This is because at the contact point the distance be-
tween the centers of projectile and target is larger than the distance of the centers of the
nascent fission fragments at the fission saddle point. The kinetic energy of the interacting
nuclei decreases in the course of the fusion process, with the energy being dissipated into
the intrinsic excitation energy, and the system fails to surmount the fission saddle point for
the bombarding energy corresponding to the Coulomb barrier. To drive the system into the
compound nucleus, an additional energy called extra-extra-push energy (Exx) is needed.

Collisions that fail to form a compound nucleus may break as quasifission after a signif-
icant amount of nucleon transfer and kinetic energy loss. Fission fragments from quasifission
are difficult to distinguish experimentally from fission fragments of complete fusion, making
the fusion cross section ambiguous when only the fission fragments are measured. Therefore
detecting the evaporation residues is essential to identify the fusion reaction and obtain the
fusion probability.

There are several investigations on the fusion hindrance of massive system based on the
measurement of evaporation residues [5]-[8]. These investigations show that Exx increases
with Z1Z2 above ZXZ2 ~ 1800.
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We expected that there would be a distinct difference in fusion probability between
two types of heavy ion fusions [Z\Z2 > 1800), one is the fusion of two spherical nculei and
the other is the fusion involing largely deformed target, from the consideration that the
latter type of fusion has a compact configuration at touching with certain probability.

So, we have measured the ER cross sections of 82Se+natCe (Z1Z2=1972) [10] and
76Ge+150Nd (ZiZ2=1920) [9] in order to investigate the effects of nuclear deformation on
the entrance channel. natCe is spherical in shape, whereas 150Nd is largely deformed. From
the experimental data, we determied the fusion probability with the help of the survival
probability calculated by the statistical model code HIVAP. The parameters describing the
deexcitation process in this code was determined so as to reproduce the ER cross section
following the fusion of 28Si+198Pt (Z1Z2=1092) [9][11].

2. Experiment

Measurement of evaporation residue cross sections following the fusion of 82Se+natCe
and 76Ge+150Nd was made by using 82Se and 76Ge beam supplied by the JAERI-tandem
booster accelerator. The targets were made by sputtering the enriched isotopes (Nd2Oa) or
metal (natCe—metal) on a 1.5 or 0.8 /im thick aluminum foil. Typical target thickness was
400 //g/cm2. The target was set to a rotating target frame in the target chamber.

Since the evaporation residues produced in the present reaction are a decaying nuclei,
the evaporation channels could be identified by observing a-decay energies and life-times.
The experimental details are described in elsewhere [11] [9], and thus only the essence is
written here. The evaporation residues emitted in beam direction were separated in flight
from the primary beam by the JAERI recoil mass separater (JAERI-RMS)[12]. The sepa-
rated recoils were implanted into a double sided position-sensitive strip detector (DPSD).
Two large area timing detectors, one positioned in front of the DPSD and the other 30 cm
upstream the DPSD, were used to obtain the time-of-flight (TOF) signal of incoming parti-
cles. The presence of the TOF signal was used to distinguish ER implantation events from
the subsequent a-decays, which generate no TOF signals. A two-dimensional spectrum of
the energy versus TOF gave a rough estimate of a mass number of the incoming particle,
allowing the distinction of ERs from background particles. Alpha-decay events later than
5 fis after the implantation of ER were recorded. Typical energy resolution of the DPSD
was 70 keV(FWHM). A silicon surface barrier detector to monitor the beams was set at 45°
direction in the target chamber to determine the absolute values of the ER cross sections.

3. Data analysis and experimental results

The identification for a specific channel was made by counting the ER-a\-a2 chains,
where ER stands for the events produced when the incoming evaporation residue hits the
DPSD. The c*i and a2 are the first and the second correlated a-decay event. Figure 1 shows
the two-dimensional spectrum of a particle energy and the time interval between the ER
implantation and the a decay in the reaction of 82Se+natCe. All the events shown in Fig.l
satisfy the condition that the position agreement between ER and a event is achieved within
(AX,Ay)=(1.0, 1.0) mm. We searched the correlated decay chain, ER-a\-a2, to identify
the specific evaporation channels with help of the known a decay energy and half-life. The
events forming ER-ai-a2 chains are shown in Fig.l, where each channel is distinguished by
different symbols.

To obtain absolute ER cross sections the efficiency of the ER to be transported to the
focal plane detectors through the JAERI-RMS has to be known, which was estimated by

- 270 -



JAERI-Conf 2001-006

the method described in Ref.[9][13]. The estimated transport efficiency for a specific charge
state of ER was multiplied by the charge fraction calculated by the Shima formula [14].

The probability of detecting the a decay of evaporation residues implanted in the
DPSD was taken into account in the analysis. This is the function of ER kinetic energy
(thus the implantation depth) and the o: decay energy.

Evaporation residue cross section for 76Ge+150Nd and 82Se+natCe are shown in Fig.2
and Fig.3 as a function of cm. energy by solid circles with error bars. The error includes
both statistical contributions and the estimated uncertainty of 50% coming from the trans-
port efficiency of ERs through the JAERI-RMS. The ER cross sections for 28Si+198Pt is
shown in Fig.4. In this figure we also show the fission cross section (open circle) taken from
Ref.[9]. Since the compound nucleus 226U formed by this reaction (226U) is very fissile, the
fission cross section is well approximated to the fusion cross section.

4. Discussions

We have calculated the ER cross sections of 28Si+198Pt by using the HIVAP code [15]
in order to find the parameters describing the deexcitation process of highly excited neutron
deficient uranium isotopes. Details of the parameteris we used in this code can be found in
elsewhere [11] [9]. The partial wave cross section in the fusion 28Si+198Pt was calculated by
the CCDEF code [16]. In this fusion calculation, effects of static deformation of projectile
and target in addition to the couplings of inelastic excitations of the projectile and target
to the fusion process were taken into account. The calculated fusion cross section shown
in Fig.4 nicely reproduces the measured data. The partial wave cross section determined
by the CCDEF code was inputted to the HIVAP code as an initial spin distribution and
the ER cross section was calculated, which can represent the measured data quite well. For
the present heavy systems, 76Ge+150Nd and 82Se+natCe, the initial spin distribution was
again determined by the CCDEF code, and the similar calculaton was made. The results
are shown by thick dashed curve (Fig.2;76Ge+150Nd, Fig.3;82Se+natCe). For 76Ge+150Nd,
the calculation predicts the 225-224U channels in £c.m. =185—195 MeV. This is not consistent
with the experimental data, where we observed no evaporation residues in this energy region.
Above the Coulomb barrer (V*B =209MeV), however, the calculation agrees well with the
measured data. For the fuiosn 82Se+natCe, the measred data lies below the calculated
cross sections below Ec.m. <230 MeV, indicating that there is a fusion hindrance up to
Ec.m. =1.07VB (VB =215.3 MeV for 82Se+140Ce).

The experimental ER cross section <rer)C for the observed channel c was used to obtain
the fusion probability weighted by the angular momentum i! by

p (j? \ _ 2 J c g e r , c ( A c . m . ) / . . N

The survival probability weitC against fission for the specific evaporation channel c is a func-
tion of the excitation energy Eex = Ec.m. + Q (reaction Q-value) and the angular momentum
/. This was calculated by the HIVAP code [15] using present parameters. To check if the
present statistical model calculation reasonably provides the survival probability, we have
determined the Pfus for the fusion reaction 28Si+198Pt, which is the light fusion system with
ZiZ2—lO92 and is expected to have no fusion hindrance. The result is shown in Fig.5 as a
function of Ec.mJVs, where VB=125.5 MeV is the spherical Coulomb barrier for this reac-
tion. Above this barrier PfuS is almost constant with 1, indicating that the present HIVAP
calculation reasonably reproduces the survival probability.
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When fission is the dominant deexcitation channel like in the present case, the evapo-
ration residue cross section does not contain information on the fusion of high partial waves,
because they will lead to fission. The surviving I range is limited to / <~25^, corresponding
to an impact parameter less than 1 fm, and hence Pf^ is reasonably approximated to that
of central collision.

The obtained fusion probability for 82Se+natCe is shown in Fig. 5 as a function of
Ec.m./VB, where VB is taken as 215.3 MeV of 82Se+140Ce. The error in Pfus includes only
statistical error. Below J5F

c.m./̂ B = 1-15, PfuS for 82Se+natCe decreases considerably with
lowering the bombarding energy, exhibiting the curve similar to the massive system having
fusion hindrance [5][7][8]. By finding the Ec.m. at which Pfus of 82Se+natCe crosses the
Pfus=0.5 level, we obtained the extra-extra-push energy £xx=27±5 MeV for this reaction.

The fusion probability P{m for 76Ge+150Nd is shown in Fig.5 by the solid circles with
statistical error bars. Pfus-values of 76Ge+150Nd is nearly flat with ~1.0 down to i?c.m. ~ VB-
(VB=209.0 MeV). This trend is similar to the fusion of 28Si+198Pt which exhibits no fusion
hindrance, and the spectrum shows marked contrast to that of 82Se+natCe. It is apparent
that the reaction 76Ge+150Nd has no fusion hindrance above the spherical Coulomb barrier.
We did not observe any event in Ec.m. < VB and thus the upper limit is shown by the solid
reversed-triangle in Fig.5.

Fusion probability can be represented by assuming the fusion barrier distribution to
have Gaussian in shape [7] [8]. By adjusting the center of the barrier and the standard
deviation, we could represent the Pfus for 82Se+natCe as shown in Fig.5 (solid curve). The
corresponding partial wave cross section was calculated and inputted to the HIVAP code as
an initial spin distribution, and the ER cross section was calculated. This is shown in Fig.3
(solid curve), which reproduces the experimetal ER cross sections quite well.

We tried to reproduce the ER cross section for 76Ge+150Nd by assuming the extra-
extra-push energy (.Exx) to depend on the colliding angle 0coii of 76Ge on the central axis of
150Nd,

f " ^ (2)
/(tip

and the Coulomb barrier height was raised to an amount, i?xxi from the original barrier
of the CCDEF code. Here, the Coulomb barrier distance r is a function of 9CO\\. i ? ^
(=11.7 fm) and RtiP (=14.6 fm) are the distance of side collision and that of tip collision,
respectively, for 76Ge+150Nd. When EXxo is taken to be 13 MeV, the 224-225U cross sections
are suppressed (solid curve in Fig. 2), which becomes consistent with the experimental data.
It is noted that we assume no fusion hindrance for the side collision in Eq.(2), meaning that
the side collision exhibits larger fusion probability than the fusion starting from the distant
touching point.

5. Conclusions

Evaporation residue cross sections for 76Ge-f 150Nd and 82Se+natCe were measured in
the vicinity of the Coulomb barrier. The fusion of 82Se-t-natCe is a rection characterized
by the spherical and massive colliding partners with Z1Z2 =1972, and fusion hindrance
was observed in the form of the extra-extra-push energy of 27±5 MeV. For the reaction
76Ge+150Nd, which has a ZXZ2 value of 1920 close to 82Se+natCe, the obtained fusion prob-
ability formed striking contrasts to the fusion of 82Se+natCe and does not exhibit fusion
hindrance at all above the spherical Coulomb barrier. The ER cross section was reproduced
when the extra-extra-push energy is assumed only on the tip collision in 76Ge+150Nd. The
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enhanced fusion probability at the Coulomb barrier for the 76Ge+150Nd reaction compared
to the 82Se+natCe, as well as the no fusion hindrance for the side collidion in 76Ge+150Nd
suggests that the reaction starting from the compact touching point results in higher fusion
probability than the fusion from the distant touching point.
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Fig.l Events of ER-a correlation plotted on the plane of a energy (Ea) and time interval (r) for
82ge+natCe (E<_ m _ 245.0 MeV). Each box represents a decay character having ±60 keV energy width
around the known a line and time interval of ^ < T < IOTJ. Correlated chain ER-ai-a2 is shown
depending on the channel.
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Fig 2 Evaporation residue cross sections for 76Ge+150Nd as a function of cm. energy. Excitation
energy of the compound nucleus, Eex, is also indicated. In (a) and (h), the upper limit of the ER cross
section is indicated (reverseed triangle). Dashed curve is the results of the statistical model calculation
(HIVAP code) coupled with the CCDEF code. We obtain the solid curves when extra-extra-push energy of
eq.(2) is considered in the fusion barrier height.
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Fig.3 ER cross sections for 82Se+natCe. The lower right section is the sum of the cross sections over
the channels (a)-(g). Reversed triangle is the upper limit. Dashed curve is the HIVAP calculation with the
partial wave cross section determined by the coupled channel calculation. When the Gaussian shape fusion
barrier distribution with E\x =27 MeV is adopted in the fusion process, one obtains the solid curve.
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Fig.4 Fusion (open) and evaporation residue (solid) cross sections for 28Si+198Pt. Thick solid curve
is the results of the statistical model calculation (HIVAP code) coupled with the CCDEF code. For (a) ~
(f), the cross section includes the components noted in each portion of the figure, and the calculated cross
sections of the constituent are show by the dash-dotted (uranium), dotted (thorium or protactinium) and
dashed (radium or actinium) curves. The fusion cross section based on the coupled channels calculation is
shown by thin solid curve, and the one-dimensional barrier penetration model gives thin dash-dot-dotted
curve.
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The new approach to the calculation of nucleon induced fission cross sections at energies 20-200
MeV is presented. The cross sections of multiconfiguration fission is calculated as a sum of fission
cross-sections for nuclei formed in process of fast (direct) and precompound stage of fission reaction.
The intranuclear cascade model is used for description of direct stage and precompound-statistical
model for calculation of fission and de-excitation cross sections. Calculated with new optical model
parameters sets fission cross sections are compared with experimental data for neutron-induced fission
of 237Np, 239Pu, 235238U and proton-induced fission of 235'238U. Brief information about new code system
is also presented.

1. Introduction
Investigation of the properties of nuclear reactions on heavy nuclei induced by nucleons

with energies more than 20 MeV is a one of actual problems of modern nuclear physics. The
commission of new powerful neutron sources with energies up to 200-250 MeV (such as
n_TOF facility in CERN ) and need in nuclear data for the development of accelerator-driven
hybrid systems lead to the growth of both experimental and theoretical efforts at this energy
region.

The energy region 20-200 MeV is a transition region between well-investigated low
energy nucleon-induced reactions to reactions where the reaction mechanism is defined by
sequential collisions with intranuclear nucleons and as a rule described by the intranuclear
cascade model. The enlargement of direct process contribution to the total reaction cross-
section leads also to the broadening of spectra of flssionning nuclei in different quantum states
and to the appearance of additional fission chances. These facts let us possibility to say on the
development of the multiconfiguration fission (MCF) for higher beam energies.

The existing models for the description of nuclear reaction characteristics at the
transitive energies can be divided at two main groups. The first one includes pre-
equlibrium+statistical approaches to reaction mechanism and the second one is based on the
different versions of intranuclear cascade models. The application of statistical codes for higher
energies meets with significant difficulties caused mainly by the underestimation of the role of
entrance reaction channel and as a consequence by the overestimation of compound nucleus
formation cross-section without any account of nuclear configurations populated at the direct
stage of the reaction. The second group of models working fairly well for highest energies is in
turn can't be directly used for the description of nuclear reactions at transition energies where
the effects of nuclear structure have to be taken into account in details.

In the present work the new approach to description of the nucleon-induced reactions at
transitive energies is proposed where the detailed statistical code is added by accurate pre-
equilibrium and direct reaction stage calculations. The significant reduction of the number of
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fitting parameters allows to arise the predicting ability of the approach and to obtain rather
reliable nuclear data sets for neutron- and proton-induced reactions on heavy nuclei (fission
cross-sections at present as the first step).

2. The model approach and MCFx code system

The fission cross-section for MCF reaction can be presented in the following form [1-3]:

of(A.,Z.,E.) = aR(A,Z.,E.)X JdU.Y(A Z U;p.,h.)- I JdUfYf (A Z ; Af/Zf;U.,Uf) X of
n(A" Z",Uf

n) (1)
j Aj, Ẑ  n

The physical sense of this expression is as follows:
• The probability to penetrate of the incoming nucleon to target volume is defined by the

reaction cross-section GR
• Due to a number of inelastic collisions inside target volume some fast particles escape the

volume forming the distribution Y of residual nuclei (configurations) with mass and charge
numbers Aj.Zj, excitation energies Uj and particle-hole state Pj,hf,

• Each of these nuclei are in the pre-equilibrium state and after emission of a number of pre-
equilibrium particles the new distribution Yf of equilibrated nuclear configurations (Af,Zf,Uf)
is formed;

• Nuclei in the equilibrium state may undergo fission or particle evaporation forming fission
chances with cross-sections of fission chances cff.
The code system MCFx has been developed for the description of MCF reaction and

fission cross-section calculations. The following codes and models are used in MCFx:
• The reaction (absorption) cross-section is calculated in the framework of coupled channel

method (code ECIS[4]) with modified optical potentials;
• The cascade stage is calculated on the base of adopted Dubna version of intranuclear

cascade model [5];
• The pre-equilibrium stage is calculated within HMS version of hybrid exciton model with

Monte-Carlo simulation [6];
• The fission/evaporation stage is calculated with modified version of STAPRE code [7,8];

Some results of our calculations are presented in Fig. 1-5. The comparison of the calculated
reaction cross-sections with experimental data for proton-induced reaction on 238U is shown in
the Fig. 1 where calculations have been done with real part of optical potential developed by
ours recently [3]. The example of intranuclear cascade model calculations are presented in the
Fig.2 where the yields of residual nuclei formed due to direct cascade interaction of incoming
proton with 232Th are presented. It can be seen form the Figure that for the lowest energies
presented the yield of compound nucleus 233Pa is dominate and strongly decreases as energy
increases. Such a behaviour indicates on the importance of the accurate account of direct
processes for beam energies E > 60-70 MeV in the actinide region. Starting from ~ 100 MeV
the formation probability of compound nucleus is close to other one and it is necessary to take
into account the fission of mixture of daughter nuclei formed in different quantum particle-hole
states with different excitation energies. The pre-compound particle emission also leads to the
broadening of spectra (A,Z,E*) of fissionning nuclei (multiconfiguration fission).

The comparison of fission cross-sections calculated in the MCF approach with
experimental ones is shown in the Fig. 3-5 as for neutron-induced and proton-induced fission of
actinides. It is seen that our approach is able to reproduce the experimental data with rather
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high degree of reliability without any parameter fitting (only standard sets of level density
parameters, fission barriers, binding energies and so on [1] have been used in the calculations).
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3. Conclusions
• The new approach for nucleon-induced fission cross-section calculations at transition

energies has been developed on the base of detailed description of all reaction stages
(entrance channel, direct, pre-equilibrium and statistical fission/ evaporation stages);

• The importance of account of large number of nuclear configurations is shown;
multiconfiguration fission takes place at higher energies;

• The results of MCF cross-sections calculations are in a rather well accordance with
experimental data with standard set of parameters.

4. Perspectives
Other important point of nuclear data evaluation for nucleon-induced reactions on heavy

nuclei is. the evaluation of reaction total and elastic cross-sections and yields of reaction
products (particles and residual nuclei including fission fragment). The preliminary calculations
of residual nuclei yields for 238U (1 GeV) + p shown (Fig. 6) that the results obtained in the
framework of approach developed agree satisfactorily with experimental data too. The detailed
description of fission chances with inclusion of the statistical model for fission fragment
production at each chance let us possibility to compute both fission fragment production and
spectra of fission neutrons and to obtain the rather complete set of nuclear data for this kind of
reaction.

The work is carried out under ISTC funding as ISTC project #964.
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Some new activation cross sections were measured in the discrepant regions of the excitation
functions of the following reactions: Hg-198(n,2n)Hg-197m, Hf-176(n,2n)Hf-175, Tl-
203(n,2n)Tl-202, Nb-93(n,2n)Nb-92m, Zr-90(n,2n)Zr-89, Re-185(n,2n)Re-184g, Re-
185(n,2n)Re-184m. Results obtained for these reactions could contribute to the improvement of
the IAEA Reference Neurtron Activation Library and through it to the quality of neutron data.

The relative values of reflection Rp = ap,x/ap,H and elastic scattering REL - OEUX/CJEUH cross
sections of thermal neutrons normalized to hydrogen render possible the validation of different
neutron data libraries taking the OEL data from the JEF Report 14. From the R^/REL values the
recommended libraries for the CTEL elastic scattering cross sections of elements could be deduced.

1. Introduction

The IAEA Nuclear Data Section established in 1994 a Coordinated Research Project for the
improvement of the quality of neutron data used in science and technology and to produce a
library of neutron activation cross sections. The library produced under the CRP contains cross
sections for 256 neutron induced reactions relevant to a wide range of applications [1]. According
to the proposed programme goals of this IAEA CRP we have measured, evaluated and calculated
a number of new cross sections [2-6] in an international collaboration especially in the discrepant
regions of the excitation functions from threshold to 16 MeV. A recent analysis of the excitation
functions of (n,2n) reactions has indicated that the precision of the data below 14 MeV should
be improved. Therefore, some new and more precise data were determined for the reactions
summarized in the abstract of this paper.

The reflection cross section of thermal neutrons as a microscopic parameter for the
characterization of the reflection property of substances introduced by Csikai and Buczko [7] has
been determined for 26 elements from H to Pb and for 38 organic and inorganic compounds in
addition to the different mixtures of elements. A strong correlation was found between the
reflection cross section ap,z and the Maxwellian spectrum averaged elastic scattering cross
section OEUZ of the elements Z. For the cross section ratio R = op/ozh a value of 0.60 ± 0.02 was
obtained in the given source-detector-sample geometry. It seems to be worthwhile to use this
method for validation of neutron data libraries of elastic scattering cross sections.

2. Experimental procedure

The activation method and high resolution gamma spectrometry were used for the
measurements of (n,2n) cross sections. Neutrons were produced via the 2H(d,n)3He and
3H(d,n)4He reactions using D2 gas and TiT solid targets in the MGC-20 cyclotron (ATOMKI) and
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the 200kV intense neutron generator (IEP), respectively. Details of the irradiation arrangements
have been described elsewhere [5]. Neutron flux density spectra and mean energies were
determined by the multiple foil activation technique combined with the unfolding code SULSA
[8] and a pulse height response spectrometer. The mean energy of neutrons has been controlled
by using the NEUT code [9]. The variation of the neutron flux in time was monitored by a BF3
long-counter.

The reflection method based on a point like Pu-Be neutron source and a small BF3 counter
being placed onto the surface of a moderator together with the reflector substance as shown in
Fig. 1 is suitable for the determination of the reflection cross section of thermal neutrons. The
relative excess count rate TJ = (I-Io)/Io measured with (I) and without (Io) a reflector is
proportional to the product of the surface density of atoms N (atoms/cm2 ) and the reflection cross
section, i.e. r) = CNap and so, ap = TJ/CN. If C = 10~24 cm2 the value of ap is obtained in barn.
The sensitive length of the detector is comparable with the 102 mm diameter of the sample,
therefore, the reflection cross section is averaged over the ~lcm thick sample. If the target
consists of molecules then apmoi = Ii n;ap, = r|/CNmoi where Nmoi is the number of molecules/cm2

in the reflector material and n; is the number of atoms of type i with cross section api in the
molecule. The same expression holds for the mixture of elements, compounds and alloys.

3. Results and conclusions

The (n,2n) cross sections determined by the well known activation expression are
summarized in Table 1. Data for Hg-198(n,2n)Hg-197m have been measured for the first time.
Cross sections for Hf-176(n,2n)Hf-175 and Tl-203(n,2n)Tl-202 reactions given in ENDF/B-VI
and JENDL-3 libraries are in disagreement with the measured trends except of JENDL-3 at 11.2
MeV for Hf. As shown in Fig. 2 the data given in JENDL-3 are lower especially beyond 15 MeV
as compared to the ENDF/B-VI. No data are available in the IAEA-NDS library [12] for the
above three reactions. The cross section ratios of the Zr-90(n,2n)Zr-89 and Nb-93(n,2n)Nb-92m
reactions are used as energy standards around 14 MeV neutron energy. The data given in the
three libraries consistent with the measured shape and magnitude of the excitation function for
the Zr-90(n,2n)Zr-89 reaction, however, only our data is available at 11.3 MeV, i.e. just at the
threshold energy. In the case of Nb-93(n,2n)Nb-92m reaction the measured cross section at 14.1
MeV are in good agreement with the data given in the IAEA-NDS, ENDF/B-VI and JENDL-3
libraries. Considering the strong energy dependence of the reaction cross section near to the
threshold further precise measurements are recommended. For Re-185(n,2n)Re-184g and Re-
185(n,2n)Re-184m reactions the data are scanty and discrepant. Our measured cross sections
support the IAEA-NDS evalutaions, however, the data must be completed and improved both for
the isomeric and ground states especially close to the threshold. In Table 2 the evaluated data are
given for the same energies as the measured values by interpolation.

The op values were found to be constant up to about 1 cm thick powder, liquid and solid
reflectors except for Zn, Fe, Ni and Cu as well as highly absorbing elements (Cl, Co, Ag, Hg) and
their compounds. The neutron flux depression caused by such type of samples could be taken into
account by a combination of the reflector substances with thin polyethylene foils [10], i.e. the
well known reflection cross section (37.6 ± 1.0 b) of CH2 can be used as a reference (see Fig. 1).

Studies on the cross correlation between the ap values deduced from the opmoi data have
proved that the reflection cross sections are additive. Therefore, the summing expression is valid
for different mixtures of elements and compounds and so, the determination of the reflection
cross sections is possible even for complex matrices.

The relative values of reflection i?p = ap,x/cfp,H and elastic scattering REL - CTEL,X/OEL,H cross
sections normalized to hydrogen render possible the validation of different neutron data libraries
taking the OEL data from the JEF Report 14 [11]. The ratio R$IREL gives the unity if the measured
and accepted data are correct. The recommended libraries for CTEL of different elements are
summarized in Table 2. The QEL data for Hg can be deduced from the measured op value.
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Table 1.

Some measured and evaluated (n,2n) cross sections

Reaction
198Hg(n,2n)197mHg

198Hg(n,2n)197*Hg
198Hg(n,2n)197m+8Hg
176Hf(n,2n)175Hf

203Tl(n,2n)202Tl

93Nb(n,2n)92mNb

90Zr(n,2n)89Zr

185Re(n,2n)184gRe

185Re(n,2n)184mRe

185Re(n,2n)184m+gRe

En(MeV)

11.2 ±0.20

12.5+0.25

14.7 + 0.30

14.7 + 0.30

11.2 ±0.20

14.3 ±0.15

14.7 ±0.30

11.2 ±0.20

12.5 ±0.25

14.7 ±0.30

11.3 ±0.20

14.1 ±0.15

11.3 ±0.20

14.1+0.15

11.2 ±0.20

14.3 ±0.15

14.7 + 0.15

11.2±0.20

14.3 ±0.15

14.7 + 0.15

11.2 ±0.20

14.3+0.15

14.7 + 0.15

Measured
a(mb)

702 ± 35

910 ±45

1030 ±60

1950 + 70

1694 ± 85

1990 ±100

2050 ±100

1340 ±70

1454 ± 80

1970 + 110

265 ± 25

460 ± 5

6.4 ±1.0

626 ± 6

1530 ±100

1670 + 95

1780 ±120

322 ± 50

380 ± 50

390 ± 70

1852± 115

2050 ±110

2170 + 130

IAEA-NDS
o(mb)

—
—
—

—

—

—

—
—

—
—

323

473

—

627

1507

1773

1787

368

434

436

1875

2207

2223

ENDF/B-VI
a(mb)

—

—

—

—

1970

2043

2045

—

—

—

—

—

—

622

—

—

—

—

—

—

1876

2205

2224

JENDL-3
a(mb)

—

—
—

—

1698

1890

1895

2147

2350

2513

323

463

—

634

—

—

—

—

—

—

1588

2029

2044
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Table 2.

Relative values of reflection and elastic scattering cross sections of thermal neutrons

Element

H

C

N

0

F

Na

Mg

Al

Si

S

Cl

K

Ca

Ti

Mn

Fe

Co

Ni

Cu

Zn
Sr
Zr

Nb

Sn
Sb

Hg

Pb

Rp in %
M i ^ 7 •*> 1_

Op,H "~ 1 / . J D

17.34

35.84

14.45

13.87

10.66

13.00

4.97

7.69

3.58

57.80

7.51

9.83

14.45

7.69

38.15
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Determination of Level Density Parameters for Light Nuclei

Toru Murata

AITEL Corporation

1-5-9 Shiba,Minato-ku,Tokyo

E-mail: murata@aitel.toshiba.co.jp

Level density parameters of light nuclei (Li to Ne, A=6-20, 36 nuclides) were determined for

the sake of cross section evaluation of light nuclei. Nuclear temperature T of the constant

temperature type level density formula, Fermi gas type parameter a and connecting energy point

of both formulae Ec have been determined following the formalism made by Gilbert and

Cameron, who did not give level density parameters for these light nuclei.

1. Introduction

JNDC is now evaluating the high energy cross sections for various nuclides, including light

nuclei and also evaluating the (a ,n) reaction cross sections. For these cross section evaluation,

statistical nuclear cross section calculation codes are utilized and level density parameters are

required. Level density parameters for nuclides which atomic number Z larger than 10 have been

prepared by Gilbert and Cameron/1/, and somewhat modified to reproduce experimental data by

many researchers. However, for light nuclides, which mass number below 20, systematically

determined level density parameters were not available presently.

2. Determination Method

The following formulae of level density defined in the paper of Gilbert and Cameron were

adopted.

Fermi Gas Model ( E >= Er )

where

C0=12V2(0.146)3/2a^, and

A = 0 for odd-odd nucleus, A =1 \l4A for odd-even or even-odd nucleus and A =221 sA for

even-even nucleus in unit of Mev .
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Constant Temperature Model f E < Er )

pT(E,J) = pG(Ec,J)exp[(E-Ec)l T]S(J,E)

Spin dependent term S(J,E) is common to the Fermi-gas model and the constant temperature

model and given by

S(J, E) = (2J + l)exp[-(J +1 / 2)2 / {2o(Ef )],

where spin cutoff parameter is given by

a{E)2 = 0.146[a(£ - A)]1/2 A213

The nuclear temperature T in the constant temperature model was determined to reproduce the

stair-case plot of the level scheme 111 of the nucleus with the least squares fit method. Then

Fermi-gas model level density parameter a was determined by connecting the high excitation

region level density to the low energy region constant temperature type level density at Ec with

the following relation ;

a = (I + _ L _ f(Ec-A)
T Ec-A

The connection energy Ec was determined by changing it by rough energy step, say 5 MeV, and

to give the best fit.

Examples of the staircase plot and fitted curve are shown in Fig.l.

3. Result and Discussion

Obtained level density parameters are summarized in Table 1. For some small mass number

nucleus, number of levels is small up to several tens MeV, and can not reproduce the staircase

plot well. Mass number dependence of nuclear temperature T and Fermi gas type parameter a are

shown in Fig.2 and Fig.3, respectively. There will be some effects of the shell model , pairing

energy and isospin of each nuclide. These effects will be studied in the future works.

The spin cutoff parameter is studied for I7O, of which spin-parity of many levels are known, by

plotting the number of given spin levels and comparing with the spin dependent term S(J,E).

Figure 4 shows the spin distribution of 17O. The error bar in the figure represents the square root

of the level number. The fitted spin cutoff parameter is somewhat smaller than the value

calculated with the above formula.

References

l\l Gilbert,A,Cameron,A.G.W.: Can.J.Phys.43,1446(1965)

111 Evaluated Nuclear Structure Data File compiled in NuDat,BNL
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Table 1. Summary of the present level density parameters

Nuclide

Li-6

Li-7

Li-8

Be-6

Be-7

Be-8

Be-9

Be-10

B-9

B-10

B-ll

B-12

C-10

C-ll

C-12

C-13

C-14

N-12

N-13

N-14

N-15

N-16

O-14

0-15

O-16

O-17

O-18

O-19

O-20

F-17

F-18

F-19

F-20

Ne-18

Ne-19

Ne-20

T(MeV)

300

34.0

11.6

500

29.2

30.0

10.8

4.4

13.2

6.7

6.4

6.0

4.4

6.2

6.3

5.1

3.2

4.9

6.1

4.4

6.0

3.1

5.9

3.4

3.6

3.1

2.9

2.5

2.9

2.2

3.3

2.5

2.2

2.8

3.3

2.5

a(l/MeV)

0.09

0.39

0.69

0.02

0.41

0.70

0.75

1.89

0.64

1.24

1.27

1.42

1.89

1.32

1.32

1.58

2.58

1.71

1.35

1.97

2.58

2.73

1.37

2.36

2.27

2.90

3.41

3.92

3.44

3.88

2.86

3.92

4.28

3.59

3.05

3.59

Ec(MeV)

50.0

20.0

20.0

500

20.0

15.0

20.0

20.0

20.0

20.0

20.0

20.0

20.0

20.0

15.0

15.0

15.0

15.0

20.0

5.0

5.0

10.0

20.0

10.0

15.0

15.0

20.0

15.0

20.0

10.0

15.0

15.0

10.0

20.0

20.0

15.0

A(MeV)

0

4.16

0

8.98

4.16

7.78

3.67

6.96

3.67

0

3.32

0

6.96

3.32

6.35

3.05

5.88

0

3.05

0

2.84

0

5.88

2.84

5.50

2.67

5.19

2.52

4.92

2.67

0

2.52

0

5.19

2.52

4.92

Remarks

not reproduced well:5 levels

not reproduced well

5 levels
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Hisashi Nakamura
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The objective of present work is to obtain a unified description of nuclear shell,
pairing and deformation effects for both ground state masses and level densities,
and to find a new set of parameter systematics for both the mass and the level
density formulas on the basis of a model for new single-particle state densities. In
this model, an analytical expression is adopted for the anisotropic harmonic
oscillator spectra, but the shell-pairing correlation are introduced in a new way.

1. Introduction
In recent years most statistical theory calculations of nuclear reactions have been carried

out by using the semiempirical level density formula proposed by Gilbert and Cameron [1] in
1965 , which is based essentially on the Fermi-gas (FG) model and seems to be enough to predict
the level densities at a narrow range of excitations. However, it has been in fact well established
[2] that the extrapolation of this formula to a wide range of excitation energies is subject
to large errors, and that washing out of shell effects should be considered. On the other hand,
the energy dependent pairing corrections with the shell-pairing correlation seems to be only
correctly considered by means of the microscopic Fermi-gas model or of the Extended Thomas-Fermi
plus Strutinsky Integral (ESTFSI) model [3], which are based on the numerical shell-model
calculations and also on the BCS formalism. The systematics of nuclear level density depends
strongly on the shell, pairing and deformation effects. The nuclear mass formula has been used
to determine the "empirical" shell, pairing and deformation energies at the ground state,
which are defined as the corrections on the liquid-drop part in the mass formula. The most often
used correction energies are those of Myers and Swiatecki(M & S)[4], but the discrepancy in
absolute values of shell corrections may amount up to 2 MeV.
The main aim of the present work is to find a new set of parameter systematics for both the

mass formula and the level density formula on the basis of the new single-particle state density
model. In this model, an analytical expression is adopted for single-particle spectra, but the
shell-pairing correlation terms are introduced in a new way [5]. In the next sections typical
contents and results of the present model are shown, those are physical meanings of unified
model, systematics of parameters for the ground state (mass formula) and for the excited state
(level density formula).

2. Basic parameters in unified model
Pysical contents of a unified model are shown as follows :

Pysics of model and parameters

Macroscopic model

Finite range droplet model (FRDM: Berkeley Group, 1995) [6]

Quadrupole deformation : vibration and rotation

Microscopic corrections

Anisotropic harmonic oscillator potential
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Single-particle spectrum (analytical expression):

Shell & Pairing Correlation (SPC)

Moments of inertia with pairing-rotation correlation

Systematics of parameters
Asymptotic level density parameter [ a = a A ] A = mass number
Average frequency of oscillator [GO = ©o A x '3 ]

(a, cot>) = fitting constants

Single-particle spectrum :

g(e)=I,xgx{l+\&I, iCOBto i(t -£o)}{ l -coea>P X (£ -Xx)} (1)

where to 1=co2=6>1 * G)(l + ̂ S\, oi^=co^ «&>(l-f<5), 8 = quadrupole deformation parameter,

(O = average frequency = 2 % I ha , h, (Art) s h = 41A~* / 3 ) , g x = single-particle level density (2-fold

degenerate), / x = amplitude of shell-structure, t o = main-shell energy, X x = Fermi level, (x = p

orn), (opx = quasi-particle frequency (= 2/Aox). j gxAo x
2 = 2gx/a>px2,Aox = energy-gap at the

ground state (from even-odd effects of mass formula). In Pig. 1 shell.pairing and deformation corrections to

the droplet terms (FRDM.1995) [7] are shown, which are obtain by means of shell-wise average procedures

and of polynomial fitting teckniques. A new mass formula consists from those corrections terms shown in

Pig. 1. Proton and neutron shells are defined in Table 1 and there shown are theoretical (fitting) errors of

the new formula and of the previous formulas. Among of formulas Present S & P means the case of direct

use of simulated data for shell,pairing and deformation corrections from existent experimental mass data.

Temperature dependence of thermodynamic quantities are shown in Fig.2 to present the assumed

behavior of quasi-particle spectrum of a new single-particle spectrum Eq.(2).

3. Systematics of parameters
Values of main parameters, quadrupole deformation parameter 6 , a and wo are shown in

Figs.3 and 4, the later shows effects of collective enhancements for deformed nuclei.

4. Conclusion
The above mentioned results related to systematics of parameters a and co0 will give important

effects on calculated evaporation spectra. Confirmation of this facts is an objective in future.

Autuor would like to thank menbers of the Working Group on parameters for theoretical
calculations in the JNDC for their valuable comments on this work.
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[2] Vonach H. et a/.:Phys.Rev.C 38,2541(1988).
[3] Goriely S. :Nucl.Phys.A605,28(1996).
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Shell-group
Z-

20

28

50

82

126

N-
20
28
28
50
50
82
82

126
126
184

Total

No. of
nuclei

24
33
54
53

192
267
179
418
62

232
1514

[ath(MeV)]
M&S(1967)

6.625
9.201
6.528
3.969
2.368
1.330
1.114
0.969
1.118
1.302
2.521

M&N(1995)

1.477
1.363
1.146
0.377
0.617
0.709
0.479
0.484
0.374
0.393
0.621

Present S-P New formula
0.191
0.107
0.391
0.114
0.329
0.318
0.477
0.452
0.228
0.448
0.393

0.270
0.232
0.415
0.250
0.416
0.452
0.599
0.615
0.719
0.534
0.445

Table 1 Classification into shell-wise groups of nuclei in RIPLE2(1998)
experimental mass data and comparison of theoretical fitting error of new
mass formulas with those of other previous ones. Present S-P means the
results of shell-wise average for shell & pairing corrections by using the
FRDM terms by M&N(1995)[6]. Theoretical error a th is a measure of overall
quality representing a prccison and is defined by,

CTth2= (4)

and is easily obtained in a few iterations.
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Fig. 2 Temperature dependence of pairing correlations in nucleus.
Comparisons of 4 kinds of thermodynamic quantities between three models,
FG , BCS and BCS (present model). Those of BCS are based on analytical
approximations,and the existence of a sharp phase transition point (Tc) is a
special feature. For both BCS and SPC moments of inertia for two different
directions, parallel and perpendicular to rotational symmetry axis are
presented, the later ones do not tend to zero at the ground stste due to the
existence of pairing-rotation correlations (Migdal A.B.,1959)[8]. Values of
present model are based on the following Eq.(2) for a case of fx = 0 in Eq.(l)
in the text and on the method of statistical thermodynamics :

-X)} (2)
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Equation for determining values of 6 is from Eq.(l)

Exd( 6 , %) = 2go x co " 2fx {cos2 TC di( % - 1 / 2 ) - i £di~2cos2 TC di( x -1/2) } (3)

where Exd( 6 , %) is deformation energy derived from the mass formula shown in
Fig. 1, % the occupation fraction of particle (p or n) in the shell.
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Fig. 4 Sy8tematics of asymptotic level density parameter a = ao/A. In the

range of deformed nuclei, values of a are lowered due to the collective
enhancement factors of Kvib (vibration) and mainly Krot (rotation).

- 299 -



JAERI-Conf 2001-006

JP0150695
3.33

Quantum recurrence in neutron resonances
and a time unit in nuclei

Makio OHKUBO
SOHONRR, 1663-39,Senba-cyo, Mito-shi, Ibaraki-ken 310-0851 Japan

Abstract
Non-statistical properties of the neutron resonance level dispositions are investigated con-
sidering time behaviors of the compound nucleus. A resonance which is a quasi-stable
state can be decomposed into a set of normal modes. Prom the requirement of the time
periodic recurrence of the resonance state, frequencies of these normal mode must be
commensulable (integer ratios) with each other. Therefore the excitation energy of a
resonance is described as a sum of inverse integers. We tentatively adopt an expression
Ex = C 52 n' w n e r e n=integer and C=34.5MeV. Time unit in recurrence is 1.20xl0~22s.
Possible sets of inverse integers are deduced for the resonances of light e-e nuclei.

1. Introduction
Non-statistical descriptions of the fine-structure resonances will be a developing field of
the nuclear physics. For a long time more than 3-decades, non-statistical distributions of
neutron resonance levels are reported by several authors[l-8]. The methods of analyses
are Dij distributions (spacings between arbitrary two levels), Fourier analysis, and the
compilation of levels or spacings of many levels, etc. By these analyses, dominant level
spacings are found which appear more frequently than the statistical predictions. For the
neutron resonance levels of light e-e target nuclei up to several hundred keV, many of the
dominant spacings DQ can be expressed as Dij =C /mn, where C=34.5 MeV and m,n are
integers [8].
These features of level distributions are diametrically different from the predictions of the
statistical model, which is based on the random hypothese on the highly excited states of
the compound nucleus.
In order to interprete these regularities in real resonances, we have developed the "Recur-
rence model" of the compound nucleus[9], where time periodic behaviors of the resonance
reactions are explicitely discussed.
In this article, are described the recurrence relation for normal mode ensemble, and the
expansion of nuclear excitation levels into sum of inverse integers. Sets of integers for
resonances of 32S+n etc. are deduced.

2. Time periodicity of resonance reactions
Neutron plane wave have a form expi(A;x — ut), where k is wave number vector, w angu-
lar frequency, x and t are space and time coordinates. Wave packet length or coherent
length of neutron is ~ 10~8 m, measured by the neutron interferometry, or by neutron
resonance width, which is suffieciently longer than the nuclear radius. Scattering of the
incident plane wave by a spacially peridic scatterer induce "Bragg reflection", where kx
term plays essencial role, and the diffraction patterns is the Fourier transform of the pe-
riodic lattice structures.
Similarly, scattering by time periodic scatterer induce resonances where wt term plays
essential role. At a resonance, time period of incident neutron wave 2ir/u> will be in an
integer ratio to the time period r of the compound nuclear system (̂ 4 + 1). Neutron wave
incident on target nucleus is divided into passing component and penetrating compo-
nent. The passing component passes by the target nucleus without interaction, and the
penetrating one excites many degrees of freedom on the compound nucleus, and comes
out with much information on the compound nucleus. The observed cross section is the
resultant of these two components. At a resonance, time structures of the coming out
component must be time periodic, coherent with the passing component, and constructive
interference occurs in succeeding wave train. At off resonance, destructive interference
occurs and make no effect except potential scattering. In a word, resonance phenomena
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in energy domain inevitably relate to the recurence phenomena in time domain.

3. Recurrence relation
Eigen functions of stable descrete states are time peridic functions. This will be true for
the descrete levels of nuclei with many degrees of freedom. We assume that the states
of descrete levels of the compound nucleus can be approximately expanded into a set of
M normal modes (M<10), which are independent with each other and oscillating with
angular frequencies uij, (j = 1,2,.., M). Total Hamiltonian is a sum of ones for these normal
modes.

H = Hx + H3 + ... + HM, (1)

The compound nuclear states xf>(x,t) can be described as a direct products of these normal
modes,

ip(x,t) = ifiifaj) ® 1>2(x2,t) ® ...ipM(xM,t) (2)

Though the detailed structures of ipj (XJ , t) are not known, following recurrence theorem
for many oscillators system will be valid.
As j-th normal mode oscillates with a fixed frequency Uj, the initial phase reappears every
time period of r, = 2ir/u)j. Influence of the tolerable phae error of 1 rad.[9] is negligibly
small in the frequency ratios. Total compound nuclear system recurs with a time period
r which is the least common multiple (LCM) of time period TJ of each normal mode.
Therefore, the time periods of these normal modes must be commensulable(integer ratios)
with each other, with a time unit To. Then, the total energy of the compound nucleus Ex,
sum of huj, must be written as a sum of inverse integers,

M M » M

^ O ^ (a,
where rij are integers and TQ is time unit for this resonance. This expression will be valid
for energies Ex of the bound and unbound descrete levels.

4. Excitation levels and Time unit
In a previous report[8], we have shown that there are special spacings (dominant spacing)
which appear frequently between two arbitrary resonances. For the resonances of 15
light e-e target nuclei up to several hundred keV, 30 dominant spacings DQ (recoil effect
corrected) are found. Among these Do, integer ratios and the least common energy(LCE)
(similar to the least common multiple for two integers) are found. LCE distributions are
shown in Fig.l, where peaks appear at 1406, 2027, 2655,...,9100keV. Energy ratios among
these peaks indicates that they are from few common values, divided by integers. Then
we tried second LCE process(LCE-2). Distributions of LCE-2 are shown in Fig.2, where
peaks appear at 34.5, 39.9, 48.6, 57.6MeV, where 34.5MeV is the predominant peak. If
we use peaks with circles in Fig.l, distributions of LCE-2 are shown in Fig.3, where the
34.5MeV peak remains. Though some umbiguity exists, we got a result that many of Do

are written as Do = C/mn, where C=34.5MeV and m,n = integers.
Therefore, in Eq.(3), we tentatively adopt excitation energies and TQ expressed as

and the time unit

~ {n: integer), C = 34.5MeVr, (4)

) = 1.20 x !0-22s. (5)ro = (
O

This time unit is neary equal to the reaction time measured by other experiments.
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5. Expansion in sum of inverse integers
Roughly speaking, the normal modes here correspond to the excitons [10], of which num-
ber are estimated as nx ~ (goEx)

ll2 where Ex is excitation energy in MeV, g0 — A/13 the
single particle level density at the Fermi energy for mass number A. For nuclei of A~30,
average nxis ~ 3 at Ex ~ 5MeV.
To prove the validity of Eq.(4), we tried to expand Ex in sum of C/nj less than three
terms for levels of light nuclei using a computer, where rij < 100, with relative accuracy
less than lx 10~3. Resonance parameters are taken from a book of recent eddition[ll].
For example, in 32S+n, the 1st 1/2+ resonance is at En =102.7 keV. Excitation en-
ergy is Ex = Sn + En= 8741.2keV, where S1

n=8641.6keV is neutron separation energy
and E^=En(A/(A + 1) is recoil corrected neutron energy. A possible expansion for the
above resonance is Ex = C[l/5 +1/30 +1/50] = 34500(38/150) =8740keV. A number set
(5,30,50) is considered as a possible index of this resonance. For ten 1/2+ resonances of
32S+n up to 1.66 MeV, En, £*, Ex, possible index, LCM, Erec, and 8 etc. are shown in
Table 1. A shematic energy levels of C/n are shown in Fig.4.
It is interesting that for considerable number of resonances of light nuclei, Ex can be
written by two terms of inverse integers, Ex=C(l/m + 1/n), where m is small numbers.
Moreover, a few single term levels Ex=C(l/m) are seen. For 57 resonances of 32S+n be-
low 1.66MeV, Ex of 22 resonance are C(l/4 + 1/n), and 3 resonances are C(l/5 + 1/n).
Other resonances are of three terms. For 24 resonances of 34S+n below 1.47MeV, Ex of
12 resonance are C(l/5 + 1/n), and 3 resonances C(l/6 + 1/n), and no resonance with
C(l/4

(6)

6. Level spacings
E ( 4 ) l l i

6. Level spacings
From Eq.(4), level spacings D{j are written as

This include, as a simple case, the dominant level spacings Do= C/mn [8].
Among 10 s-wave resonances of 325+n below 1.66MeV, Do=575keV appears three times.
These spacings coincide within error of 1 keV; Di3=575.4keV, D37=575.9keV, and £>5io =
575.5keV,respectively. By the indexes in Table 1, these spacings are equal to C(l/20-
1/30) =C(l/10-l/12) = C/60= 575 keV. Another spacing £>0=358keV appears two times;
D37= 358.6keV,and £>7io= 358.2keV=C/96. The ratio 358keV/575keV is equal to 5/8.
We denote the spacings 575keV as "a", 358keV as "b". Dispositions of the above reso-
nances are described as /a/b/a-b/b/, where " / " means a real resonance. Amang these
resonances, spacing /a+b/=934keV appears two times. In these level dispositions, sym-
metric patterns /a /b/a / are seen with a spacing ratio 8:5:8, and /b/a-b/b/ with a ratio
5:3:5. Symmtric patterns similar to the above can be found frequently for the nuclei of
wide mass region.

7. Recurrence energies
For the 1st resonance of 325+n at 102.7 keV, a possible index 5,30,50 are propotional to the
time periods of the normal modes excited for this resonance. Therefore, the recurrence
time period of the compound nucleus is 15Oro as the LCM of the indecis. We define the
"Recurrence energy Erec " as

Erec = C/(LCM), (7)

where C=34.5MeV. For this resonance, £'rec=C/150=230 keV.
There might be simple integer ratio between time period of incident neutron wave and
the compound nucleus; ie. between Erec and E*n. We tried to calculate R and 8 defined
below,

S=Erec x R-E'n (8)

where R is simple integer(or half integer) which minimize | 8 |. For this resonance, Erec =
230 keV, E*n = 99.6 keV, and if we take R=l/2, 8 = 230 x (1/2) - 99.6 = 15 .4^ . For ten
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1/2+ resonances of 32S-f n up to En < 1.66MeV, parameters are shown in Table 1. It is
interseting that 8 are 10~25keV and S distribute around Sn - C/4 = 16.6 keV. Similar
results are obtained for 47 resonances of 1/2",3/2",3/2+,5/2+ states of 32S+n.
For the resonances of 34S+n, many of Ex are expressed as £' I=C(l/5+l/n), and S dis-
tribute around Sn - C/5 = 85.8keV.

8. Discussions
From the observes neutron resonance data in light nuclei, we have reduced a common
factors C on the resonance energies and Tg for the reaction time. Another common factors
may exist in different mass region.
In order to back up the reality of C/n expansion, we searched for the case where Ex is
simple terms of C/n, and have some speciality.
a) Among 43 resonances of 33S+n below 548keV, Tn and Ta are extraordinaly large for
84.88keV resonance, where Ex =11499keV =C/3.
b) First excited state of 48Ca is at 3832keV =C/9.
c) Neutron resonances with considerably large Fn have Ex with simple integer ratios to
C. For example, resonance energies (recoil corrected) of first seven resonances of 16O+n
are (17/240)(C/6), (l/4)(C/7), (5/13)(C/7), (9/13)(C/7), (9/ll)(C/7), (15/14)(C/7) and

Sukhoruchkin reported A=4.6MeV as a dominant spacing among excited states of
many light nuclei, which is equal to the mass difference between TT* and TT°. Also A =9me,
where me is electron mass 0.511MeV.[12]. The A is in simple integer ratio to C. that is A
= (2/15)C = (l/3-l/5)C.
These facts support possibility of the non-statistical description of the highly excited
states of nucleus, where oscillator (exciton) energies are preseved, and simple algebra in
eigen energies are valid.
Further investigations are needed to find out more clear images of the resonance compound
nucleus.
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Table 1 Expansion of Ex by C/n series

32S + n J=l /2 L=0 resonances Table-S32(l)

.1

1

2

3

4

5

6

7

8

9

10

En
(keV)
102.7

376.9

696.1

1047.5

1065.9

1161.4

1290.0

1419.4

1605.6

1659.4

K
(keV)
99.6

365.4

675.0

1015.8

1033.6

1126.2

1250.9

1376.3

1556.9

1609.1

Ex
(keV)
8741.2

9007.1

9316.7

9657.3

9675.2

9767.8

9892.5

10018.0

10198.5

10250.7

Index

5 30 50
5 35 40
9 12 17

4 90
5 30 36
6 15 36
9 11 17

4 50
5 20 50
6 12 50
9 10 17
4 50 100
5 25 25
6 14 24
8 12 14

4 33
6 12 33

4 30
5 12

6 12 30
6 15 20
8 8 30
4 50 60
5 15 50
6 10 50
4 42 60
5 15 42
7 10 21

4 22
4 44 44
4 40 48
5 16 30
6 12 22
8 8 22
4 40 45
6 10 33

LCM

150
280

180
180
180

100
100
300

100
25
168
168
132
132
60
60
60
60
240
300
150
150
420
210
210
44
44
240
240
132
88
360
330

Erec

(keV)
230

123.2

191.7

345.0

115.0

345
1380
205.4

261.4

575

143.8
115
230

82.1
164.3

784.1

143.7

261.4
392.0
95.8
104.5

R

0.5
1

2

2

6

3

5

4

2

8
11
5.5

17
8.5

2

11

6
4
17

15.5

6
(keV)
15.4
23.6

17.9

15.0

15.0

19.2

11.0

11.8

23.8

23.8
14.1
14.1

20.1
20.1

11.3

24.3

11.3
11.3
20.0
11.3

^/ Erec

0.067
0.192

0.093

0.044

0.130

0.056

0.054

0.045

0.041

0.123
0.061

0.244
0.122

0.014

0.169

0.043
0.029
0.209
0.108
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ABSTRACT

The lumped group constants of FP nuclides used for a fast reactor shielding
calculation were computed based on the JENDL-3.2 nuclear data library and
were compiled to the JSDJ2/ JFTJ2 set. The effect of FP nuclides on neutron
flux calculations was evaluated in the JOYO experimental fast reactor. These
tests showed that conventional calculations that ignored FP overestimated
neutron flux by about 2%.

Keywords : lumped group constants, FP, fast reactor, JOYO, shielding, JENDL-3.2

1. Introduction
Fission products (FPs) were not considered in

analyses that were predominantly developed in clean
program (1> 2\ However, in power reactors with
high burn-up, the accumulation of FP affects the
neutron balance so it cannot be neglected in the
neutron flux calculation. In this study, the group
constants of FP nuclides were computed based on
the JENDL-3.2 (3) nuclear data library and these
were compiled to the JSDJ2 (4) set. Using the
constants, the effect of the FP nuclides on
shielding calculation was evaluated in the JOYO
experimental fast reactor.

2. Lumped FP Group Constants
2.1 Selection of FP Nuclides

The flow chart for computing the lumped
FP constants is illustrated in Fig. 1.

Initially, FP nuclides need to be considered
for the group constants. Generation and depletion
for nearly 880 FP nuclides can be computed with
the ORIGEN2 (5) burn-up calculation. The
calculation uses the specification and material
contents of the JOYO Mk-II driver as an example
of fast reactor MOX fuel.

conventional fast reactor shielding
core experiments like the JASPER

NJOY-94

Infinite Dilution

Cross Section of

165 FP nuclides

Neutron

Absorption

Ratio of FP

ORIGEN2

Fig. 1 Flow Chart of Computing

FP Group Constant
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Table.1 The neutron absorpt ion l a t i o of FP nuc l ides

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

Nuclide

Ru-101

Pd-105

Tc-99

Rh-103

Cs-133

Pd-107

Mo-97

Sm-149

Pm-147

Nd-145

s-135

Nd-143

Xe-131

Ru-102

Sm-151

Ho-95

Mo-98

Ag-109

Ru-104

Mo-100

Eu-153

Zr-93

Ru-103

Pr-141

1-129

Zr-95

Zr-96

Nd-146

Xe-132

Pd-108

Nb-95

Ce-141

Zr-91

Zr-92

Xe-134

Ru-106

Sm-152

Nd-148

Cd-111

Rb-85

1-127

La-139

Pd-106

Eu-155

Zr-94

Sm-147

Ce-142

Nd-150

Nd-147

Cs-137

Y-91

Nd-144

Kr-83

8.93%

7.90%

7.06%

6.02%

5.72%

4.65%

4.54%

4.39*

3.77%

3.37%

2.74%

2.64%

2.38%

2.21%

2.19%

2.15*

1.89%

1.80%

1.69*

1.58%

1.56%

1.27%

1.19%

1.03%

0.97%

0.88%

0.75%

0.70%

0.69%

0.68%

0.67%

0.62%

0.61%

0.48%

0.48%

0.48%

0.48%

0.46%

0.44%

0.43%

0.42%

0.42%

0.41%

0.35%

0.32%

0.31%

0.29%

0.28%

0.26%

0.25%

0.20%

0.19%

0.19%

8.93%

16.83%

23.89%

29.91%

35.63%

40.29%

44.83%

49.21%

52.98%

56.35%

59.09%

61.73*

64.11*

66.31%

68.51%

70.66%

72.55%

74.35%

76.04*

77.63%

79.19*

80.45*

81.65*

82.67*

83.65*

84.53*

85.28*

85.98*

86.67*

87.35*

88.02*

88.63*

89.24*

89.72*

90.20*

90.68*

91.16%

91.62*

92.06*

92.49*

92.91X

93.33*

93.74%

94.08%

94.40%

94.71%

95.00*

95.28*

95.54*

95.80%

96.00%

96.19%

96.37%

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105'

106

Nuclide

Ce-144

Gd-157

Pd-110

Mo-99

Gd-156

Cd-113

Cs-134

En-154

Ce-140

Sb-125

Tb-159

Sm-154

Sr-90

1-131

Y-89

Ba-138

Pr-143

Br-81

Te-130

In-115

Te-128

Te-129m

Rb-87

Kr-84

Xe-133

Sb-121

Te-127n

Pm-148n

Se-79

Rh-105

Sin-150

Sb-123

;d-155

Sn-117

Pm-149

Xe-136

Pd-104

;d-158

Ru-100

Kr-85

Sr-89

Cd-114

Sr-88

Sn-119

Sm-148

Se-82

Ba-136

Ag-llOn

Se-77

Kr-86

Eu-156

Se-80

0.18%

0.18%

0.14%

0.14%

0.13%

0.11*

0. 11*

0.10*

0.10*

0.10*

0.10%

0.10%

0.10%

0.09%

0.09%

0.08*

0.08*

0.08*

0.08*

0.08*

0.07*

0.07%

0.07%

0.06%

0.06%

0.05%

0.05%

0.05%

0.05%

0.05*

0.05%

0.04%

0.04%

0.03%

0.03*

0.03*

0.03*

0.03*

0.03*

0.03*

0.03%

0.03%

0.02%

0.02%

0.02%

0.02%

0,02*

0.02*

0.02*

0.01%

0,01%

0.01%

0,01%

96.56*

96.73%

96.87%

97.01*

97.14*

97.25X

97.35*

97.46*

97.56*

97.66%

97.75%

97.85%

97.95%

98.04%

98.12%

98.20*

98.28*

98.36*

98.44*

98.51%

98.59%

98.65%

98.72%

98.78%

98.84%

98.89%

98.94%

98.99%

99.03%

99.08*

99.13%

99.17%

99.21%

99.24%

99.28%

99.31%

99.34%

99.37*

99.40*

99.43*

99.46*

99.49*

99.51%

99.54%

99.56%

99.58%

99.59*

99.61*

99.62*

99.64*

99.65%

99.66%

99.67%

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

Nuclide

Eu-151

Cd-116

Sn-118

Cd-110

Se-78

Xe-130

Ba-137

Cd-160

Ba-140

Sn-126

Te-125

Sn-120

Sm-153

Mo-96

Cs-136

Sn-122

Sn-124

Pm-148

As-75

Xe-128

Ba-134

Xe-135

Zr-90

Nd-142

Sn-115

Te-126

Sr-86

Gd-154

Eu-152

Sb-124

Te-122

Kr-82

Ge-76

Ge-73

Sn-116

Te-124

Ge-74

La-138

Ge-72

In-113

Id-152

Ba-135

Xe-129

Se-76

Ru-99

Nb-94

Cd-108

Te-123

Sr-87

Kr-80

lr-79

Sn-114

Li-6

R

0.01%

0.01%

0.01%

0.01%

0.01%

0.01%

0.01%

0.01*

0.01*

0.01*

0.01*

0.01*

0.00*

0.00%

0.00%

0.00%

0.00%

0.00%

0.00*

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00*

0.00*

0.00%

0.00%

0.00*

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00%

0.00*

0.00*

0.00*

0.00*

0.00*

0.00%

0.00%

0.00%

0.00%

99.68%

99.69%

99.70%

99.71%

99.72%

99.72%

99.73%

99.74*

99.74*

99.75*

99.76*

99.76%

99.77*

99.77%

99.77*

99.78%

99.78%

99.79%

99. 79*

99.79%

99.79%

99.80%

99.80%

99.80%

99.80%

99.80%

99.80%

99.80%

99.80%

99.80*

99.80%

99.80%

99.80%

99.80%

99.80%

99.80%

99.80*

99.80*

99.80*

99.80*

99.80%

99.80%

99.80%

99.80%

99.81%

99.81*

99.81*

99.81%

99.81*

99.81%

99.81%

99.81%

99.81%

160

161

162

163

164

165

Nuclide

Ag-107

Be-9

Nb-93

Ga-71

Li 7

Ga-69

R

0.00*

0.00%

0.00*

0.00%

0.00%

0.00*

A

99.81%

99.81%

99.81%

99.81%

99.81%

99.81%

R : Absorption ratio of each nuclide
A: Accumulated absorption ratio
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About 99.8% of the total FP neutron absorption comes from 165 major nuclides as
shown in Table 1. The cross section data for these neutrons are stored in the JENDL-3.2
library. The contributions of other FP nuclides were found to be negligible so the calculation
used only these 165 FP nuclides.

2.2 Computing Group Constants
The lumped group constants for the FP nuclides were generated as follows. The 100

group infinite dilution cross section of each individual FP nuclide was computed with the
NJOY-94 (6) code. The energy group structure is the same as the JSDJ2 set and the scattering
anisotropy is considered up to P3 components of Legendre expansion.

Atomic number densities of the FP nuclides generated from fission nuclides of U,
238U, 239Pu and 241Pu were independently computed by ORIGEN2 as a function of fuel
burn-up. The lumped FP constants were then obtained as shown in equation (1) by averaging
the infinite dilution cross sections with the atomic number densities based on the assumption
that one fission produces one lumped FP.

Lamped FP

Where N^ (B) is the amount of FP nuclide i generated from fissile nuclide x (for
235U, 238U, 239Pu and 241Pu) at the burn-up B, and <7, is the cross section of FP nuclide i. The

burn-up of the JOYO Mk-II driver fuel was assumed to be 10, 40, 63 and 90GWd/t. These FP
group constants were added to the JSDJ2/JFTJ2 (4) set where the neutron self-shielding factor
was set to be unity since the JOYO burn-up value did not affect the neutron self-shielding.

2.3 Verification of FP Constants
To verify the calculated lumped FP

constants, the absorption microscopic cross
section data was compared with the
JFS-3-J3.2 (7) group constants used for the
fast reactor core calculation. The lumped
group constants for FP nuclides produced |
from 239Pu fission reaction at the 40GWd/t S:
burn-up level are shown in Fig. 2. Both |
cross section curves agreed well. There "
exists little difference in The FP group
constants did not vary significantly at four
burn-up levels as shown in Fig. 3.

The macroscopic absorption
cross-section of the fuel materials was
calculated using the RADHEAT-V3 (8>

system.
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N
-

10 10 10 10

Neutron Energy [eV]

10'

Fig.2 Lumped FP Cross-Section from Pu

using
Calculations were done with and without FP. The comparison of the results are

shown in Fig. 4. Some difference was observed in the lower energy region. However, both
results agreed well above lkeV, which is important for analyzing a small fast reactor like
JOYO because the absorption cross-section differed by only about 1 to 3% less than 0.3MeV.
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3. The Effect of FP on Shielding Analysis
3.1 Shielding Calculation Method

In order to evaluate the effect of FP
nuclides on the JOYO shielding analysis,
the neutron flux distribution was calculated
using the DORT (9) two-dimensional
transport code. Table 2 lists the key
elements of the calculation method. The
neutron flux distributions were calculated
in the RZ and XY-R 6 geometry with the
fixed source mode and neutron source
distribution obtained from the JOYO Mk-II
core management code system MAGI(1 \

In the XY-R 6 calculation, neutron
leakage in the axial direction was
considered as a pseudo-absorption to
calculate the neutron flux distribution in the
core center plane. This axial leakage term
was obtained using the gradient of the
neutron flux by the RZ calculation at 2.5
cm above and below the horizontal surface
of the core.

£1.5

s

: |

n ii I A ^

ZZZZ'Z^Z-ZZZzl

U0G«d/t)/(10Gtd/l)
(63G«d/t)/<IOG»d/t)
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•

-

10' 10'
Neutron Energy [eV]

10s

239TFig. 3 Burn-up Dependency of Pu Lumped FP

i \?

• "

without. FP
with FP

\

\ ^ :

HI

(

Fig.4 Macroscopic Absorption Cross-Section of Fuel Material

Table 2 Neutron Flux Calculation Conditions
Transport code
Cross section calculation code
Neutron cross section set
Self shielding factor set

Y -ray production Library

No. of angular quadratures
Order of scattering anisotropy

DORT
RADHEAT-V3
JSDJ2
JFTJ2
Modified New-POPOP4(11)

(including delayed fission Y -ray)
S30
P3

3.2 Effect on Neutron Flux
The comparison of the neutron spectra calculated with and without FP in the core

center is shown in Fig. 5. The neutron flux above lMeV decreases by about 2% when
considering neutron absorption by FP nuclides. The ratio of total and fast (E>0.1MeV)
neutron flux calculated along the core center plane in the RZ geometry with and without FP is
shown in Fig. 6. The total neutron flux decreased by about 1.5% in in-vessel storage rack
region when considering FP, where moderated neutrons would be captured by FP nuclides.
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10' 101 10s

Neutron Energy [eV]

Fig.5 Comparison of Neutron Spectrum
in the JOYO Core Center

— total
fast(>0.1MeV)

Note that at the position furthest away
from the in-vessel spent fuel storage rack,
the total and fast neutron flux decreased
by only 2% when considering FP. ]

>.

4. Conclusion j
The fast reactor shielding t

calculations were improved by including
the group constants of FP nuclides that
were computed based on the JENDL-3.2
library. The effect of FP nuclides on
neutron flux calculations was evaluated in
JOYO, which has a hard neutron spectrum.
It was found that the conventional
calculations that ignored FP
overestimated the neutron flux by about
2%.
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Fusion neutronics benchmark experiments were conducted for a low-activation structural material
(SiC) and three advanced tritium breeding blanket materials (LiA102, Li2TiO3, Li2ZrO3). Neutrons and
secondary gamma-rays were measured in experimental assemblies with impinging D-T neutrons. Valid-
ity of cross section data in recent evaluated nuclear data files were tested by the analyses of the experi-
ment. Serious problems were pointed out in FENDL/E-1.0 for silicon and ENDF/B-VI for zirconium.
As far as JENDL Fusion File, JENDL-3.2 and FENDL/E-2.0 were concerned, no significant problems
were found for the four materials, and these data could be used adequately for fusion reactor designs.

1. Introduction
In recent designs of fusion reactors, use of advanced tritium breeding materials and low-activation

structural materials is indispensable to accomplish technically feasible and attractive fusion reactors.
However, benchmark tests of nuclear data for these materials have not been performed sufficiently be-
cause of lack of benchmark experimental data. To ameliorate this situation, benchmark experiments on
three advanced tritium breeding materials (LiA102, Li2TiO3, Li2ZrO3) and a low-activation structural
material (SiC) were conducted by using the 14-MeV neutron source facility FNS in JAERI. A part of the
experiments for measurements of neutron and gamma-ray spectra leaking from the experimental assem-
blies are reported elsewhere [1-3]. This paper deals with in-situ measurement experiments and results of
benchmark tests with the experimental data for recent evaluated nuclear data files.

2. Experiment and Analysis
Experimental assemblies were produced by piling up sintered blocks in dimensions shown in Fig.

1. Figure 2 shows experimental assembly made of lithium zirconate in a pseudo-cylinder shape of 457
mm in diameter and 577 mm in thickness. D-T neutrons generated by FNS were impinged into the
experimental assembly, and neutrons and gamma-rays were measured at several positions in the assem-
bly. Measured quantities were neutron spectra from 14-MeV down to 0.3 eV, reaction rate distributions,
gamma-ray spectra and gamma-ray heating rates. These quantities are measured frequently in similar
experiments at FNS, and details of the measurements have been described in Ref. [4].

The continuous energy Monte Carlo transport calculation code MCNP-4B [5] was used for experi-
mental analysis. Evaluated nuclear data files tested were JENDL-3.2 [6], JENDL Fusion File [7] (here-
after, JENDL-FF), ENDF/B-VI [8], FENDL/E-1.0 [9] and FENDL/E-2.0 [10]. Cross section data for
some of elements in JENDL Fusion File, and all the data in FENDL/E-1.0 and FENDL/E-2.0 originated
in other data sources as shown in Table 1.
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3. Results and Discussion

3.1. Silicon Carbide (SiC)
Figure 3 compares measured and calculated neutron spectra at a 432 mm depth in the SiC assem-

bly. Results by JENDL-FF and FENDL/E-2.0 agree satisfactory with the experimental data. The FENDL/
E-1.0 calculation gives neutron flux intensity above 10 keV smaller than the measured values. This
reason can be attributed to elastic scattering cross section of silicon at ~ 14-MeV as shown in Fig. 4.
Total cross section in the three data files are close to each other while elastic scattering cross section in
FENDL/E-1.0 at 14-MeV, ~ 0.5 b, is much smaller than the other values, ~ 0.75 b. When a 14-MeV
neutron is scattered elastically, a produced secondary neutron is most likely to penetrate toward deep
inside of the SiC assembly compared with secondary neutrons produced by other nuclear reactions. This
is due to the anisotropic angular distribution of secondary neutrons for the elastic scattering reaction that
is enhanced to forward directions. Hence, when the silicon data in FENDL/E-1.0 are used, the 14-MeV
neutron flux is calculated smaller as penetration thickness increases compared with other two data files.
The experimental results indicate that the elastic scattering cross section in FENDL/E-1.0 is too small.

Another problem is found in the silicon data in FENDL/E-1.0. Neutron fluxes below 1 MeV
calculated with FENDL/E-1.0 near the D-T neutron source are larger than the experimental data. Figure
5 compares double differential neutron emission cross section (DDX) of silicon at 14.1 MeV in the three
data files with the experimental data [11]. There is a strange peak below 1 MeV in the DDX of FENDL/
E-1.0, and this is the reason for the overestimation of neutron fluxes below 1 MeV.

No problem is found in secondary gamma-ray data in all the data files tested.

3.2. Lithium Titanate (Li2TiOs)
Since neutron transport cross section for Li2O has been already validated in previous benchmark

studies [12], benchmarking on Li2TiO3, Li2ZrO3 and L1AIO2 is suitable for testing cross section data for
Ti, Zr and Al, respectively. As for secondary gamma-rays, a problem has been pointed out [3] in oxygen
data in JENDL-3.2 that the most prominent gamma-ray peak at 6.13 MeV produced by 14-McV neutron
interaction with I6O is given much smaller. This affects on calculated results for gamma-rays for the
three blanket materials commonly when the oxygen data in JENDL are used.

Figure 6 compares measured and calculated neutron spectra at a 279 mm depth in the lithium
titanate assembly. All the calculations give nearly the same results, and they agree well with the experi-
mental data. The good agreements arc consistent with results of the leakage neutron spectrum measure-
ment above 50 keV at FNS [1,2]. On the other hand, overestimation of calculated neutron fluxes in an
energy region of 0.1 - 1 MeV by more than 50 % is reported [12] for the OKTAVIAN pulsed sphere
experiment on titanium. The FNS and OKTAVIAN experiments arc inconsistent each other, and there
might be a problem in the OKTAVIAN experiment on titanium if we rely on the FNS experiments.

3.3. Lithium Zirconate (Li2ZrOi)
Neutron spectra at a 177 mm depth in the lithium zirconate assembly measured and calculated are

shown in Fig. 7. Figure 8 shows ratios of calculated to experimental reaction rates (C/E values) for the
9iNb(n,2n)92mNb, "5In(n,n ')"5'"In and :s5U(n,fission) reactions which are mainly sensitive to 14-MeV, 1 -
10 MeV and eV - keV neutrons, respectively. The calculation with ENDF/B-VI overestimates 14-McV
neutron fluxes with penetration depth increases as indicated in the 0]Nb(n,2n)92mNb reaction rate. The
reason is that the elastic scattering cross section at 14 MeV for Zr is given larger in ENDF/B-VI. The
overestimation of the "5In(n,n ')"SmIn reaction rate by ENDF/-VI is attributed to inadequate DDX data at
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14-MeV for Zr. Although slight overestimation of neutron fluxes in an energy range from 0.1 to 10 MeV
is found in the JENDL-FF and FEND/E-2.0 calculations, it is not so significant. These results for MeV
energy neutrons are consistent with the leakage neutron spectrum measurement [1,2].

Although low energy neutron fluxes arc calculated smaller than the experimental values as shown
in Fig. 7 and the 235U(n,fission) reaction rate in Fig. 8, the reason has not been identified.

3.4. Lithium Aluminate (LiAlO2)
Figure 9 compares measured and calculated neutron spectra at a 279 mm depth in the lithium

aluminate assembly. All the calculations give nearly the same results, and they agree almost satisfactory
with the experimental data. The good agreements are consistent with results of the leakage neutron
spectrum measurement [1,2] and the OKTAVIAN pulsed sphere experiment [12].

4. Summary
Fusion neutronics benchmark experiments were conducted for a low-activation structural material

(SiC) and three advanced tritium breeding blanket materials (LiA102, Li2TiO3, Li2ZrO3). As a result of
benchmark tests for cross section data in recent evaluated nuclear data files, serious problems were
pointed out in FENDL/E-1.0 for silicon and ENDF/B-VI for zirconium. As far as JENDL Fusion File,
JENDL-3.2 and FENDL/E-2.0 were concerned, no significant problems were found for the four materi-
als, and these data could be used adequately for fusion reactor designs.
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Table 1 Origin of cross section data for each element in the five evaluated nuclear data files.
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B6
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J-3.2
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B6

J-FF

Li
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J-3.2

B6

B6

B6

0

J-3.2

J-3.2
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J-3.2

Al

J-3.2

J-FF
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J-3.1

J-3.1

Ti

J-3.2

J-FF

B6

J-3.1

J-3.1

Zr

J-3.2

J-FF

B6

BROND

J-FF

J-3.1: JENDL-3.1

B6: ENDF/B-VI

J-3.2: JENDL-3,2

BROND: BROND-2

J-FF: JENDL Fusion File

SiC
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Fig. 1 Specifications for the experimental assemblies (left) and a schematic drawing of the SiC assembly (right).
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Fig. 3 Neutron spectra in the silicon carbide (SiC) assembly measured and calculated with three cross section
files.

3.0

2.5

a 2.0

0) i c

2 1.0
o

0.5

0.0

• • - - - JENDL Fusion File
FENDL/E-1.0
FENDL/E-2.0 (Si-28)

SILICON

Total

fySF^ttz

Elastic

. , . i

10 12 14 16

Neutron Energy [eV]

1 8 2 0

Takahashi+ (87)
JENDL Fusion File
FENDL/E-1.0
FENDL/E-2.0

4 6 8 10 12
Neutron Energy [MeV]

Fig. 4 Total and elastic scattering cross sections of sili-
con in JENDL Fusion File, FENDL/E-1.0 and
FENDL/E-2.0. Data for the main silicon isotope
(Si-28, 92.2 %) are plotted for FENDL/E-2.0
instead of silicon data in natural abundance.

Fig. 5 Double differential neutron emission cross sec-
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A database for transmutation and radioactivity of nuclear materials is required for

selection and design of materials used in various nuclear reactors. The database based on the

FENDL/A-2.0 on the Internet and the additional data collected from several references has

been developed in NRIM site of "Data-Free-Way" on the Internet. Recently, the function

predicted self-shielding effect of materials for y -ray was added to this database.

The user interface for this database has been constructed for retrieval of necessary data

and for graphical presentation of the relation between the energy spectrum of neutron and

neutron capture cross section. It is demonstrated that the possibility of chemical

compositional change and radioactivity in a material caused by nuclear reactions can be easily

retrieved using a browser such as Netscape or Explorer.

1. Introduction

In the data system for nuclear material design and selection used in various reactors,

huge material databases and several kinds of tools for data analysis or simulation code of the

phenomena under irradiation [1] are required. Thus, a database on transmutation for nuclear

materials had been constructed on PC [2]. The database is converted to a system used on

Internet [3-5]. As a database for nuclear material design and selection used in various

reactors are developed in NRIM site of "Data-Free-Way"[5-8]. A database storing the data

on nuclear reaction is needed to calculate the simulation. Using the database, we can retrieve

the data of nuclear reaction for material design on the Internet and understand qualitatively

the behavior of nuclear reaction such as the transmutation or decay. The database is required

for the friendly user-interface for the retrieval of necessary data. In the paper, features and

functions of the developed system are described and especially, examples of the easily

accessible search of nuclear reactions are introduced

2. Outline of the database on transmutation for nuclear materials

2.1 Database system
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In the database of transmutation for nuclear materials, the data of nuclear reaction for
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material design is stored and we can understand qualitatively the behavior of nuclear reaction

such as the transmutation or decay. The database is managed by ORACLE where RDBMS

(relational database management system) is supported on workstation with UNIX OS. As the

RDBMS and WWW were connected, users are able to retrieve necessary data using Netscape

or Explorer as a user-interface through the Internet.

Fig. 1 shows the opening screen of the for transmutation which users are accessed the

database by selecting the term of " Nuclear Reaction Database" for nuclear materials on

transmutation and self-shielding effect of materials for y -ray under neutron irradiation in the

WWW of NRIM site on "Data-Free-Way". Users are able to select various interface for

retrieval and obtain the necessary data. Fig.2 shows the screens to select a desired nuclide

from periodic table. Fig.3 shows the other screens to select a nuclide form chart of the

nuclides

2.2 Data structure

The database consists of five main tables and three supplemental tables. Main tables

are element, isotope, spontaneous decay, transmutation and cross section table. The element

table has the data such as element name, atomic weight and etc. These data are input values

obtained from ordinary periodic table. The data in the isotope table consist of the natural

abundance ratio, half-life data, y -ray or /? -ray energy and maximum permissible

concentration in air (MPC), which are taken from isotope table. The spontaneous decay

table has the data of decay mode and branching ratio. The transmutation table has the data

of transmutation process, produced nuclide and etc. The neutron cross-section table stores the

data with 42-energy group covering from thermal neutron energy to 15MeV.

2.3 Stored data

Various data, which are required for simulation on nuclear reaction, have been collected

from reports as follows;

I. Nuclear data such as neutron cross-section are collected from JAERI's CROSSLIB,

ENDF/B- 6, JENDL-3 and FENDL/A-2.0. The number of cross section for nuclear

reactions which were stored in the database is 3213 in stable nuclides and 5484 in unstable

ones.

II. The data on decay process, y -ray, isotope and element are collected respectively from

a. "Table of Radioactive Isotopes" E. Browne and R. B. Firestone, 1986, LBLU of C,

John Wiley & Sons,

b. "Radiation Data Book", edited by Y. Murakami, H. Danno and A. Kobayashi,

1982, Chijin-Shokan.

c. "Chart of the Nuclides" compiled by Y. Yoshizawa and T. Horiguchi and M.

Yamada, 1996, JNDC and NDC in JAERI.

d. "Elsevier's Periodic Table of the Elements", collected by P. Lof, 1987,

Elsevier.
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3. Self-shielding effects of materials for y -ray

3.1 Stored Data

Various data, which are required for self-shielding effects have been collected from

reports as follows;

Linear Attenuation Coefficient of Materials: Photon Cross-Sections from lkeV to

lOOMeV for Elements, Nuclear Data Tables A7, (1970) 565.

3.2 Calculation Method

Surface dose rate for given nuclear material is calculated for an unstable nuclide by

the following equation.

E ^ l (i)

D: Surface dose rate (Sv/h)

K: constant

C:Conversion factor (Sv/Gy)

B:Buildup factor

IV Gamma-ray energy absorption coefficient of air (m2/kg)

\im: Linear attenuation coefficient of material (m2/kg)

S: Rate of gamma-ray emission (MeV/kg/s)
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Fig.6 An example of screen to retrieved nuclide

data on 196Au formed by nuclear

reaction and neutron energy in Au.
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Shielding Effects of Materials for Gumiira-Rsiy

Gamma-Ray Emission Shielding Material
Chemical Compositions

r

I n > 1 l i t > u f •

Fig.7 An example of screen of calculator for self-shielding effects of materials for 7-ray from Au.

3. Functions and user-interface

3.1 Functions
Fig. 1 shows opening main menu screen of the database. This database has four

retrieval functions of nuclear reaction process, properties of radioactive isotope, spontaneous
decay of each isotope and decay of produced nuclides after nuclear reaction. We can
understand qualitatively the behavior of nuclear reaction such as the transmutation or decay,
the function predicted self-shielding effect of materials for 7 -ray was added to this database.

3.2 User-interface for retrieval data

Fig. 2 and Fig. 3 show screens of the selection of the isotope or the nuclide from the

periodic table and chart of nuclides, respectively. Fig. 4 shows an example of screen to be

retrieved 7Au on nuclear transmutation of 197Au to 1% Au by (n,2n) reaction and decay

process of l% Au by (n,2n) reaction and decay process ofl% Au. Fig. 5 shows screen that by

selecting the desired nuclear reaction in right folder, user is able to know records on a given

transmutation and spontaneous decay in the reaction process. The graph as shown in Fig. 5

appears, if user clicks the graph button in the screen shown Fig. 4 or Fig. 6. The graphs

shows the relation between transmutation cross section and neutron energy spectrum on

various reactions. The high value of the cross section means that the neutron reaction easily

occurs. Fig. 6 shows mass number, the natural abundance ratio, half-life data, to 7 -ray or ft

-ray energy on l96Au formed by 197Au(n,2n)196Au reaction. Moreover, if user clicks the red

button indicated (gamma) in Fig. 4, the screen appears as shown in Fig. 7. In the screen, a

self-shielding effect of materials for 7 -ray formed Au is able to calculate. This new function

was added to nuclear reaction database for nuclear materials.

4. Summary

1) A database on transmutation for nuclear materials with a user-friendly interface was

constructed in WWW server on the Internet. (http://inaba.nrim.go.Jp//Irra/)
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2) The database consists of mainly four tables storing the information of atomic element,

isotope, transmutation and cross section for 42 neutron energy groups.

3) The user interface for this database has been constructed for retrieval of necessary data and

for graphical presentation of the relation between the energy spectrum of neutron and neutron

capture cross section. It is demonstrated that the possibility of chemical compositional

change and radioactivity in a material caused by nuclear reactions can be easily retrieved

using a browser such as Netscape or Explorer.
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We have shown and have developed a new type of nuclear data retrieval system, in which a

nuclear reaction data compilation is applied as an example. To get benefits from recent

computer and network technologies, we adopt the IntelligentPad architecture as a framework

of the present system. We set the future aim of our database system toward the "effective" use of

nuclear reaction data: I. "Re-produce, Re-edit, Re-use", II. "Circulation, Evolution", III. "Knowledge

discovery". We discuss the appropriate concepts, which fit for the above purpose.

1. Introduction

Recently, we have shown and have developed a new type of nuclear data retrieval system,

in which a nuclear reaction data compilation is applied as an example. To get benefits from

recent computer and network technologies, we adopt the IntelligentPad architecture as a

framework of the present system [1]. This software architecture has many useful features for

handling multimedia, media-based system construction, and graphical user interface.

IntelligentPad is not only a specific software package, but also the fundamental environment

architecture to support the effective utilization of computerized resources.

We designed the client-server retrieval system. The server system is constructed on a

relational database, and the client system is constructed on an IntelligentPad software package

[2]. Our system is called CONTIP, which is an abbreviation of "Creative, Cooperative and

Cultural Objects for Nuclear data and Tools" [3]. The current trial system has mainly two

features: i) interactive data visualization and comparison and ii) 2D intuitive data navigation

(Figure 1.). We will develop CONTIP to realize effective utilization of nuclear reaction data: I.

"Re-production, Re-edit, Re-use", II. "Circulation, Coordination and Evolution", III.

"Knowledge discovery".

2. Major concepts for the development

For effective utilization of nuclear data, seamless linkages between measured

experimental data and its application should be important. Considering these linkages, it is
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essential to link accumulation, evaluation and circulation on the same system. Furthermore,

there are interdependences among them: evaluation of accumulated data, circulation of

evaluated data, and re-accumulation evaluated data. Therefore, we should consider

constructing the framework so as to achieve this continuous cycle. In addition, we should

consider integrating the different databases which have different compilation policy or

evaluation policy. Using the integrated database, we can retrieve and utilize the various

resources concerned with nuclear data (Figure 2).

In order to realize the purpose of the above, we consider the three major concepts for the

development, i) Medialization: All utilities are constructed with the synthesis of simple pads.

A retrieved data is also introduced as a data pad. Data browsing, Visualization, Comparison,

etc., are simultaneously available on this system (Figure 3). ii) Access architecture: Once we

have all computational resources on the synthetic media, we should consider to give a so-

called 'field', to navigate and share among users, iii) Unified data description format: For the

effective re-use of precious information of nuclear data, from compilation stage to the end-

user stage, all nuclear data information should be described by something unified description

framework.

Once our knowledge for the nuclear data, which include not only numerical

experimental data but also the background information of the experiment, evaluation policies,

etc., are described by using computational "media" which can be edited by many users and be

shared on the net, it will be a strong basis for our knowledge sharing. It is helpful that users

who are responsible for the nuclear data use such basis.

3. Current development

With the above background and motivation, current development is underway. In this

section, some examples of our development are shown which fit for the above purpose of

nuclear data information.

Nuclear data market framework

i:li~h;n * * • • " > :

' 5 „

Data /
Man .JIIU ill

v
v Diila Dimkel J

Fig.l. A Snapshot of utilities. Fig.2 Nuclear data market framework
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For the extension of the system, e.g.,

use of the other application on the system,

we can do it by introducing the proxy pad,

like Figure 4. In this figure, accession to the

database is achieved by using database

proxy pad.

On the other hand, Gnuplot proxy is

introduced in order to use plotting function

for the retrieved data. By dragging and

dropping to the Gnuplot proxy, numerical

data is transferred to the Gnuplot application,

and graphic pad displays plotting image

which made by the Gnuplot (Figure 5.).

In addition, it is natural that we have

necessity which we should discuss or evaluate some nuclear data for an application via the

network. Once the description of each data is unified among whole users, e.g., we adopt the

basis of pad description for data and tool; each pad can be distributed via the net with holding

the ability of editing. By using PIAZZA technology [4], which gives sharing environment of

the pads via the net, as shown in Figure 6 and 7, it is possible to give so-called "interactive

information sharing field". In the Figure 6, this snapshot is user A's desktop of the system. User A

distributes new data to sharing space via drag and drop operation. On the other hand, as shown in

Figure 7., distributed new data is available for user B via the sharing interface. User B can edit the

formerly distributed data. In this case, user B adds new data, and re-distributes them.

Fig.3. Synthetic description of data and

tools.

Database Proxy

llntlun Jli i

l)it.ibaie j

database J

Fig.4. Database proxy. Introducing proxy pad,

other application can be used.

Fig.5. Data plotting interface. Proxy for

Gnuplot is introduced.
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Fig. 6. Example of the information sharing. Fig.7. This snapshot is user B's desktop. User B

User A distributes new data to sharing can edit and re-distribute the formerly distributed

space via drag and drop operation. data.

4. Summary

We discuss and develop the effective utilities for nuclear data. And actually we consider

the important concepts such as i) Medialization of nuclear data and tools, ii) Access

architecture and iii) Unified data description format. Current IntelligentPad for Windows trial

package is available freely via http://www.pads.or.jp/. We are going to release "mile-stone"

package for nuclear reaction data retrieval system by using above IntelligentPad, which

includes EXFOR data toward the next year.

For the further development, recently, so-called semi-structure description of data likes

HTML is familiar to describe for a publication. For example, XML [5] is a recent

development of such description format, and by using such format; unified description of

nuclear data from author level to end-user level is expected to be available. We will consider

the semi-structure description format of nuclear reaction data.
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Neutron-induced single-event upset (SEU) cross sections for semiconductor memory
devices are calculated by the Burst Generation Rate (BGR) method using LAI 50 data and
QMD calculation in the neutron energy range between 20 MeV and 10 GeV. The calculated
results are compared with the measured SEU cross sections for energies up to 160 MeV, and
the validity of the calculation method and the nuclear data used is verified. The kind of
reaction products and the neutron energy range that have the most effect on SEU are
discussed.

1. Introduction
In recent years, much attention has been paid to cosmic-ray induced soft errors in

semiconductor memory devices used at sea level and in aircrafts as well as in artificial
satellites in space[l]. Cosmic rays at sea level consist of mainly neutrons, protons, pions, and
muons over a wide energy range from MeV to GeV. These energetic cosmic-ray particles
interact with materials used in semiconductor memory devices, and fast heavy ions can be
generated via a nuclear reaction with a silicon nucleus. These ions can give rise to local
charge burst in a micron volume, which results in upset of the memory cell information
quantum that is called "single-event upset (SEU)". This is known as a microscopic picture of
the cosmic-ray induced soft errors. Therefore, quantitative estimation of the soft errors
requires more reliable nuclear reaction data for silicon in the high-energy range and modeling
of charge transport in microelectronics devices.

In the present work, we focus on the soft errors induced by neutrons having about 95%
of the cosmic rays at sea level. Neutron-induced SEU cross sections are calculated by the
Burst Generation Rate (BGR) method[2] using LA150 data[3] and QMD calculation[4] in the
neutron energy range between 20 MeV and 10 GeV. The calculated results are compared with
measured SEU cross sections up to 160 MeV[5], and the kind of reaction products and the
neutron energy range that are crucial to the SEU are also investigated.

2. A Method of calculating SEU cross sections

2.1 Burst Generation Rate (BGR) model
The SEU rate is defined by

SEU r^ = \asl.:u(E,MEn)dEn , (1)

where oSh:v (£,,) is the SEU cross section for a neutron energy, £„, and <p(En) is the neutron
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flux. Using the Burst Generation Rate (BGR) method[2], <jsm! (En) is given by

csi:u(En) = CVBGR(En,Qc), (2)

where C is the charge collection efficiency and V is the sensitive volume per bit. The BGR is
defined as the probability that the charged particles and ions with energy more than a critical
energy Et are emitted in the nuclear reaction, and is given as a function of incident neutron
energy, En and critical charge, Qc which can be converted into Er using the relation £V(MeV) =
22.5 0c(pC).

BGR(En,Qc) = £BGR(En,QC,A,,Z,)

(3)

where iVsi is the number density of silicon atoms, and the index i stands for the kind of
reaction product with mass number At and atomic number Z,. (d2c/dEdQ)^ is the
double-differential production cross section of the reaction product i.

In the previous papers related to the BGR model[2], £^xwas assumed to be the
maximum emission energy of the reaction product i. However, this treatment might
overestimate the BGR when one considers the energy deposit of ions with high energy in a
finite volume. Since the energy deposit in a small volume depends on the linear energy
transfer (LET), we newly introduce an "effective depth d " as a parameter for BGR
calculations. By taking into account the LET, E^ is estimated as the maximum energy of

the reaction product i that deposits energy above ET within the depth d. Note that isotropic
angular distribution is assumed for emission of the reaction products for simplicity.

This naive method does not account for transport of local burst charge in a medium, and
therefore corresponds to the zero-order approximation to charge transport. In the present work,
the product of C and V is treated as a normalization parameter that can be determined so as to
fit experimental aSFU (En) data as mentioned below.

2.2 Input data
LA 150 nuclear data[3] are used for energies from 20 to 150 MeV. For energies above 150

MeV, the JQMD code[4] based on the QMD plus statistical decay model (SDM) is employed
to calculate the energy spectra of reaction products. The default parameters are used in the
JQMD calculations. The total reaction cross section calculated by QMD is normalized to a
systematics given by Niita[6]. Note that light charged-particles (p, d, t, l ie , and a) and those
heavy ions with their atomic numbers less than 5 are not considered in the SEU calculations
because the energy deposit by these particles and ions is very small and their effect on SEU is
negligible.

The SRIM code[7] is used to calculate the LET necessary to estimate the maximum
energy ^ x i nEq . (3 ) .

3. Results and discussions
Figure 1 shows a comparison of calculations with measured data [5] for SRAMs with

256Kb or 1Mb. The measured data are normalized to the data of Cypress. As can be seen in
Fig. 1, the measured SEU cross sections shows a weak dependence on chips and have a similar
energy dependence. The normalization constant CV in Eq.(2) was determined so as to provide
the BGR function calculated with Qc=0.\pC and d=\\im a best fit to the data of Cypress. The

- 328 -



JAERI-Conf 2001-006

solid curve with Qc =0.1 pC and d=\\im shows satisfactory agreement with the measured data.
Use of a finite effective depth d=\\im leads to a decrease in the calculated SEU cross section
with increasing neutron energy, as can be seen from a comparison between the solid curve and
the dotted one.

Calculations of the SEU cross section are extended to incident energies above 150 MeV.
The QMD plus SDM calculation was used to obtain the relevant nuclear reaction data, i.e.,
energy spectra of all emitted heavy nuclei. Before the nuclear data are inputted to calculations
of SEU cross-sections, one should see to what extent the QMD plus SDM calculation can
reproduce experimental differential data. Since there is no experimental data for
neutron-induced reactions on 28Si, we have applied the QMD plus SDM calculation to the
proton-induced reaction on 27A1 at 180 MeV[8] and examined the applicability. Comparisons
of the calculation with experimental data are shown in Figs.2 to 4. The calculated results are
in good agreement with the experimental data to a similar extent to the AMD calculation[9],
except for production of heavy ions with A < 11.

Calculated BGR functions with LA 150 and QMD nuclear data are plotted for energies up
to 10 GeV together with the calculated reaction cross section, oR, in Fig. 5. A discontinuity of
the calculated BGR functions appears at an incident energy of 150 MeV, because the nuclear
data used is altered at this energy. For neutron energies above 100 MeV, the BGR function
calculated with infinite depth G?=QO shows the energy dependence similar to the reaction cross
section that is almost independent of the energy. On the other hand, the BGR function with a
finite effective depth c?=l|xm decreases with an increase in neutron energy. This may be due to
an increase in the average kinetic energy of the reaction products, which leads to reduction of
the energy deposited in the medium because the LET becomes small, hi the energy range less
than 100 MeV, the BGR function decreases as the incident energy decreases, while the
reaction cross section increases. This opposite behavior can be explained from two main
causes. One of them is that major components among the reaction products for lower incident
energies are light ions, such as protons and alpha particles, which provide negligible
contribution to SEU. Furthermore, the energy spectra of residual heavy nuclei are shifted to
the low energy side and the contribution to BGR functions becomes small in a case with
rather large Qc corresponding to high threshold energy Er. This can be seen from Fig.6 that
shows a dependence of Qc on BGR functions in the case of d=l\im. It is found that the
dependence is strong and Qc affects the shape of the BGR functions at low incident energies.

Using the BGR functions given in Fig.6, the incident energy range having the most effect
on the SEU rate has been examined by assuming a neutron flux distribution at sea level given
by IBM group[l]. The resultant integrated SEU rate is plotted as a function of the incident
neutron energy in Fig.7. A major contribution (up to about 90 %) to the SEU rate comes from
neutrons up to 400 MeV for semiconductor memory devices with these Qc values. Therefore,
this means that the relevant nuclear data of silicon with high accuracy are necessary for
reliable estimation of the SER rate, particularly, at energies ranging from 20 to 400 MeV.

Finally, we have investigated the kind of reaction products that influence largely the SEU.
The result is presented for two incident energies, 150 MeV and 1 GeV, in Fig.8. Both the
cases show that production of heavy ions such as Ne, Na, and Mg plays a major role in the
SEU because such ions have large LET.

4. Conclusion
The BGR functions were calculated in the neutron energy range between 20 MeV and 10

GeV using the neutron nuclear data of LA 150 and the QMD calculation by considering the
LET of reaction products. The SEU cross sections obtained using the calculated BGR
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ftinctions reproduced well the energy dependence of the experimental ones up to 160 MeV for
SRAMs with 256Kb or 1Mb by introducing the finite effective depth of as a parameter. The
incident energy range having the most effect on the SEU rate at sea level was found to be 20
to 400 MeV, particularly, for devices with small effective charge Qc. In addition, it was found
that the reaction products that influence the SEU strongly are the heavy ions such as Ne, Na,
and Mg having large LET.

This work is the first step towards establishment of a reliable method of evaluating soft
errors in semiconductor memory devices. From the point of view of the nuclear reaction data,
a new evaluation [10] in JENDL High energy file should be applied to calculations of the
neutron-induced SEU cross sections in order to see a dependence of the nuclear data used. In
addition, calculations of proton and pion induced SEU cross sections will be interesting to see
similarities and differences in effects of neutrons, protons, and pions on the SEU in order to
enhance understandings of the mechanisms of soft errors.
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Fig. 1 Comparison of the calculated SEU cross sections with the measured ones taken from Ref.[5]. Each
measured data is normalized to the data of Cypress.
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Preparation of a liquid nitrogen target for measurement of y-ray in the
14N(n,y)lsN reaction as an intensity standard in energy region

up to 11 MeV
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Department of Nuclear Engineering, Nagoya University.
1 Department of Energy Engineering and Science, Nagoya University.
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For determination of relative y-ray intensities up to 11 MeV in the 14N(n,y)15N

reaction, we have developed a liquid nitrogen (N2) target which contain no hydrogen

(H) to improve the accuracy of y-ray intensities. The ratio of the relative uncertainties

for the liquid nitrogen to that for the melamine (C3H6N6) widely used was improved by

a factor of 2 above 2.2 MeV and a factor of 3 - 6 below 2.2 MeV. It has been shown

that the liquid nitrogen target is useful for reduction of the 2.2 MeV y-ray from the

'H^y) 2H reaction and improvement of statistics.

1 Introduction
The high energy y-rays are important in the fields of prompt neutron capture y-ray

analysis and nuclear spectroscopy of unstable nuclei. To obtain the y-ray intensities

measured with HPGe detectors, the detection efficiencies in energy region up to 10

MeV are needed. Standard radioactive nuclides such as 133Ba, I52Eu, ^Co and 56Co are

used in the energy region below 3.2 MeV, but above 3.2 MeV it is difficult to find

suitable radioactive sources that have reasonably long half-lives. Hence, the capture

y-rays emitted from the 14N(n,y) 15N reaction are used, because of (1) it emits the intense

y-rays which are well spaced in the energy range between 1.7 and 10.8 MeV and (2) the

level scheme is relatively simple. The y-ray intensities in this reaction with accuracy

of 1 - 3% were reported by Kennett et al. ) and Jurney et al. \ But there are some

discrepancies between them, and re-measurement is strongly desired.

Melamine (C3H6N6) has been widely used as a nitrogen target. However, since

hydrogen in melamine has large total cross sections, the large attenuation of neutron
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fluence rate in the target is serious problem. Moreover, intense y-ray emitted from the

'H(n,Y)2H reaction causes increasing of background. In order to resolve these

problems, we tried to develop a target system of liquid nitrogen.

2 Experiments
Experiments were carried out by using thermal neutron beam at KUR E-3 neutron

guide tube. The neutron fluence rate is about 4X10 n/cm s.

The liquid nitrogen target system is shown in Fig. 1. Capture y-rays emitted from
15N were measured with 22% and 38% HPGe detectors that are located at 10 cm from

the target. A target vessel made of polyethylene (2X8X8 cm3, 20 îm thickness) filled

with liquid nitrogen is placed on the neutron beam. It is surrounded by enriched
6LiF-box (10 X 10 X 10 cm3, 0.5 cm thickness) that have a neutron incident window (2

X 10 cm2). The HPGe detectors are shielded with 6LiF-box from scattered neutrons in

the target.

Thermal neutron
Polyethylene

Liquid nitrogen
in polyethylene
vessel

Carbon fiber

Fig. 1 Schematic plane view of a liquid nitrogen target system.

A 5 / reservoir vessel is connected to the target vessel and supplies liquid nitrogen

to target. The reservoir vessel needs to be filled with liquid nitrogen every 10 hours.

A drop-lid divides the reservoir vessel from the target vessel as shown in Fig. 2, and

reduces a leak of scattered neutrons to negligible small.
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5mm

.L i qui d n i trogen
vessel

10cm cube

Liquid nitrogen target vessel

Neut ron beam

Fig.2 A view of XiF-Box and 6LiF drop lid.

The polyethylene foam was used as thermal shield material for suppressing the

accumulation of frost around the target. The counting rate of 2.2 MeV y-ray from 2H

was low, but it gradually increased in 70 hours.

8
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Fig. 3 The peak counting rate of 2.2 MeV y-ray increased
owing to the accumulation of frost around target vessel.
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3 Results and discussion
The liquid nitrogen target system well worked for about 70 hours. The singles

spectra obtained with the melamine and the liquid nitrogen is shown on liner scale in

Fig. 4. The peak counting rate obtained with the liquid nitrogen was 4 times larger

than that of the melamine. In the melamine, 2.2 MeV y-ray emitted from 2H

dominated in the total counting rate. In the liquid nitrogen, the y-ray of 2.2 MeV was

reduced to 1/7. The 1.999 MeV y-ray was clearly observed, which plays an important

role in the determination of y-ray intensities. Moreover, 1.073, 1.988, 2.030, 2.262,

2.293, 3.856 and 8.569 MeV y-rays were also much clearly observed.

30

20

i
"as 10

i

CVJ
cvj

o 14N(n,y)15N
1.6 1.8 2 2.2

Melamine

I i • • i i. < • I I t
Liquid nitrogen 0"

40

30

Q.

z
20

10

0

100 2 4 6 8
Gamma-ray Energy / MeV

Fig. 4 The y-ray spectra of liquid nitrogen (right scale) and melamine (left scale) obtained

with HPGe detector. The partial figure of the energy region below 2.2MeV are inserted

Fig. 5 shows the ratios of the relative uncertainties for melamine to that for liquid

nitrogen. It was improved by a factor of 2 above 2 MeV and a factor of 3 ~ 6 below 2

MeV.
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Gamma-ray Energy / MeV

12

Fig. 5 The ratio of relative uncertainty for melamine to that for liquid nitrogen
was improved by a factor of 2 above 2 MeV and a factor of 3-6 below 2 MeV.

Dotted line means a position of 2.2 MeVy-ray from the iH(n,y)2H reaction.

We tentatively determined the y-ray

intensities by the balance method1 *,

which simultaneously determine the

y-ray intensities and the efficiency

function of the detector by requiring an

intensity balance for each level. The

level scheme that was used in the

balance method is shown in Fig. 6.

The y-rays marked with * are those

clearly observed in this work.

The comparison of our tentative

results obtained from melamine and

liquid nitrogen is shown in Fig. 7. It

is shown that there are up to about 10%

discrepancies between them.

10.833

9.155

9.152

8.313

7.301

7.155

6.324

5.299

5.270

* *

01
3

,

3.8
84
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Fig. 6 The level scheme for N
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Fig. 7 Comparison of y-ray intensities determined by melamine
and liquid nitrogen. Solid line are given for eye guide.

4 Conclusion
We have proposed the liquid nitrogen target for determination of y-ray intensities up

to 11 MeV in the 14N(n,y)15N reaction. It is recognized that the liquid nitrogen target is

very useful for improvement of statistics and reduction of the background from

'H(n,y)2H reaction.

We are planning to measure capture y-ray by using thermal neutron at KUR B-4

neutron guide tube (5 X 107 n/cm2-s). More statistical improvement is expected.
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International Fusion Materials Irradiation Facility (IFMIF) is a proposal of D-Li intense neutron

source to cover all aspects of the fusion materials development in the framework of IEA collaboration. The

new activity has been started to qualifying the important technical issues called Key Element technology

Phase since 2000. Although the neutron spectrum can be adjusted by changing the incident beam energy, it

is favorable to be carried out many irradiation tasks at the same time under the unique beam condition. For

designing the tailored neutron spectrum, neutron nuclear data for the moderator-reflector materials up to 50

MeV are required. The data for estimating the induced radioactivity is also required to keep the radiation

level low enough at maintenance time. The candidate materials and the required accuracy of nuclear data

are summarized.

1. Introduction

The development of the fusion reactor materials is one of the most important issues for realizing the

fusion power as an energy source. The neutron irradiation tests of the candidate materials are the ultimate

and unavoidable steps to obtain the enough qualification and licensing. The IFMIF activity has been carried

out for these six years under the framework of IEA international collaboration to construct the intense

neutron source for fusion materials irradiation tests. The conceptual design was performed through

1995-1999, which consisted of CDA (Conceptual Design Activity) and CDE (Conceptual Design

Evaluation) phases and was completed by a cost reduced design and a facility deployment in three stages

(50mA/125mA/250mA for beam current) to contribute to the corresponding stages of the fusion power

development [1-3]. After the conceptual design study it is recognized that the several essential technology

needs to be verified in a separated activity prior to the engineering test phase by using a prototype system.

These key technologies, such as high current and stable beam injector operation, steady and safe Li loop

behavior, etc., should be investigated in three-years KEP (Key Element technology verification Phase), so

that the proper decision of the next phase, EVP (Engineering Validation Phase), can be made. The updated

schedule of IFMIF program is shown in Fig. 1 along with the relation to the DEMO (demonstration reactor

for power generation) and ITER (International Thermonuclear Experimental Reactor) schedules.
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Fig. 1 Staged deployment of IFMIF and relation to DEMO/ITER.

Medium-Flux
Low-Flux VerV Low-Flux

Ki'ijlun

Design Construction Operation As shown in Fig.2, IFMIF is based on the
K

D-Li neutron source using a high-current

deuteron accelerator and a high-speed

lithium jet stream target with a free

surface on the vacuum side to satisfy the

performance requirements (>20dpa for

500cm3, see Table 1 in details). The

limited irradiation volume is effectively

utilized by using a small specimen test

technology. The main reaction channels

producing the neutrons are the stripping

and break up processes having the

continuous energy spectrum with a broad

peak around the half of incident particle

energy in the forward direction, which

can be adjusted to the desired energy

region suitable for simulating the neutron

induced effects in the specific materials.

Such a tuning method is powerful to

simulate the neutron fields of the various

materials at the different locations, like
Fig.2 Principle of D-Li neutron source for materials irradiation. first w a , , m a t e r i a l S ; t r i t i u m b r e e d i n g

materials or ceramics insulator. The idea of simultaneous irradiation with multiple purposes using a

spectrum tailoring method is recently stressed for saving the extra time necessary for the experimental

arrangement between the irradiation campaigns [4]. The method employs a small block of spectrum

converter (moderator/ reflector/ multiplier) to compromise the intensity and spectrum at the test assemblies

in the medium-flux regions. It reduces some part of irradiation volume by sharing the space for the test

species and the spectrum converter blocks, so that it is essential to optimize the size and position of the

converter to maintain both the neutron flux and the irradiation volume. The present report overviews the

possible schemes of spectrum tailoring in IFMIF and the required nuclear data for designing them.

Free Surface rn
Liquid Li

—-Deuteron Beam-

0 + 7Li-" n + p + 7Li
0 •«• rLi-» 2n + 7Se

D + 7Li-* n + p + T

Micjii-l-lu.:

: I

o
3

Table 1. Requirements of IFMIF neutron field

Accumulated damage

Irradiation volume

Spatial gradient of neutron flux

Overall machine availability

100~200 dpa (displacement per atom)

>500 cm3 with 10l4n/s cm2

<10%/cm

70%
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SLOWER

NEUTRONS

2. Possibility of Spectrum Tailoring

A generic scheme of the arrangement of spectrum converters is shown in Fig. 3, where the test area of

the most intense neutron field is almost unchanged and the converter blocks are placed around the area

behind to approximate the desired neutron field. The distance between the neutron source and the test cell

wall is 1.5 m, however all test assemblies are packed together within 0.5 m from the neutron SQUTCC to

achieve the required flux levels. The typical size of converter block would be 5 x 5 x 1 cm3, made from H,

D, Be, O, C, Pb, Bi, U, and other container material elements. The block is necessary to be durable for

neutron damage and temperature condition during the irradiation tests. It is also desirable not to produce an

excessive radioactivity and decay heat for easy handling after the irradiation tests. The high-energy

neutrons are produced in the forward cone of half angle, ~30deg, so that it is effective to place the

moderator and multiplier blocks before the spectrum tailored test region. The scattered off neutrons should

be reflected back to the test region using the surrounding reflector blocks. If the slower neutron component

is desired, the moderator/reflector can

be placed behind the test region. The

best combination of such converter and

reflector blocks in a limited space is a

principal design issue to make this

method useful.

In Fig.4, an example of tailoring is

presented to indicate the effectiveness

of small piece of spectrum converter.

Two Be blocks of 3 cm thick are placed

before and after the medium flux test

region where tritium breeding materials

are tested. The original spectrum is

mainly modified through the neutron

transmission and forward emission by

the block close to the target, and the

similarity to the fusion reactor spectrum

is improved. The lowest energy part can

be tailored by using the side reflector

blocks as indicated by the calculation

including the effect of test cell walls.

The drawback of this tailoring method

10s 10-5 10-4 10-3 1(r2 101 1 10 1C2
 i s ^ reduction of the volume-flux

Neutron Energy (Me V)
„. . „ . c . < t j - a • product in the test region, ~50%, so that
Fig. 4. Comparison or neutron spectra at medium-flux region r

•A. i •*. * n ui i a. u- u c\ • rn c r/n\ the best combination of the irradiation
with/without a Be block after high-flux region (Ret. [4J).

\
Put together Produced neutron cone ®n ~n, , c-n s

as close as possible n a l f a n 9 l e ~ 30deg

Fig. 3. Schematic configuration of spectrum tailoring in IFMIF

— . _ - . — . . Transmission Part- f(En)erZrem(En)d
_ . — - Forward emission-ffEWZremfEWj
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test plans for the flux sensitive and spectrum sensitive properties is important. It is helpful to minimize the

occupied space if the extremely high density materials can be available for the converter blocks.

3. Nuclear Data Needs

There are two categories to consider the nuclear data needs for the spectrum tailoring: (1) data for

neutron transport calculation in the test cell including the test assemblies and converter blocks, and (2) data

for nuclear heating and activation calculation in the converter blocks. The issues specific to the IFMIF are

the neutron induced reaction data up to 50 MeV and the double differential neutron yield from source

reaction. The latter is a basic information for planning every irradiation experiments and the relative

accuracy within 10% is required to satisfy the uniformity of neutron flux in the test assemblies.

(1) Neutron Transport Calculation

The Neutron DDX (especially at low energy and larger scattering angles) data are primarily requested to

perform the design of spectrum tailoring. The neutron production reaction processes, e.g. (n,2n), (n,3n) and

(n,Xn) where X is a charged particle, are important in the considered energy range.

(2) Nuclear Heating Calculation

The photon production and the charged particle production processes are important.

(3) Activation Calculation

The long-lived radioactive residual production process is important. It is necessary to pay much attention

to the sequential multi-step reaction process because of the production of the various charged particles and

neutrons in the materials.

The above data are generally required also to investigate the other neutronics problems in IFMIF,

however the items in (1) are relatively specific to this issue and the present status is overviewed in table 2.

Due to the lack of enough experimental data for each nuclear process, a systematical understanding of die

partial DDX information becomes important. The integrity of the nuclear process like energy and particle

balance is hard to maintain if only the inclusive DDX data are available. The theoretical calculation support

for the systematic analyses is inevitable to reduce the modeling parameters. The continued systematical

measurements by using 14 MeV (and other neutron source) facilities are highly appreciated to confirm the

theoretical approach.

Table 2. Present status of some neutron production reaction channels up to 50 MeV.

Reaction Type

(n,2n)

(n,3n)

(n,pn)

(n,ocn)

Status

Generally good situation except for Be, candidate of multiplier material.

Generally worse. Heavily relied on model calculations.

Experimental consistency check is recommended.

Situation is better. Systematic measurement to separate (n,d) process is lacked.

Comparatively worse. No systematic study is found.

The "systematics" at the referenced energy (e.g. 14 MeV) may be valuable for practical use, however
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they contain less physical meaning and it is preferred to apply the following channel excitation approach.

• Analysis of reaction channel branching as a function of excitation energy is fruitful generally.

• Trend of channel branch excitation is dominantly ruled by particle transmission in exit channel and level

density form. The compoud nuclear process dominancy is assumed..

• Absolute cross sections of these partial channels are normalized to global trend of non-elastic cross

section, which is essentially the size of effective interaction area seen by entering neutron. The optical

model calculation is precise, however perspective view is lost easily in the complex process. The simpler

approach like Diffraction model (Ramsauer model) is one of the solution.

• Charged particle production near threshold is strongly affected by Coulomb field and "preformed" particle

density in the compound nucleus. The latter is generally treated using asymmetry factor, (N-Z)/A.

• Relative DDX data are composed of the phase space factor and the nuclear state factor expressing the

contribution of direct and pre-equilibrium process.

The accuracy of cross sections is required to be within 10% for integrated data and 20-40% for the DDX

data.

4. Conclusion

The IFMIF project is stepped forward to Key Element Technology Phase in 2000 and a development

and design refinement will be carried out for three years. One of the important issues of IFMIF neutronics

is achievement of both the high flux/large irradiation volume and the spectrum matching for many purposes.

This requires spectrum tailoring and the neutron production DDX up to 50 MeV are required to design the

spectrum in a specified region. It is recommended to keep the efforts to measure the experimental data and

acquire the precise nuclear response in a systematical way, to achieve the designed neutron field.
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