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Abstract 

In 2013 the Nuclear Data Section of IAEA has initiated a Coordinated Research Project (CRP) with 

the main goal of reviewing and recommending primary damage response functions for neutron and 

ion irradiations of crystalline materials.  The output of this CRP has to be a database of recommended 

damage cross sections for selected materials with corresponding documentation, which will serve the 

needs of the fission, fusion and accelerator communities.  The second Research Coordination Meeting 

(RCM-2) was held 29 June to 2 July 2015 at the IAEA Headquarters in Vienna. This Summary Report 

documents the individual contributions, summarises the results and progress achieved since RCM-1, 

lists the joint decisions and actions adopted for the further research.  
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I. Introduction 
 

Objectives and outcomes of the Coordinated Research Project 

The Nuclear Data Section of the IAEA, in accordance with the recommendation of the International 

Nuclear Data Committee (INDC) meeting held in May 2012 [1] and the dedicated Technical Meeting 

“Primary Radiation Damage Cross Sections” held in October 2012 [2], has initiated a Coordinated 

Research Project F44003 for period from 2013 through 2017 (as currently planned).  

The overall and specific technical information is available on the CRP web-page, maintained by NDS 

of IAEA: https://www-nds.iaea.org/CRPdpa/.  

The first Research Coordination Meeting (RCM-1) was held 4 to 8 November 2013.  The background, 

purpose, and objectives of the CRP were intensively discussed there and summarised in the RCM-1 

Report INDC(NDS)-0648  [3]. 

The main CRP outputs are expected to be the damage response functions such as: NRT-, arc- 

(athermal recombination-corrected) atom displacement (dpa), atom replacement (rpa) and gas 

production cross sections including their uncertainties as numerical databases. The CRP final 

document will describe the database and the results of research.  

We emphasize that the arc-dpa and rpa equations are not intended to replace the NRT-dpa, 

which is still valid as a convenient energy deposition unit and is useful for applications such as 

comparing different kinds of irradiations. Rather, they are an alternative if one wishes to have a 

somewhat more accurate estimate of the actual damage production or number of replaced 

(mixed) atoms.  

However the arc-dpa concept has certain advantages in comparison with NRT since it captures 

additional physical phenomena occurring during the characteristic time 0.1 - 1 ns, when recoils 

cascades evolve and relax: 

- the PKA cascade morphology and hence the damage energy eventually delivered to the lattice atoms 

are fully and exactly simulated, that means exact accounting for the incident neutron spectrum and 

correct inter-comparison of the different facilities on the basis of the accumulated dpa-fluence;  

- allows empirical validation against frozen defects at cryogenic temperature (whereas NRT is an 

unobservable quantity); 

- accounts for the ambient temperature and damage production rate during hot cascade phase; 

- becomes more feasible parameter for comparison of damage induced by neutrons and charged 

particles or ions.  

 

The second Research Coordination Meeting (RCM-2) 

The second RCM of the IAEA CRP on “Primary Radiation Damage Cross Sections” was held at 

IAEA Headquarters, Vienna, Austria from 29 June to 2 July 2015.  The following holders of the CRP 

Research Agreements or their representatives have attended this meeting: M.R. Gilbert, 

L.R. Greenwood, P. Griffin, P. Helgesson, Y. Iwamoto, A. Kahler, V. Khryachkov, A. Konobeev, 

A. Koning, J. Kwon, N. Lazarev, L. Luneville, F. Mota, K. Nordlund, D. Simeone, H. Sjöstrand, J.-

C. Sublet, R.E. Stoller, D. Terentyev and C. Woo.  M. Caturla could not attend.  O. Cabellos cancelled 

his CRP Agreement because of joining the NEA Data Bank of OECD in Paris.  J.-P. Crocombette and 

D. Leichtle took part as observers.  The Nuclear Data Section of IAEA was represented by 

S.P. Simakov (Project Scientific Officer), R. Capote, N. Otuka, V. Semkova and A. Trkov. 

The Meeting was opened by R. Capote, Deputy Section Head of the IAEA Nuclear Data Section, who 

welcomed the participants and underlined the importance of this CRP for establishing well defined 

nuclear data as a baseline for the analysis of radiation damage in the materials. 

https://www-nds.iaea.org/CRPdpa/
https://www-nds.iaea.org/publications/indc/indc-nds-0648.pdf
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A. Oechs, who was responsible for the Meeting preparation issues, made several announcements.  

It was followed by the self-introduction of participants. 

The participants have elected R.E. Stoller as the Chairman and L.R. Greenwood as the Rapporteur of 

this Meeting and approved its Agenda (Appendix I).  

The list of participants and their affiliations are summarized in Appendix II. 

The current administrative and main technical issues of CRP, the objectives and goals of the Meeting 

were outlined by S.P. Simakov.  

During this Meeting participants made more than twenty technical presentations (which are available 

on the CRP/RCM-2 web page) in which they reported the results of researches carried out and the 

scope of work they plan to do in the context of this CRP.  

The overview of the project evolution and results achieved are summarised in Section II. The set of 

consolidated recommendations for the further actions as a result of held discussions are outlined in 

Section III.  

The individual summaries of the CRP participants’ presentations and work foreseen in the frame of 

CRP are collected in Section IV. 

The Nuclear Data Section acknowledged all participants for their cooperation and contributions 

to the Meeting.  

 

II. Evolution of CRP since RCM-1 
 

This section summarises the progress achieved and trends identified in the frame of this CRP from the 

RCM-1 (the bold font highlights the key physical quantities, italic font stresses the main findings or 

opened issues). 

Nuclear data for Radiation Damage  

The energy spectra of the Primary Knocked-out Atoms (PKA) are the starting point for the 

consequent damage energy and displacement cross sections calculations. However, as several 

participants (A. Konobeev and U. Fischer, Y. Iwamoto et al., P. Griffin, J.-Ch. Sublet and M.R. 

Gilbert, F. Mota et al., see their Summaries in Section IV) have shown, the PKA spectra derived from 

the main evaluated neutron cross section libraries ENDF/B-VII.1 [4], JENDL-4 [5], JEFF-3.2 [6], 

TENDL-2014 [7] are different. The notable deviations among them were observed already at neutron 

energies of a few MeV, and essentially increase at 14 MeV and higher energies, where multiple 

particle emission reactions such as (n,2n) open.  

The recommendation of the most reliable calculation models and selection of representative (to serve 

as a reference) evaluated files of PKA spectra remain the primary task of this CRP.  

The kinematic energy deposition in materials (KERMA factors) calculated from the PKA spectra 

using various evaluations consequently also disagree (up to factor of 2). Moreover the calculated 

KERMA do not always agree with the existing experimental data. Even for Iron, the calculated 

KERMA systematically underestimates the known measurements. It is worthwhile to note that no 

measurements were carried out so far below a neutron energy of 5 MeV, where, for example at 

thermal energies, KERMA calculated from different libraries can differ by factor of 10.  

It was found that the majority of published experimental KERMA data are missed in EXFOR.  NDS 

has performed systematic search of published results and has initiated the compilation of missing data 

in EXFOR (https://www-nds.iaea.org/CRPdpa/DataMissed.pdf ). 

It is impossible to measure the initial number of atoms knocked out by incident neutrons as predicted 

by the NRT-dpa cross section. However, the number of Frenkel pairs surviving after cascade relaxation 

https://www-nds.iaea.org/CRPdpa/RCM2_Presentations.htm
https://www-nds.iaea.org/CRPdpa/DataMissed.pdf
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can be estimated based on electrical resistivity measurements, if the sample is irradiated and 

maintained at cryogenic temperature to immobilize defects prior to the measurements. This 

information can be used to experimentally calibrate the arc-dpa cross section.  

In the frame of this CRP, Y. Iwamoto and co-workers carried out the new measurement of the 

electrical resistivity increase in Cu at 12
o
K by 125 MeV protons and derived arc-dpa [8].  

However, the conversion to the arc-dpa cross section requires the knowledge of resistivity change per 

Frenkel-pair which currently is only known within an uncertainty of 50%. What information could be 

used to reduce this uncertainty?  

Status of gas production cross sections. For Iron, the main structural element, the set of 

representative independent measurements covers the neutron energy range from 5 to 120 MeV. The 

comparison of evaluated and experimental data has shown reasonable agreement in the case of DXS 

[9] and ENDF/B-VII.1 libraries, whereas other nuclear data evaluations, e.g. TENDL-2014, essentially 

underestimates the measurements in whole energy range, and whereas JENDL-4 has issues above 

20 MeV. For other elements and isotopes of our interest (Cr, Cu, Zr, W, Ti, Al, V, Si, C …) 

experimental data are still scarce and the corresponding evaluated cross sections essentially differ. 

In the frame of this CRP the new measurements of the (n,α) cross sections for Cr isotopes were 

performed by IPPE, Obninsk (see V. Khryachkov et al., Section IV).  

The systematic evaluation of gas production cross sections for structural elements has been carried out 

by KIT, Karlsruhe, basing on the modern modelling and available experimental data [10 - 13]. The 

latest evaluated data for neutron and proton induced gas production reactions on Ti and W up to 3 

GeV [12] were included in DXS this year.  

The two-step neutron reactions sequence 
58

Ni(n,γ)
59

Ni(n,α)
56

Fe notably contributes to both the He 

production and the damage energy in Ni-bearing steels exposed to a thermal neutron spectrum.  

P. Helgesson with co-workers has performed a preliminary evaluation of the 
59

Ni(n,α)
56

Fe and 
59

Ni(n,p)
58

Co cross sections (see Section IV).  

The measurements and evaluations of the cross sections for gas-production reactions including 

uncertainties for the abovementioned materials remain an actual task of this CRP. 

Presently the evaluated nuclear reaction data relevant to the radiation damage have no 

uncertainties or energy-energy correlation matrices whereas many other evaluated quantities do 

have quantified uncertainties in modern cross section libraries. The first attempts in this direction were 

done in the frame of this CRP.  

P. Griffin et al. (see Section IV) performed inter-comparative analysis of uncertainties for 
28

Si using (i) 

the cross section covariances data available for the basic reaction channels in the evaluated libraries 

(MF 33) and (ii) a Total Monte Carlo (TMC) analysis [14] which allows the non-linear uncertainty 

propagation from the model-based variation in the TALYS cross sections into the kerma and 

displacement components. He also addressed to the impact of the "model defects" (the different 

approaches to generate the Si ions damage partition function) on displacement uncertainties.  

P. Helgesson and co-workers [15] have also used the TMC method to assess uncertainty for various n 

+ 
59

Ni reaction channels including He and H production in the new cross section evaluation. The 

specific point was that they weighted random nuclear data files with likelihood function computed 

from comparison with experimental data and covariance matrices generated from EXFOR. 

Elaboration and implementation of approaches to propagate the uncertainties of nuclear reaction 

cross sections and recoil energy delivered to atoms to the damage and gas production cross sections 

has to be continued.  

Processing of evaluated data. Most of CRP participants use the code NJOY-2012 (or previous 

versions) [16] to compute damage energy and gas production cross sections from the evaluated files 

recorded in the ENDF-6 format. Actual status of data processing by NJOY was reported by A.C. 
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Kahler (see Section IV). Several drawbacks were found by CRP participants and reported to him. As 

examples:  

 the number of “particle pairs” used in the LRF = 7 format is limited to 11;  

 module GROUPR fails to process the output tape from MIXR (new update patch for NJOY-2012 

will resolve this);  

 definition of Damage energy in HEATR is inconsistent with the NRT equation for dpa cross 

section that is well notable for the recoil energies just above the lattice threshold (it was firstly 

pointed out by P. Griffin, for illustration see: https://www-nds.iaea.org/CRPdpa/NJOY-

dpa_vs_ASTM693.pdf);  

 a distinction needs to be made in the treatment of the displacement threshold energy when one 

computes the non-ionizing kerma and the dpa.   

To remove bugs and avoid incorrect use of NJOY, the sample inputs decks for the evaluated nuclear 

data processing have to be collected and made available to community inspection on the CRP web-

page https://www-nds.iaea.org/CRPdpa/. Several sample input files are already there and participants 

are invited to use them, propose corrections or new input decks when necessary. 

It is necessary to note that several participants of CRP have developed their own codes:  

 DART - to calculate PKA spectra using ENDF/B-VI or -VII and to simulate dpa cross sections in 

pure and compound materials (L. Luneville et al. [17], also in Section IV);   

 SPECTRA-PKA - to take group-wise recoil matrices generated directly from NJOY 

(M.R. Gilbert et al. [18], Section IV);  

 RASG - to generate PKA spectra from evaluated cross sections file in ENDF/B-6 format 

(J. Kwon et al., Section IV).  

These codes also collapse the PKA spectra with user defined neutron-irradiation spectra. 

 

Materials simulation data, Damage databases and Applications 

The Primary radiation damage group of the OECD Nuclear Energy Agency has finalized and 

published its report [19]. It reviewed the current understanding of primary radiation damage from 

neutrons, ions and electrons with emphasis on the range of validity and shortcomings of the dpa 

concept in all main classes of materials (except organic ones).  The report introduced the “athermal 

recombination-corrected dpa” (arc-dpa) as well as a “replacements-per-atom” (rpa) equations 
that account in a relatively simple functional form well-known issue that the NRT-dpa overestimates 

primary damage production and the actual atom relocations (ion beam mixing) in metals under 

energetic displacement cascade conditions.  

The OECD report has delivered the recommended defect surviving function parameters for arc- 

and rpa- equations for Fe, Nd, Pd and Pt, which were fitted to the selected MD simulation results 

with feasible interatomic potentials.  

The CRP participants have performed and continue the MD and BCA calculations of the in-cascade 

primary defects for Fe (M. Caturla et al., C. Ortiz et al.), W and Au (K. Nordlund), SiO2 and Al2O3 

(F. Mota, C.J. Ortiz, R. Vila), Ni3Al and UO2 (L. Luneville, J.P. Crocombette, D. Simeone) - see their 

Summaries in Section IV. 

However for several crystalline materials (mono and especially multi-elemental: Cu, Zr, Ni, Al, Si, …) 

the available MD and BCA simulation results for the number of surviving defects are not sufficient 

(the overview of relevant published data are collected in this summary which helps to judge about the 

actual status).  

To cover the typical PKA energy range in the nuclear facilities of interest the MD data are needed, 

e.g. in the case of Fe: up to 0.7 MeV (Fission Reactors), 1.0 MeV (Fusion), 3.8 MeV (IFMIF), 

140 MeV (Spallation). Just extrapolation of efficiency minimum value 0.2-0.3 to the higher energies 

could be wrong since the investigation at highest PKA energies has shown that damage production 

efficiency again increases for some interatomic potentials [20]. 

https://www-nds.iaea.org/CRPdpa/NJOY-dpa_vs_ASTM693.pdf
https://www-nds.iaea.org/CRPdpa/NJOY-dpa_vs_ASTM693.pdf
https://www-nds.iaea.org/CRPdpa/
https://www-nds.iaea.org/CRPdpa/Efficiency.pdf
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To simulate collision cascades generated by high-energy PKAs, C.J. Ortiz and P.G. Müller have 

developed a combined BCA-MD approach. In this model, the first stages of cascades are simulated 

using the BCA, which is more efficient than MD. When the energy of displaced SIAs drops below a 

certain threshold (e.g., 0.25 keV for Fe), the information from BCA is passed to MD, which simulates 

the last stages of cascade (see Section IV). 

The results of the MD and BCA simulations for survived primary defects (total and cluster 

distributions) are expected from materials experts of this CRP. The fitted damage production 

efficiency as a function of PKA energy will then be included in the nuclear cross section data. 

Quite recently the defect surviving functions were evaluated for austenitic SS-316 and ferritic-

martensitic Eurofer steels (A. Konobeev, U. Fischer et al. [21, 22]) and were included in the DXS 

database. 

The arc-dpa cross sections for the ionic ceramic breeder materials Li2O, for Li2TiO3 and Li4SiO4 

with different 
6
Li enrichments and at several ambient temperatures were calculated by D. Leichtle, 

who made these data available in the tabular form for CRP: https://www-

nds.iaea.org/CRPdpa/Li_ceramics/ (see there additionally the short description and references). 

On other hand the arc-dpa concept does not work for all crystalline or ordered materials. L. Luneville, 

J.P. Crocombette and D. Simeone have shown that this formula appears cannot be expected to work in 

concentrated ordered alloys such as Ni3Al and UO2 (in Section IV). 

Damage accumulation depends on the radiation rate and accumulated fluence which results in 

the additional annealing of primary defects due to the spatial and temporal overlapping of the multiple 

cascades. In frame of this CRP this effect is studied by R.E. Stoller, K. Nordlund, C. Woo and others 

(see Section IV and [19]).  

Being neglected in the NRT displacement model, it would be interesting to express the high-fluence 

effect numerically and use it as a supplementary parameter to the arc-dpa cross sections for 

specification of radiation conditions.  

The atom replacements in collision cascade is another physical quantity describing the primary state 

of damage and accounts for the radiation-induced atom mixing [19]. The corresponding number of 

replacements-per-atom (rpa) is calculable by MD or BCA models and it is also experimentally 

measurable through the ion beam mixing at cryogenic temperatures. The rpa-correction factors for 

NRT model have been already evaluated for Ni, Pd and Pt and will be expanded for other materials 

(K. Nordlund et al., Section IV). 

The clustering of defects remained after cascade cooling can significantly change the character 

of radiation damage accumulation, e.g. swelling. While the total amount of surviving Frenkel pairs 

are found to be similar in fcc, bcc and hcp metals, the size distributions of clusters essentially depend 

on the lattice type as it was shown for hcp-bcc phase in Zr at 1100 K (N. Lazarev et al., see [23] and 

Section IV). 

The database on primary damage effects was extended for metal alloys Fe-Cu, Fe-Ni, Fe-Mn and 

Fe-Cu-Ni-Mn, which are relevant to the Reactor Pressure Vessels (PRV) steels (see D. Terentyev in 

Section IV). Particular focus was given to the impact of Mn, Ni and Cu solutes in the Fe matrix. The 

analysis of the results has shown that the addition of solutes in all explored configurations did not 

result in any significant change of the number of surviving defects over the whole range of the studied 

PKA energy as compared to pure Fe. On other hand, the fraction of clusterized vacancies and SIAs 

statistically increases in the matrix containing the dislocation loops of solutes. 

The completion of a database on primary damage states in crystalline mono- and multi-elemental 

materials relevant for application in fusion and fission is expected. The damage has to be 

characterized by the total number of surviving Frenkel pairs and the size and density distribution of 

the defect clusters. 

The demonstration of performance of primary damage as a scaling factor will be done by calculations 

of arc-, rpa-dpa, defect clustering, total fluence or accumulation rate in the nuclear facilities where 

https://www-nds.iaea.org/CRPdpa/Li_ceramics/
https://www-nds.iaea.org/CRPdpa/Li_ceramics/
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the microstructural material changes (stress yield, swelling, …) were measured and shown to be a 

function of NRT dpa (see, e.g.  L.R. Greenwood,  Section IV). 

Most of such neutron spectra were already collected and sent to the CRP participants for exercises.  

The energy distributions of primary knock-on-atoms for many elements were calculated under DEMO 

first wall conditions using the FISPACT-II code and TENDL-20014 library. The data in graphical and 

tabular forms are presented in the CCFE Report available on-line [24]. 

The SRIM code [25] was considered so far as a standard tool for the assessment of numbers of 

atoms displaced by protons and ions. Its particularities and recipes for practical usage were 

summarised elsewhere [19,26].  Based on this, B. Marcinkevicius and S. Simakov (see Section IV) 

compared proton induced NRT displacement cross sections derived from SRIM with the same 

quantity from DXS.  An agreement for proton energies between 1 and 10 MeV was observed. 

However SRIM overestimates the DXS by 30% at lower energies and increasingly underestimates the 

DXS above 15 MeV, where SRIM ignores the contribution of non-elastic reactions.  

The usage of the SRIM code for calculation of defect production efficiencies by ions in metals was 

recently demonstrated by A. Konobeev https://www-nds.iaea.org/CRPdpa/SRIM_MD.pdf .  

  

https://www-nds.iaea.org/CRPdpa/SRIM_MD.pdf
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III. Recommendations of RCM-2 (List of Actions) 

 

After discussions, the participants of RCM-2 came up with following recommendations for 

implementation during next period until RCM-3: 

1.  Include in the neutron data the different damage functions (primary defects surviving, atoms 

replacing functions etc.). The arc-dpa, as was already shown, may just be a factor of 3 or so lower 

than NRT-dpa.  Check whether they may be used for data correlations in a similar fashion as the 

NRT-dpa (but be careful what we say in Introduction about their use in applications as a potential 

scaling parameter). 

It is of primary importance to include arc-dpa and RPA in the neutron data for Fe, W and other 

elements for which there are experimental data on radiation induced changes in materials.   

2.  Compare the results for different neutron spectra at various nuclear facilities collected within the 

framework of this CRP.  

For this collection, include numerical data for selected neutron spectra and spectral averages 

quantities. We need data for swelling or other properties in various irradiation facilities to compare 

versus dpa and other functions.  If no data exits, we can compare ratios of damage rates.   

Include material testing and power reactors HFIR, FFTF, BOR-60, LWR 1/4T, BR-2, fusion ITER, 

IFMIF, and spallation (ESS, SNS, SINQ) as well as 1 MeV protons and 5 MeV Fe ion irradiations.   

Include material compounds such as SiC, UO2, Li2O, Fe-0.10Cr, Al2O3, and SiO2. Generate the 

PKA spectra and calculate damage functions using different codes and approaches (NJOY, DART 

…).   

3.  Recommendations for displacement thresholds for materials including those in the Standard 

Practice for Neutron Radiation Damage Simulation by Charged-Particle Irradiation (ASTM 521) 

[27].   

4.  Collect ab-initio MD simulation data and relevant experimental data for validation. 

3.  Need to include experimental total and differential nuclear cross sections for gas production.  List 

of data needed should include (also for the separated isotopes):  Fe, Cr, Ni, W, Pb, C, Y, O, U 

(main structural or fuel elements), Ca (medical applications).  The energy range from thermal 

(especially for elements/isotopes with positive Q-value for (n,α) reactions, e.g. Ni, Pb, Ca) up to 

several GeV.   

Make a request for new experimental data and specify the deficiencies in the main evaluated 

libraries (All, S. Simakov and A. Konobeyev). 

4.  We need to improve the accuracy and consistency of PKA spectra, including recoils from the 

neutron absorption reactions.  Differences are seen currently between different evaluations. We 

need to try to establish the most reliable data, and this would be recommended by CRP, and 

provide a quantitative uncertainty estimate.   

Uncertainties are needed for the PKA spectra, KERMA, gas production and damage energy.  PKA 

spectra are derived from all nuclear reactions, so their uncertainties are affected by the accuracy of 

the neutron cross section total and spectral data.  Methods for their estimation should be 

established. The IAEA NDS should organize a meeting to address these issues. 

5.  We endorse the CIELO project working on H, O-16, Fe-56, U-235, U-238 and Pu-239 cross 

sections We encourage the expanding of the CIELO scope to include secondary reaction products 

and to include other key elements and isotopes such as Fe, Ni, Cr, W, etc., in the future.   

6.  Prepare input files for NJOY to derive KERMA, PKA, and gas production that will work with all 

nuclear data libraries.  Put them on the CRP web-site so that they can be reviewed and improved as 

needed.  The list of elements should include:  Fe, Ni, Cr, Mn, Zr, Si, C, O, Al, U, W, Cu, Y, Pb, 

Ag, Pd, and Pt.  The NJOY input files need to work for ENDF/B-VII.1, JEFF-3.2, JENDL-4.0, 

https://www-nds.iaea.org/CRPdpa/
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FENDL-3 and TENDL-2014 libraries.  These issues should be addressed at the Consultant’s 

Meeting on processing codes organized by NDS in October 2015. 

7.  Direct measurements of resistivity for Al or W are planned at proton energies of 150 MeV in Japan.  

The improved estimates of the resistivity change for Frenkel pairs are needed to derive surviving 

primary defect. 
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IV. Individual Summaries of the CRP participants 
 

This section summarises the progress reached by the CRP Participants in the period from the RCM-1 

and their further research plans. 

 

Summary for Second Meeting of IAEA Coordinated Research Project on Primary 

Radiation Damage Cross Sections, 

R.E. Stoller 

Oak Ridge National Laboratory  

Oak Ridge, TN, USA  

 

Two presentations were made in this second meeting of the IAEA Coordinated Research Project 

(CRP) on Primary Radiation Damage Cross Sections. The first was intended to address the primary 

objective of the CRP, which is the assessment and development of possible new measures of radiation 

damage production and radiation damage correlation parameters. This presentation described some of 

the author’s relevant research. In addition, because the author was chairing the meeting, he made a 

second presentation to address some of the controversial discussion which occurred during the 

meeting and to initiate the discussion on specific recommendations for the future work scope of the 

CRP. Information from both presentations is summarized below. 

Research and Recommendations: 

The two most common parameters used to characterize the cumulative exposure of a material to 

irradiation are the particle fluence and absorbed dose.  The particle fluence, in units of (area)
-2

, 

depends only on the characteristics of irradiation source and can be determined at a point or averaged 

over a surface or volume. The absorbed dose, in units of energy, depends on a variety of variables, 

including: particle fluence, particle type, particle energy spectrum, and the specific material being 

exposed. Thus, absorbed dose includes much more information about the irradiation environment, and 

it is material dependent. Both particle fluence and absorbed dose are used as independent variables to 

account for radiation exposure in experiments and for reactor components. They may also be used as a 

damage correlation parameter in attempts to correlate data from different irradiation environments. In 

this case, the particle fluence is of limited usefulness unless the particles are the same in each 

irradiation environment, e.g. the difference between neutron fluence and ion fluence prevents 

comparison on this basis. Absorbed dose (energy) is an exposure parameter that is better suited to 

comparing such different environments. 

The primary damage formation mechanism in structural materials arises from what is called an atomic 

displacement cascade which involves many collisions among the atoms of a material following the 

introduction of an energetic particle, which could be a neutron, a charged particle, or even a high-

energy photon. The cascade leads to the production of many stable vacancy and interstitial-type 

defects. The secondary displacement model of Norgett, Robinson, and Torrens (NRT) has been a de 

facto standard in the nuclear materials research community since its introduction in 1975 [1]. The 

primary physical parameter in the NRT model is the so-called damage energy, which is the energy 

dissipated in these collisions among the atoms. The damage energy is an absorbed dose, by the NRT 

model also provides a method of estimating of the number of atomic displacements per atom (dpa) 

generated by the damage energy.  

The NRT displacements was not envisioned to be the actual number of vacancies and interstitials 

formed; but the model provided a simple scaling relationship that could be used in other computational 

models.  Modern molecular dynamics (MD) simulations and cryogenic irradiation experiments have 

shown that the NRT model was well within an order of magnitude of the actual value. Such work 

indicates that the number of stable vacancies and interstitials formed in irradiated materials is about 20 

to 40% of the NRT value [2].  
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Recently, efforts have been made to find an alternative to the NRT dpa that more accurately accounts 

for primary damage production and possibly improved damage correlation [3]. The work in Ref. [3] 

discusses two such parameters: the arc-dpa, which is intended to correct for the difference between 

MD simulations and the NRT dpa, and the number of replacements per atom (rpa) that accounts for 

the number of atoms which exchange positions during a displacement cascade. The arc-dpa was 

derived in a manner similar to previous work that led to spectrum-averaged displacement cross 

sections were based on the author’s MD simulations.   

A summary of the MD results are shown in Fig. 1a, spectrum-averaged values for a number of 

irradiation facilities are shown in Fig. 1b [2,4,5]. From the relative insensitivity to neutron energy 

spectrum shown in Fig. 1b, it appears that arc-dpa will not provide significantly different damage 

correlation properties than does the NRT dpa.  More dependence on neutron energy spectrum is 

observed if a parameter such as the fraction of interstitials produced in large clusters is assessed as 

shown in Fig. 1c. For some measures of damage accumulation which may be more sensitive to the 

evolution of these clusters, a damage parameter that accounts for their formation may provide 

improved damage correlation [6]. Similarly, the rpa parameter may be useful for correlating damage 

mechanisms sensitive to atomic mixing rather than to vacancy and interstitial production.  

 

(a) 

 

(b) 

 

(c) 

Fig. 1: Energy and temperature dependence of defect 

formation in MD simulations (a) and spectrum-

averaged production values (b) and production 

of large interstitial clusters (c) for the indicated 

irradiation environments relative to the NRT 

displacements [2, 4, 5]. 

 

 

However, additional factors must be kept in mind. First, MD simulations are effectively carried out 

using computationally pure metals which do not exist in nature. Results have been published that 

illustrated how the presence of defects, grain boundaries, and free surfaces can influence defect 

formation in displacement cascades [2]. In addition, the measurements of radiation-induced property 

changes such as swelling, irradiation creep or embrittlement typically irradiation experiments typically 

are obtained after irradiation which lasted from days to years, while a displacement cascade lasts about 

10
-11

 sec. In this case, it is damage accumulation that is being measured and this can be far removed 
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from damage formation mechanisms. A broad range of phenomena such as long-range defect diffusion 

and defect aggregation, as well as transmutation production, occur after the cascade and ultimately 

determine the damage accumulation. As a result, it is unlikely that a single, simple radiation exposure 

parameter can function as a damage correlation parameter for the many radiation-induced phenomena 

of interest. Moreover, there a range of materials and material properties for which atomic 

displacements are not the primary source of damage, notably the physical properties of covalent and 

ionic materials for which the ionizing dose is more important than the displacement dose. Nuclear 

transmutation products, both gases and solids, are also critical in some cases. 

ORNL Contribution to the CRP 

One recent example from ORNL on the differences between damage formation and damage 

accumulation is shown in Fig. 2. In this work a sequence of MD simulations have been carried out in 

both pure Ni and a Ni-50%Fe binary alloy. This involved multiple cascades that were separated by a 

short period (1.4 ns) of inter-cascade annealing using a kinetic Monte Carlo approach. This annealing 

led to some additional point defect recombination and defect aggregation. The lines marked “Linear 

accumulation” indicate the number of Frenkel pair that would be expected if damage production from 

each succeeding cascade was the same as the first one. The lines marked with the annealing time show 

the actual damage accumulation which is significantly lower than the projected linear accumulation.  

 

Fig. 2:   Comparison of actual and projected linear production of defects from 10 keV cascades in Ni and  

Ni-50%Fe binary alloy. 
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Summary of the 2nd RCM of CRP on Primary Radiation Damage Cross-Section, 

K. Nordlund 

University of Helsinki 

Helsinki, Finland 

 

1. Overview of work during 2013 - 2015 

We have finalized the OECD Nuclear Energy Agency Primary radiation damage group report [1]. This 

report reviewed the current understanding of primary radiation damage from neutrons, ions and 

electrons (excluding photons, atom clusters, and more exotic particles), with emphasis on the range of 

validity of the dpa concept in all main classes of materials (except organic ones), and in particular 

discussed known shortcomings.  The report introduced the “athermal recombination-corrected dpa” 

(arc-dpa) equation that accounts in a relatively simple functional form the well known issue that the 

dpa overestimates damage production in metals under energetic displacement cascade conditions, as 

well as a “replacements-per-atom” (rpa) equation that accounts in a relatively simple functional for the 

well known issue that the dpa severely underestimates the actual atom relocations (ion beam mixing) 

in metals.  

The modified forms are: 
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The original NRT-dpa damage efficiency is obtained with ξNRT (E) = 1.  

We emphasize that the arc-dpa and rpa equations are not intended to replace the NRT-dpa, 

which is still valid as a convenient energy deposition unit and can be used for e.g. comparing 

different kinds of irradiations. Rather, they are an alternative if one wishes to have a somewhat 

more accurate estimate of the actual damage production or number of replaced (mixed) atoms.  

Within the IAEA CRP we have collected MD data on damage production and mixing for the metals in 

Fe, Ni, Cu, Ag, Au, Pd, Pt, W. We have fitted the data, including the uncertainty of the data if 

possible, using a least-squares Levenberg-Marquardt fitting algorithm for both the arc-dpa and rpa 

equations. The fits provide element-specific fitting parameters  barcdpa, carcdpa, … including their 

statistical uncertainties to the data. The fits will be done to composite data for several different 

interatomic potentials, and as such the uncertainties of the parameters will also include an estimate of 

the systematic error with respect to the variation of the potentials. 

The fits to data on both damage and mixing for Fe are shown in Figure 1, and to W - in Figure 2. The 

W case is particularly interesting in that a direct comparison on damage cluster sizes with experiments 

has recently been achieved, showing that some interatomic potentials in W give very good agreement 
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with experimental cluster sizes [1]. The resulting fitting parameters are given in Table 1 for Fe and W, 

the metals for which most data is available to date and hence a reliable fit can be provided. 

     Table 1. Fitting parameters of the arc-dpa and rpa equations for Fe and W. 

Material Ed barcdpa carcdpa brpa  [eV] crpa 

Fe 40 -0.568±0.020 0.286±0.005 1020 ± 140 0.950 ± 0.039 

W 70 -0.564 ± 0.018 0.119 ± 0.005 12300 ± 1300 0.730 ± 0.010 

 

 

Fig. 1.  Summary of fits of the arc-dpa and rpa functions to composite damage production and atom 

replacement (mixing) data in Fe. 

 

a) b)  

Fig. 2.  Fits of the a) arc-dpa efficiency function ξarcdpa (E) and b) rpa efficiency function ξrpa (E) to 

composite damage production data in W, as well as separate fits each individual potential data. 

The fact that the fits vary only slightly, even though the interatomic potentials are quite 

different in origin, indicates that the arc-dpa and rpa fits are quite reliable. 

 

In figure 2, it seems that at the very highest energies, the damage production efficiency is in some 

potentials somewhat increasing again. This effect is observed to varying extent for certain potentials in 

several of the metals studied. It is most pronounced for the Sabochick-Lam potential (“KN modified”), 

see figure 3. Analysis of the nature of the damage at these energies showed that the reason is that, 
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within this potential, huge interstitial and vacancy loops are produced in the heat spikes at the highest 

energies, see figure 4. This effect is not necessarily to be considered a shortcoming of the arc-dpa 

model. The description of a large dislocation loop in terms of number of vacancies or interstitials is 

not very meaningful – dislocations are better described with quantities such as the habit plane and 

Burgers vector.  

 

Figure 3.  Damage production data and fits of the arc-dpa efficiency in Au. 

 

 

Figure 4. Damage produced in a 200 keV cascade in Au. Red spheres show the positions of vacancies 

(empty Wigner-Seitz cells) and blue spheres positions of interstitials (Wigner-Seitz cells 

with two atoms).  
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2. IAEA CRP workplan 2015-2016 

During the remainder of the IAEA work period, we plan, in collaboration with CRP partners, to: 

1. Complete the fits by including literature data for the elements Cu, Ag, Au, Ni, Pd and Pt and publish 

the obtained fitting parameters for all the elements. 

2. Calculate recoil spectra for 1 MeV p, 5 MeV Fe and 20 MeV W irradiation of Fe and W and 

evaluate the damage production using the NRT-dpa, arc-dpa and rpa models. A similar calculation is 

to be carried out for a few representative neutron spectra.  

The aim is to give an idea whether the arc-dpa damage model gives a significant difference when 

comparing ion and neutron irradiation calculations. For comparison of neutron spectra with each other, 

discussions at the 2
nd

 coordination meeting made it clear that, because these are dominated by energies 

of the order of 10 - 100 keV, the arc-dpa essentially will give a constant factor change carcdpa (about 0.3 

in case of iron, see Table 1) of the damage production compared to the NRT-dpa. 

Reference 
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Calculations of PKA spectra using the PHITS code and measurement of displacement 

cross section of copper irradiated with 125 MeV protons at cryogenic temperature, 

Y. Iwamoto 

Japan Atomic Energy Agency  

Tokai, Ibaraki, Japan 

 

Overview of IAEA CRP work 2013-2015 

Based on the 1
st
 CRP meeting recommendations, we calculated PKA spectra, kerma factors and gas 

productions for structural materials using the PHITS code and compared with other results. We also 

measured displacement cross section of copper irradiated with 125 MeV protons at cryogenic 

temperature. 

1.  Calculations of PKA energy spectra using PHITS code  

To investigate discrepancy between different process steps and libraries for PKA calculations, we 

calculated PKA spectra for 5 and 14.5 MeV neutrons into 
28

Si, 
56

Fe, 
90

Zr and 
184

W using the 

combination of processing steps and ACE libraries indicated in Table 1.  

Table 1. Processing steps and ACE libraries. 

Processing step  ACE Library  

PHITS-EG  JENDL4 

PHITS-EG  ENDF/B-VII.1  

SPKA  JENDL4 

SPKA  ENDF/B-VII.1  

 

PHITS event generator (EG) mode using reaction channel cross sections in JENDL4 and ENDF/B-

VII.1 can determine all ejectiles with keeping energy and momentum conservation by Monte Carlo 

http://www.acclab.helsinki.fi/~knordlun/pub/Yi15preprint.pdf
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method [1, 2]. On the other hand the PKA energy spectra or other relevant information are available in 

the evaluated cross section files and could be derived or calculated by the NJOY code. The SPKA 

code [3] was used to read the NJOY output files for the further processing of PKA data. Figures 1 and 

2 show total recoil spectra for interactions of neutrons with 
56

Fe and 
90

Zr at the incident neutron 

energies of 5 and 14.5 MeV calculated using different data processing and libraries. 

 

  

Fig. 1. Total recoil energy distributions for interactions of neutrons with 
56

Fe at the incident neutron energies of 

5 and 14.5 MeV calculated using different data processing and libraries. 

 

  

Fig. 2. Total recoil energy distributions for interactions of neutrons with 
90

Zr at the incident neutron energies 

of 5 and 14.5 MeV calculated using different data processing and libraries. 

 

For 
56

Fe and 
28

Si, there are good agreements except for SPKA-JENDL4 due to lack of PKA matrixes 

in JENDL4. For 
90

Zr, there are discrepancies among PHITS-EG-JENDL4, PHITS-EG-END/F-BVII.1 

and SPKA-END/F-BVII.1. This discrepancy results from the treatment of the reaction channel cross 

sections in JENDL4 and END/F-BVII.1. For example, END/F-BVII.1 includes cross sections of each 

excited state of (n,) channels, however, JENDL4 has the inclusive (n,) cross section only. As 

PHITS cannot read the cross sections of excited state 
90

Zr correctly, calculated results using END/F-

BVII.1 are not correct in Fig. 2. Therefore, it is necessary for PHITS to fix the problem of reading 

cross sections of excited state atoms in END/F-BVII.1. The same situation was observed in 
184

W. 
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2.  Calculations of kerma factors using PHITS code 

The left graph and the right graph in Fig. 3 show the heating number related with the kerma factor of 
208

Pb and the (n,) cross section in JENDL4 and END/F-BVII.1, respectively. There are large 

differences in heating number of ACE libraries between JENDL4 and END/F-BVII.1 in the neutron 

energy region below 10
-5

 MeV. The difference mainly comes from the difference of (n,) cross 

section in the both libraries. As the Q-value of (n,) reaction of 
208

Pb is 6.19 MeV, the reaction 

channel is opened in low energy region. The experiment data for the (n,) reaction of 
208

Pb is needed 

for the evaluation of not only kerma factor but also gas production. 

3.  Calculations of proton- and 
4
He- production cross-section for iron at energies up to several 

GeV using nuclear models in PHITS  

We calculated proton- and 
4
He- production cross-section for iron at proton energies from 10 MeV to 

3 GeV using INCL4/GEM [4,5] and Bertini/GEM models in PHITS for intercomparison and 

recommendation of gas production cross sections available in nuclear reaction models at higher 

energies over 100 MeV. Figure 4 shows the comparison among calculated results, experimental data 

and the evaluated cross section at KIT [6]. Calculated results with INCL4/GEM reproduce the 

experimental and evaluated data in the energy range between 80 and 500 MeV, while results with 

Bertini/GEM underestimates the experimental data. Helium is mainly produced by the evaporation 

process, GEM, in the proton energy region from 100 MeV to 3 GeV.  

 

Fig. 3 Heating numbers of 
208

Pb calculated with PHITS-EG and values in ACE files of evaluated 

nuclear data libraries (left side). Cross sections of 
208

Pb (n,) reaction in JENDL4 and 

ENDF/B-VII.1 (right side). 

 
Fig. 4.  Comparison among calculated results, experimental data and the KIT evaluated data of proton- 

and 
4
He productions for the iron target. 
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4.  Measurement of displacement cross section of copper irradiated with 125 MeV 

protons at cryogenic temperature 

To validate Monte Carlo codes for the prediction of radiation damage in metals irradiated by 

>100 MeV protons, the defect-induced electrical resistivity changes related to the displacement cross-

section of copper were measured with 125 MeV proton irradiation at 12 K in the FFAG accelerator 

facilities at the Kyoto University Research Reactor Institute (KURRI) [7]. The cryogenic irradiation 

system was developed with a Gifford–McMahon cryocooler to cool the sample via an oxygen-free 

high-conductivity copper plate by conduction cooling as shown in the left side of Fig. 5. The sample 

was a copper wire with a 250-µm diameter and 99.999% purity sandwiched between two aluminium 

nitride ceramic sheets as shown in the right side of Fig. 5.  

 

 

 

Fig. 5.  Schematic of the irradiation chamber (left side) and drawing of the sample and its retention (right side). 

 

The electrical resistivity changes of the copper wire were measured using the four-probe technique. 

After 125 MeV proton irradiation with 1.45 10
18

 protons/m
2
 at 12 K, the total resistivity increase was 

4.94 10
−13

 

 m (resistance increase: 1.53 ),while the resistivity of copper before irradiation was 

9.49 10
−12

  m (resistance: 29.41 ). The resistivity increase did not change during annealing after 

irradiation below 15 K. The displacement cross-section can be easily related to the measured 

resistivity increase and the calculated damage energy in the metal. The experimental displacement 

cross-section σexp σexpis obtained using the measured damage rate, which is the ratio of the resistivity 

change ΔρCu to the beam fluence  [8]: 

𝜎exp =
1

𝜌FP

∆𝜌Cu

Φ
 , 

where 𝜌FP is the resistivity change per Frenkel-pair density for a particular metal [9, 10]. In this work, 

𝜌FP was set to 2.0 10
−6

  m, which was obtained by the Huang scattering of X-rays [10]. The same 

value was used in a previous paper for the measurement of the displacement cross-sections at 1.1 and 

1.94 GeV [11].  

Figure 6 shows the experimental data of the displacement cross-section for copper in this and previous 

studies [11]. The experimental displacement cross-section for 125 MeV irradiation shows similar 

results to the experimental data for 1.1 and 1.94 GeV. Comparison with the calculated results indicated 

that the defect production efficiency in PHITS gives a good quantitative description of the 

displacement cross-section in the energy region >100 MeV although the calculated results with the 

defect production efficiency are smaller than the experimental data.  
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5. IAEA CRP work plan 2015-2017 

During the next two years, we have plans to calculate PKA spectra, gas production cross sections and 

displacement cross sections for structural materials using PHITS code in collaboration with CRP 

members. Calculations of PKA spectra will be carried out for a few representative neutron spectra in 

reactor and accelerator facilities. We will also find the difference of results among methods and point 

out the problem. 

Another activity will be the measurement of displacement cross sections using the electrical resistance 

measurement method for 150 MeV protons on the Al or W wire targets in the FFAG accelerator 

facility at KURRI. To measure the displacement cross sections using various proton energies with 

100 MeV < Ep < 400 MeV and various proton intensity with 1 nA < I < 100 nA, we will consider to 

move our device to the RCNP accelerator facility at Osaka university after the experiments at KURRI. 
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Introduction  

The goal of the study is the estimation of uncertainty of recoil energy distributions and related damage 

energy cross-sections concerning the use of evaluated data and nuclear models. The questions to be 

answered are 

- what is the degree of difference between recoil energy distributions obtained using actual versions 

of nuclear data libraries? 

- can the comparative analysis of recoil spectra contribute to the validation of evaluated data? 

- what is the possible impact of the difference in recoil spectra on the scatter of related 

displacement cross-sections? 

- what is the likely deviation of recoil spectra from evaluated data files and spectra calculated using 

nuclear models at nucleon energies above 20 MeV?  

Recoil energy distributions were calculated for further analysis using data from actual versions of 

ENDF/B, JENDL, JEFF, and TENDL libraries. The calculation was performed with NJOY and SPKA 

[1] codes. No difference was found using the last versions of NJOY-99 [2] and NJOY-2012 [3] codes. 

Incident neutron energies below 20 MeV 

Iron 

The most interesting is the comparison of recoil spectra at the energies with a considerable variation of 

displacement cross-sections obtained using different evaluated data sets. Fig. 1 shows the ratio of 

displacement cross-sections σd obtained using JENDL-4, JEFF-3.2, and TENDL-2014 to cross-

sections calculated applying ENDF/B-VII.1. The data are presented using SAND-II energy groups [4]. 

On the right, Fig. 1 shows the ratio for neutron energy range contributing more than 80 percent to 

spectrum- d values for most common applications [5]. The contribution of these energies to 

σd cross-sections calculated using the results of MD modelling [6] is a few percent less.  

The following is typical examples of difference of recoil energy distributions from various data sets 

for energies with the largest scatter of displacement cross-sections (Fig. 1). The next figures show the 

recoil spectra for neutron incident energy 0.6 MeV (Fig. 2) and 10 MeV (Fig. 3). Fig. 3 also illustrates 

the contribution of elastic scattering and reactions in total dσ/dT and Edamdσ/dT values at the example 

of ENDF/B-VII.1. The elastic scattering contributes about 23 percent and inelastic scattering about 69 

percent to displacement cross-section calculated using the NRT model. When using the data from MD 

simulation [6] the contributions are about 21 and 70 percent, respectively. Examples of spectra 

multiplied by the damage energy corrected using MD results are given in the presentation [7]. 
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Fig. 1 The ratio of displacement cross-sections for neutron interactions with 
56

Fe calculated using different data 

sets to cross-sections obtained using ENDF/B-VII.1. See details in the text.  

  

Fig. 2 The recoil energy distribution for 
56

Fe for neutron incident energy 0.6 MeV (left) and the same multiplied 

by the damage energy (right).  

   

Fig. 3 The contribution of elastic scattering and reactions to the total recoil energy distribution (left) and to that 

multiplied by the damage energy (right) for 
56

Fe for neutron incident energy 10 MeV.  

 

Fig.4 shows recoil energy distribution obtained using ENDF/B-VII.1, JEFF-3.2, and TENDL-2014. 

Fig.5 illustrates the contribution of various energies in the total displacement cross-section and the 

ratio of d/dT values calculated using JEFF-3.2 and TENDL-2014 to values obtained using ENDF/B-
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VII.1. The figure shows that the deviations of spectra at recoil energies above 0.7 MeV do not affect 

the value of d. Substantial differences between d/dT values below 0.7 MeV have a little impact on 

the variation of resulting displacement cross-sections. The difference in d obtained using ENDF/B-

VII.1 and JEFF-3.2 is about 4.4 percent and using TENDL-2014 is about 26 percent. The weak 

influence of deviations between recoil spectra on the discrepancy of calculated displacement cross-

sections is typical for other neutron incident energies. 

  

Fig. 4 The recoil energy distribution for 
56

Fe for neutron incident energy 10 MeV (left) and one multiplied by 

the damage energy (right).  

 

Fig. 5 The displacement cross-section depending on upper integration limit Emax (left) and the ratio of recoil 

energy distribution from JEFF-3.2 and TENDL-2014 to one from ENDF/B-VII.1 for 
56

Fe for neutron 

incident energy 10 MeV (right).  

 

Chromium and nickel 

A marked difference in the value of d for chromium is observed between values obtained using 

TENDL-2014 and ENDF/B-VII.1 at neutron energies up to 1 MeV and around 10 MeV and between 

d values from JEFF-3.2 and ENDF/B-VII.1 at energies above 6 MeV. Because of the lack of 

information for recoil energy distribution for some reaction channels in libraries, the comparative 

analysis of spectra is not possible.  

For nickel isotopes displacement cross-sections from TENDL-2014 and ENDF/B-VII.1 are markedly 

different at the neutron energy about 10 MeV. The difference of recoil spectra reaches 60 percent, 

while the discrepancy between corresponding d values is about 28 percent. The maximal difference 

of spectrum-averaged displacement cross-sections for reactor and fusion applications [7] is about 13 

percent.  
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Aluminium 

The large difference in d values is observed at neutron energies below 1 MeV and around 10 MeV. 

The difference of spectrum-averaged displacement cross-sections for most applications [7] is less than 

2 percent. The estimated contribution of neutron energies above 0.1 MeV in <d> is more than 90 %.  

At the neutron energy 10 MeV the recoil energies below 1.5 MeV contributes more than 95 percent of 

displacement cross-section. At these energies the difference between recoil spectra from TENDL-2014 

and ENDF/B-VII.1 reaches 37 percent, which does not result in more than 6 percent difference in d 

values.  

Tungsten 

The conclusion that the observable discrepancies in recoil spectra have a modest influence on the 

scatter of resulting values of displacement cross-sections is still valid for tungsten. The difference with 

other materials is a high degree of discrepancies of d/dT and d values. Fig.6 shows the ratio of 

displacement cross-sections for tungsten isotopes obtained using JENDL-4, JEFF-3.2, and TENDL-

2014 data to cross-sections calculated with ENDF/B-VII.1. The large difference is observed at the 

neutron energy around 10 MeV. 

  

Fig. 6 The ratio of displacement cross-sections for neutron interactions with 
182

W and 
184

W calculated using 

different data sets to cross-sections obtained using ENDF/B-VII.1.  

Fig. 7 shows the contribution of different recoil energies in the total displacement cross-section at the 

neutron incident energy 10 MeV and the ratio of d/dT values calculated using TENDL-2014 data to 

values obtained using ENDF/B-VII.1 data. The large difference in the spectra results in high 

uncertainty in d values at 10 MeV and in neutron spectrum averaged values <d> [7].  

 

Fig.7 The displacement cross-section depending on upper integration limit Emax (left) and the ratio of recoil 

energy distribution from TENDL-2014 to one from ENDF/B-VII.1 for 
184

W for neutron incident energy 

10 MeV (right).  
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Incident neutron energies above 20 MeV  

Recoil energy distributions were calculated using the nuclear models from MCNP [8] and data from 

ENDF/B-VII.1 and TENDL-2014. Fig. 8 shows the example of recoil spectra and spectra multiplied 

by the damage energy for n+
56

Fe nonelastic interaction at neutron incident energy 150 MeV. 

  

Fig. 8.   The recoil energy distribution for 
56

Fe for neutron incident energy 150 MeV (left) and that multiplied by 

the damage energy (right). 

 

Fig. 9 illustrates the role of various energies of recoil spectrum for calculated displacement cross-

section for neutron inelastic interactions with 
56

Fe and the ratio of recoil spectra calculated using 

nuclear models and evaluated data to spectra obtained using the CEM03 code. The difference between 

displacement cross-sections is relatively small and is about 11 percent for data from ENDF/B-VII.1 

and CEM03 calculations and 25 percent for TENDL-2014 and CEM03. 

  

Fig. 9.  The displacement cross-section for nonelastic neutron interaction with 
56

Fe at neutron energy 150 MeV 

depending on upper integration limit Emax (left) and the ratio of recoil energy distributions calculated 

using different nuclear models and taken from ENDF/B-VII.1 and TENDL-2014 to ones calculated 

using CEM03 code (right).  

 

Conclusion 

The comparative analysis of spectra and displacement cross-sections shows: 
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- recoil energy distributions obtained using actual data from ENDF/B, JENDL, JEFF, and TENDL 

are in better agreement than before; 

- the comparison of recoil spectra cannot recognize what data is “the best”; 

- in most cases, differences in recoil spectra results in a relatively small variation of displacement 

cross-sections; 

- the difference in recoil spectra and d values for tungsten requires the further analysis. 
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Summary of work 

Radiation damage in materials is caused by the energy transfer of a high-energy incident particle to the 

target atoms, which finally results in the redistribution of target atoms. During the nuclear reactor 

operation, wide energy ranges of neutrons are produced which ultimately affect the property changes 

of structural materials in a direct and/or indirect way. Energetic recoil atoms created by neutron-atom 

reactions will be able to induce the displacement cascade. In order to characterize the radiation 

damage, it is necessary to quantify the displacement damage including the number of surviving point 

defects and their clusters. The amount of damage is strongly dependent on the recoil energy spectra. In 

this proposed work, we will deal with two issues. One is to calculate the recoil energy distribution for 

given neutron spectra. Although there is a simple and convenient code, called SPECTER, for 

calculating the recoil spectra, we are going to develop the original code using the latest ENDF/B cross 

section library. The other is to generate the primary damage cross sections which implicates the net 

damage production. This work needs the molecular dynamics (MD) simulations to describe the 

surviving point defects following the displacement cascade reactions. We refer to the MD simulation 

results given in the published literature, which will be applied to the calculation of net damage 

production cross sections. This research will be performed for iron which is a main element of 

structural materials. The developed methods in this work will enable us to accurately predict the net 

damage production of Fe. 

https://www-nds.iaea.org/CRPdpa/
https://www.oecd-nea.org/dbprog/njoy-links.html
http://t2.lanl.gov/nis/codes/NJOY12/index.html
https://www-nds.iaea.org/public/endf/prepro/
https://www-nds.iaea.org/CRPdpa/RCM2_Presentations.htm
https://www-nds.iaea.org/CRPdpa/RCM2_Presentations.htm
https://mcnp.lanl.gov/
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1. Calculation of displacement cross section of iron 

In quantifying the primary radiation damage due to neutron irradiation, the basic parameter is the 

displacement cross sections. The displacement cross section σd, can be mathematically expressed such 

as: 

dTTTEfEE
i

T

T
NRTiid   

max

min

)(),()()(   (1) 

where E is the incident neutron energy, T the energy of recoil atom, i(E) the nuclear cross section for 

i-type interaction at neutron energy of E, fi(E,T) the neutron-atom energy transfer kernel, Tmin and Tmax 

are the lower and upper energy bound of a recoil atom, respectively and NRT(T) represents the 

secondary displacement function which is calculated using the Norgett, Robinson, and Torrens 

formula [1]. Among several parameters of d, the nuclear cross sections and the energy transfer kernel 

are included in the ENDF/B libraries.  

The nuclear data processing system, NJOY, converts the ENDF/B format into forms which are useful 

for practical applications such as reactor analysis, radiation shielding and damage calculation [2]. The 

NJOY code consists of many modules for a specific task. One of many modules, called HEATR, 

generates point-wise heat production cross sections, KERMA (Kinetic energy release in materials) 

factors, and radiation-damage energy production cross sections. The latter cross section represents the 

recoil energy available to cause the displacement cascade, which is given in the unit of eV-barn. From 

the damage energy production cross section, we can readily derive the displacement cross section. 

Dividing the damage cross section by the displacement threshold energy gives us the displacement 

cross section. The damage energy production cross section (eV-barn) from the NJOY calculation and 

the displacement cross section (barn) for Fe are shown in Fig. 1. It is found that thermal neurons are 

capable of causing displacement damage as well as fast neutrons. 

 

Fig. 1.  Damage energy production cross sections (eV-barn) and displacement cross section (barn) for 

iron. (Displacement threshold energy for Fe = 40 eV). 

 

Theoretically it is simple to derive the net damage production cross section from the displacement 

cross section, which can be expressed in a mathematical way such as, 

dTTTTEfEE
i

T

T
NRTii

net

dis   
max

min

)()(),()()(   (2) 

As compare to Eq. (1), the function of η(T) is inserted inside the integration. The function η(t) 

represents the surviving defect fraction, which is a function of the recoil energy. Usually, the this 
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function is obtained from the MD simulation of displacement cascade, which can be described as a 

fraction of the NRT displacement. The surviving fraction is important since only these defect can 

make a contribution to radiation-induced microstructural evolution. We apply the MD calculation 

results produced by Stoller et. al. in this program [3]. The relationship between the recoil energy and 

the surviving fraction was obtained from a nonlinear least square fit to the MD calculation data. The 

fraction decreases with increasing the recoil energy. In the high recoil energy above 10 keV, the 

fraction tends to be saturated. This work will be carried out in the third year of this project. 

2. Calculation of recoil atom spectra 

The evaluation of recoil atom spectra is essential to quantify the primary radiation damage. The energy 

of primary knock-on atom (PKA), the initial recoil atom, is used as a major input to the MD 

simulation of displacement cascades. There are two ways of obtaining the recoil atom spectra. The 

first one is to use the SPECTER code, which generates neutron damage parameters including 

displacement cross section, dpa and gas production as well as the recoil atom spectra [4]. However, we 

cannot use the latest ENDF/B data in the SPECTER calculation because the code includes old 

ENDF/B library which was pre-processed and stored in the data file. The other method is to utilize the 

NJOY that can have an access to the ENDF/B-VII with ease. Since the NJOY does not provide the 

recoil atom spectra directly from ENDF/B data, we need to develop a new code for such calculation.  

The recoil atom spectra can be expressed such as: 

dTdETEfEEdTTR
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ii 
max

0
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The recoil atom spectra stand for the probability that a recoil atom is created with its kinetic energy 

between T and T+dT for a given neutron spectrum. The recoil atom spectrum is also s function of 

microscopic cross section neutron flux and neutron-atom energy transfer kernel. Among the variables, 

the determination of energy transfer kernel is not straightforward. The kernel should be calculated by 

using the ENDF/B data split in the library. Depending on the file type (MF number) specified in the 

ENDF/B library, we can calculate the kernel in three different ways.  

1) MF=4 (Angular distribution of emitted neutron) 

This case corresponds to the elastic scattering and discrete-level inelastic scattering reactions. Since 

the relationship between the recoil atom energy and the scattering angle of the emitted neutron is 

unique, the kernel can be readily obtained. In general, the angular distribution of the scattered neutron 

is given in the Legendre polynomial series in the MF = 4 file. 

2) MF = 6 (Energy-angle distribution of secondary particles) 

File 6 contains subsections for all of the particles and photons produced by the reactions, including the 

recoil nucleus. The case is relevant to many reactions, including continuum inelastic scattering, (n,2n), 

(n,np), (n,nα), (n,p) and (n,α) reactions. Energy and angular distribution of secondary particles is 

expressed as a normalized probability function and is available directly from the ENDF/B. Therefore, 

we can readily obtain the transfer kernel without much mathematical treatment.  

3) MF = 14/15 (Angular / Energy distribution of photon production) 

This case corresponds to the radiative capture reaction (n,γ). Because the energy transfer kernel is not 

given in the ENDF/B completely, we need to derive the kernel by assuming that only one photon is 

emitted after (n,γ) reaction. When the energy of emitted photon is resolved, the data in MF = 14 can be 

applied. The data in MF=15 was applicable to the unresolved photon energy.  

The RASG (Recoil atom spectra generation) code was developed to calculate the recoil spectra by 

combining the previous schemes with ENDF/B data. The RASG code is composed of three modules. 

Two module execute the generation of microscopic nuclear cross section and the calculation of the 

energy transfer kernel from the ENDF/B library using the NJOY system. The third computes the 

neutron spectra independently according to the environments. The recoil atom spectra was calculated 

for given neutron spectrum, which was included in the SPECTER code for demonstration.  
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The Fig. 2 (a) shows the neutron spectrum as an input to the RASG and the SPECTER and each recoil 

spectra were described in Fig. 2(b). The spectral-averaged recoil energy was 3.21 and 2.87 keV from 

the SPECTER and RASG code, respectively. The same procedure was applied to different neutron 

spectra. This spectra is the typical one in the core baffle region in the pressurized water reactor. The 

results are shown in Figs. 3. 

 

Fig. 2.  (a) Neutron spectra in the HFIR for an input to the codes, (b) calculated recoil atom spectra & 

spectral-averaged recoil energy 

 

Fig. 3.  (a) Neutron spectra in the core baffle region in PWR, (b) calculated recoil atom spectra & 

spectral-averaged recoil energy 

 

Summary and Plan for 3rd Period 

Based on the ENDF/B-VII library, we have developed the RASG code for obtaining the recoil atom 

spectra under neutron irradiation to Fe. Also, the net damage production cross sections are being 

evaluated with the NJOY code. Through the investigation of HEATR module in the NJOY code, the 

inclusion of the surviving defect fraction will enable us to derive the cross sections. This calculation 

will be continued in the 3rd period of the CRP. In addition, we are going to evaluate the recoil atom 

spectra for various neutron environments by using our own code RASG, which will be compared with 

the SEPCTER results. Although not a significant differences in the recoil spectra between the RASG 

and SPECTER are expected, the point of our interest is the use of the latest version of the ENDF/B 

library. We will perform the integration of the split RASG programs, which were originally made one 

by one in need. In addition, we will investigate other open codes which are available to generate the 

recoil atom spectra. 
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 Development of TALYS and TENDL relevant for primary irradiation damage, 

A.J. Koning 

Nuclear Data Sections of IAEA 

Vienna, Austria 
 

Introduction 

NRG’s TENDL library and its related uncertainty method, Total Monte Carlo (TMC), have been used 

by various parties in this CRP on primary radiation damage: 

 KIT (Konobeyev and Fischer): comparison of TENDL recoils with other nuclear data libraries 

and gas production 

 Sandia (Griffin): TENDL and TMC for displacement KERMA and damage energy in 

electronics 

 CEA Saclay (Luneville, Crocombette and Simeone): damage energy calculations with DART 

using TENDL 

 CCFE (Sublet and Gilbert):  DPA calculations with FISPACT-II using TENDL 

 UPM (Cabellos): TENDL and TMC for calculation of damage  and its  uncertainties 

 NRG (Koning and Rochman): Maintenance and development of TENDL and TMC, specific 

for damage calculations. 

As far as we know, TENDL is the only initiative in the world where nuclear data needed for damage 

calculations are provided on a consistent basis. It requires: 

 nuclear data for all isotopes that could be of relevance for irradiation damage 

 inclusion of recoil information for all relevant channels 

 inclusion of all particle production channels (especially protons and helium) 

 extension beyond the traditional 20 MeV limit 

 provision of uncertainty data that is processable for damage calculations. 

The main software package behind TENDL, certainly for damage calculations, is TALYS [Kon12], 

and we will first briefly summarize the code and some of its latest extensions. After that we give an 

overview of TENDL-2014. 

TALYS 

Many nuclear data evaluations and related validation methods revolve around TALYS. TALYS is 

software for the analysis and prediction of nuclear reactions that involve neutrons, photons, protons, 

deuterons, tritons, helions and alpha-particles, and formally for target nuclides of mass 5 and heavier, 

while results are expected to be reasonable for masses heavier than 20. To achieve this, a suite of 
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nuclear reaction models has been implemented into a single code system. This enables to evaluate 

nuclear reactions from the unresolved resonance range up to intermediate energies. TALYS is 

extensively used for both basic and applied science.  

At the time of this writing, TALYS has been used in more than 600 different publications since its 

initial release in 2004. Fig. 1 shows a classification of these papers. An extensive description of 

TALYS and the nuclear data evaluation and validation software built around it has recently been 

published [Kon12]. 

One important recent extension to TALYS is the possibility to predict data up to 1 GeV. The Koning-

Delaroche optical model potential from 2003 has been extended by two simple terms for the volume 

real and imaginary potentials. The resulting predictions have been tested against available 

experimental data above 200 MeV and now seem to provide reasonable results up to about 1 GeV. By 

means of logarithmic binning of the multiple decay scheme in TALYS it is now also possible to 

calculate non-elastic channels at higher energies. Emission spectra have not yet been validated, but 

preliminary results for residual production cross sections are shown. 

 

  

Fig. 1. Worldwide use of TALYS per year and per application area. 

Fig. 2 shows some examples of residual production cross sections. 

 

  

Fig 2. Some residual production cross sections up to 1 GeV calculated with TALYS-1.6. 

 

TENDL  

We will briefly discuss the latest version of the TALYS Evaluated Nuclear Data Library, TENDL. 

This TENDL-2014 library contains sub-libraries for incident neutrons, protons, deuterons, tritons, 

helium-3’s, alphas, and photons. For all types of incident particle, nuclear data libraries for 2629 

nuclides are produced. These are all isotopes, in either ground or metastable state, with a half-life 

0

50

100

150

200

TALYS publications 

publications

Gener
al, 5 

Nucle
ar 

model
s, 46 

High 
energ

y 
model

s … 
Data 
libs 
and 
low 

ener… 

Fusio
n, 31 

Medic
al, 90 

Astrop
hysics
, 101 

0 



38 

 

longer than 1 sec. from Z = 3 (Li) to Z = 110 (Ds). This is about 8 times more nuclides than in any 

other world library. All libraries extend up to 200 MeV, contain covariance information, and are as 

complete as the ENDF format allows it to be. Table 1 compares TENDL with the other world libraries 

for some quantities relevant for this CRP. 

  Table 1: Completeness of TENDL with emphasis on damage, compared to other world libraries. 

Library # isotopes # isotopes with recoils # isotopes above 20 MeV 

TENDL-2014 2629 2629 2629 

ENDFB-VII.1 423 121 47 

JENDL-4.0 405 5 0 (separate JENDLHE file) 

JEFF-3.1.2 381 65 34 

 

Since its first version, TENDL-2008, it has been our aim to yearly produce nuclear data libraries 

which are complete from the nuclear reaction point of view. In ENDF language, this means a full 

nuclear reaction description from MF1 to MF40. Hence, every isotopic evaluation contains all 

possible nuclear reaction information, whether relevant for a particular application or not. The main 

challenge of the TENDL team now is to choose each year the right priorities for successive 

improvement, which obviously depends on many things, one of them being funding. Improvements 

could be better integral performance of criticality and reactor benchmarks, better overlap with 

differential data (EXFOR), more credible uncertainty information or, as relevant for this CRP, better 

description of particle production and recoil channels and proper streamlining of the related ENDF-6 

formatting issues. 

At the basis of this evaluation system is the TALYS nuclear model code, which produces nearly all 

these data. Only for fission quantities and resonance parameters other software is used, see Fig. 3. A 

statistics code, TASMAN, performing among others a Monte Carlo sampling loop around the entire 

system, to produce uncertainty information. The ENDF formatting code TEFAL, rivalling in 

programming complexity with TALYS, produces the nuclear data libraries. A full description of the 

system is given in [Kon12]. 

 

 
 

Fig. 3.  Flowchart of the nuclear data file evaluation and production process with the TALYS system. 
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Total Monte Carlo  

For the TENDL library described above, a single ENDF-6 covariance data file is created by averaging 

the hundreds of random nuclear data sets coming from TALYS or other codes, see the box at the lower 

left hand side of Fig. 3. An alternative approach [Kon08] is to take the effect of a single random 

sampling of nuclear model parameters all the way to the end, i.e. to create one ENDF-6 file per 

random set of input parameters, process it and perform an applied calculation. This process is depicted 

in Fig. 4. In other words, every random curve is stored in a different ENDF-6 file, while every ENDF-

6 file is complete for all quantities, i.e. MF1-15 are used. This approach has later been coined (by 

M. Herman) “Total” Monte Carlo (TMC) and makes uncertainty propagation a lot easier (apart from 

the calculation time), and arguably more exact, than when using perturbation and covariance software. 

Covariance matrices simply do not appear in the entire process, with the exception of the extreme 

beginning, in the form of uncertainties and correlations of (model and experimental) input parameters, 

and the extreme end, e.g. an average DPA parameter, its uncertainty and covariance. 

 

 
Fig. 4.  Flowchart of automated, reproducible evaluation process used for TMC and the production of 

TENDL. 

 

Conclusions 

The quality of an isotopic evaluation is often only judged through comparison of existing experimental 

data, differential or integral. This means that the leading argument to adopt a certain isotopic 

evaluation over the other for any of the world libraries is probably not the existence of secondary 

reaction information (particle production, recoils etc.) that enables doing damage analyses. From the 

point of view of the maintenance method of these libraries (attempting to collect the best from many 

different contributing institutes) this is understandable. It does however lead to the statistics 

summarized in Table 1. The TENDL approach gets rid of that problem. TENDL-2014 is fully 

complete, in terms of reaction description. From now on it is zeroing in on the truth using differential 

and integral experimental data, and solving remaining glitches.  

An important example of such a glitch is that at higher energies a discontinuity at 30 MeV showed up 

in the NJOY damage curves calculated with TENDL-2011 and TENDL-2012. This was due to 

erroneous residual production cross sections in certain cases and a discontinuity in the center of mass 

frame for which the data were tabulated. The problem is now gone [Kon13], at least for the individual 

cases for which we checked this.  
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Uncertainty Analysis of Metrics Used for Assessing Primary Radiation Damage: Input 

to 2nd RCM, 

P. Griffin 

Sandia National Laboratories, Radiation and Electrical Sciences  

Albuquerque, NM, USA  

Abstract. This report summaries the progress made by Sandia National Laboratories in its 

support of the International Atomic Energy Agency (IAEA) Nuclear Data Section (NDS) 

Coordinated Research Project (CRP) on primary radiation damage cross sections.  

1. Planned Activities  

This is the report from Sandia National Laboratories (SNL), presented at the 2
nd

 Research 

Coordination Meeting (RCM) on the Primary Radiation Damage Cross Sections Cooperative Research 

Project (CRP), summarizing our first year’s progress in this project. The 1
st
 year plan submitted by 

SNL called for the following activities: 

a) Review of validation data for displacement damage in crystalline silicon; 

b) Use of TENDL cross sections to generate model-based uncertainty for the silicon displacement 

kerma; 

c) Decomposition of the displacement kerma into its components based on main reaction channels; 

d) Comparison of component-level displacement kerma uncertainties with reaction cross section 

uncertainty; 

e) Investigation of uncertainty components due to model defect; 

f) Investigation of the role of uncertainty in the recoil ion energy on the uncertainty in the damage 

metric. 

The following sections of this report summarize actions taken in support of these areas of 

investigation. 

2. Review of Validation Data for Displacement Damage in Semiconductor Materials 

Validation evidence exists to support the proportionality, under neutron irradiation, of the inverse 

change in silicon bipolar junction transistor (BJT) gain degradation to the silicon displacement kerma. 

The proportionality is captured in the Messenger-Spratt relationship [1] for minority carrier lifetime 

degradation [2, 3]. The validation evidence includes measurements gathered for neutron spectra 

ranging from degraded fission spectrum to fast burst fission spectra, and includes data from DD 

neutron sources with energies ~ 2.5 MeV, and DT neutron energies near 14-MeV. This validation 

evidence is captured in ASTM standards [4, 5] for silicon bipolar junction transistors [6]. The ASTM 

standards indicate that, for silicon, typical reproducibility/precision in the ratio of damage in different 

neutron environments is within 2-3% and an overall uncertainty/accuracy in a damage ratio is ~8%.  In 

silicon, deviations in the damage proportionality have been reported for thermal neutron energies. This 

deviation is probably related to the change in residual defect types from the point-like defects that 

result from thermal neutron interaction, i.e. isolated vacancy-oxygen (VO) defects, versus the cascade 

cluster damage from higher energy neutrons, i.e. divacancy (VV) defects.  

SAND2015-7151 O 
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For GaAs heterojunction bipolar transistors (HBTs), experimental evidence exists that the high energy 

neutron damage does not track with the displacement kerma.  A thermal spike, i.e. defect 

recombination in cascade cluster damage areas, has been proposed as the explanation. A reformulated 

damage constant, one that applies a reduced damage efficiency with increasing primary knock-on 

atom (PKA) recoil atom, has been demonstrated to restore the damage ratio proportionality [4, 7]. 

Validation evidence in GaAs HBTs exists over a similar range of neutron spectra [7], i.e. degraded 

fission, fast fission, DD, and DT spectra.  

Some work has been reported on damage equivalence in SiC devices using LEDs. No experimental 

validation evidence for damage ratios is available on GaN, InP, or AlN, or other III-V materials.  No 

standard exists for the energy-dependent response function in these other semiconductor materials.   

There is a need for validation evidence supporting the energy-dependent response in semiconductor 

materials for energies above the DT, ~ 14-MeV, energies. Such evidence may be obtained using 

facilities such as the Lawrence Berkeley National Laboratory and University of California Berkeley 

88” cyclotron deuteron breakup beams [8]. Neutron beams at energies up to 60 MeV can be obtained 

from this facility.   

3. Use of TENDL Cross Sections 

A. Koning and D. Rochman provided the author with a set of random cross section libraries generated 

with the NRG (Petten, Netherlands) TALYS system of codes. 101 element samplings were provided 

for the 
28

Si, 
29

Si, and 
30

Si isotopes.  301 element samplings were provided for 
69

Ga, 
71

Ga, and 
75

As. 

The multi-element samples, representing random draws on the input parameters for TALYS nuclear 

data calculation, contained ENDF-6 format cross sections and File 6 residual recoil energy 

distributions for neutron energies up to 30 MeV.  Work on this multi-element sampling of the 

variation in nuclear data evaluations produced by sampling of the input parameters in the nuclear 

physics codes has been restricted, so far, to an examination of the silicon isotopes. The sampling of the 

TALYS/TENDL cross sections [9] for the silicon isotopes were processed using the NJOY-2012 code 

[10]. This analysis enabled us to perform a Total Monte Carlo (TMC) analysis [11] of the non-linear 

uncertainty propagation from the model-based variation in the TALYS cross sections into the 

displacement kerma components. We performed analysis using a fine structure 640-group energy 

representation, going up to 20 MeV, for detailed energy-dependent responses and using a coarser 89-

group representation which was focused on support for the energy-dependent covariance analysis. 

Figure 1 shows the 
28

Si cross section components in the 640-roup representation plotted using both a 

linear and a logarithmic energy axes.  

 
a) Logarithmic Energy Axis 

 
b) Linear Energy Axis 

Figure 1: Baseline 
28

Si Cross Section Components 

The reaction channels in these isotopes can be grouped into four broad groups: elastic (MT = 2), 

inelastic (MT = 51 - 91), disappearance (MT = 102 - 120), and residual/other (MT = 16 - 45 except 

fission MT = 18, 19, 20, 21, 38). For the 
28

Si TENDL evaluations, the important contributors to the 

“residual” group include the (n,nα), (n,np), (n.2n), (n,2nα) and (n,n2α) reaction channels (MT = 22, 

28, 16, and 24, respectively).  
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In order to validate our 89-group Total Monte Carlo analysis approach to establishing the energy-

dependent uncertainty and correlation matrix for the displacement kerma components, we first looked 

at the cross sections themselves, rather than the kerma components, and compared data derived from 

different data sets as well as different analysis methodologies. Figure 2 compares the cross sections 

and standard deviations that correspond to the following data/approaches: a) baseline ENDF/B-VI 

evaluation represented in a 640-group structure and using the data-driven File 32/33 covariance 

information to assess uncertainties; b) recent ENDF/B-VII.1 evaluation with a similar approach; c) 

TENDL-2013 baseline TALYS-produced evaluation with a File 33 covariance matrix to assess 

uncertainty; and d) a Total Monte Carlo approach based on using the 101 element random selection of 

TENDL-2014 
28

Si evaluations and an 89-group energy structure to assess variation/uncertainty.  

The ENDF/B-VI covariance data for this elastic reaction are seen to be unreasonably small due to the 

approach used in the underlying nuclear data evaluation for the resonance region. The relative 

standard deviations are less than 0.5% and stop at 10
-3

 MeV. The standard deviations from the more 

recent ENDF/B-VII.1 are much more reasonable and, as noted in the file MT = 451 comments, the 

uncertainty in the scattering radius dominated the cross section uncertainty at low energies. The 

standard deviations from the baseline 640-group processing of theTENDL-2013 file and the associated 

TALYS-based 89-group processed TENDL-2014 statistical samples used in the TMC analysis are 

seen to be nearly identical. The differences seen near the 0.1 MeV anti-resonance can be attributed to 

the different group structure used in processing the two different analyses. In Figure 2b, the energy bin 

structure for the uncertainty data from ENDF-6 format evaluations (ENDF/B-VI, ENDF/B-VII.1, and 

TENDL-2013) are representative of the energy structure used by the evaluator in the File 33 

representation of the uncertainty. The energy bin structure of the random/statistical analysis is taken 

from the 89-group energy bin structure used in the analysis.  This 89-group energy bin structure was 

derived to support generic radiation shielding applications at Sandia.  

The agreement between the baseline TENDL-2013 data and the random/statistical analysis is 

indicative that the 101 sample size used here was adequate for capturing the average elastic cross 

section and the associated standard deviations associated with the variation in input parameters of the 

nuclear physics code. The standard deviations from the TENDL-2013 and ENDF/B-VII.1 evaluations 

are seen to be fairly consistent for energies greater than 2x10
-2

 MeV and less than 2.75 MeV. Above 

the 2.75 MeV energy point, the ENDF/B-VII.1 evaluation does not report an uncertainty. Below  

2×10
-2

 MeV the ENDF/B-VII.1 evaluation has a single point and the fidelity is suspect. The 

consistency of data seen in Figure 2 helps establish the validity of our implementation of mechanics 

for the TMC analysis. The variation seen in the standard deviations in Figure 2b is not a concern since 

the uncertainty is representative of the method used to generate the data and, thus, there is no reason to 

expect the covariance data from different libraries to have a similar characterization.  

 
a) Comparison of 

28
Si Elastic Cross Sections 

 
b) Comparison of Standard Deviations for 

28
Si 

Elastic Cross Section 

Figure 2:  Cross Section and Standard Deviation for 
28

Si Elastic Reaction Channel as Derived from 

Various Data Sets/Methodologies 
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Figure 3 shows the TMC-based correlation matrix for the elastic 
28

Si channel. The appearance of the 

correlated area is what one would expect, and what one sees in the File 33 representation from the 

baseline TENDL-2013 evaluation. The narrow uncorrelated region appearing in the figure just above 

100 keV is probably related to the 89-group energy structure used in the analysis and its lack of 

sensitivity in capturing the variation in the narrow resonance structure in this energy region. 

 
a) Broad Energy View 

 
b) Enlarged View of High Energy Portion 

Figure 3: TENDL-2014 Elastic TMC Cross Section Correlation Matrix 

 

When one considers the elastic channel over the total energy region, an examination of these various 

approaches and the comments found in the source evaluation files indicate that the model-based 

TENDL-2013 standard deviation, rather than the data-driven ENDF/B standard deviations, is probably 

the most representative of the actual underlying uncertainty in the elastic cross section. The data in 

Figures 2 and 3 support a position that, for the elastic channel, the 101-sample TMC approach 

adequately captures the covariance in the underlying random sampling. 

Figure 4 shows the energy-dependent correlation matrix for some of the other reaction channels. i.e. 

the first inelastic reaction channel and the (n,p) transmutation/disappearance channel. These and the 

other higher energy reaction channels also exhibit the expected correlation structure and can be seen to 

be consistent with the File 33 covariance matrices seen in the baseline TENDL-2013 evaluation. This 

look at applying the 89-group TMC approach to the cross sections provides verification evidence for 

our implementation of the analysis process and establishes the foundation for applying this 

methodology to an examination of the energy-dependent covariance matrix for the displacement 

kerma and its components. 

 
a) 1

st
 Inelastic State (MF=51) 

 
b) (n,p) Transmutation Reaction (MF=103) 

Figure 4: TENDL 
28

Si TMC Correlation Matrix for Various Reaction Channels 
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4. Uncertainty in Recoil Atom Spectra 

The calculation of a uncertainty in the displacement kerma in a material depends on a nonlinear 

propagation of underlying uncertainty from different aspects/features in the nuclear underlying data. 

The uncertainty in the displacement kerma depends not only on the uncertainty in the cross sections 

for the various reaction channels, but also in the variation in the recoil spectra and how the energy of 

the recoil particles is partitioned between ionization and displacement. This section addresses the 

variation seen in the recoil spectra for 
28

Si reaction channels with different analysis methodologies.  

While the analysis of the variation of recoil spectra seen in 101-sample draws from the TENDL-2014 

random files has not yet been completely investigated, a first step was to examine the variation in the 

recoil spectra seen between different nuclear data evaluations. Figure 5 shows excellent agreement in 

the recoil atom spectra for the elastic recoil spectrum. The JEFF-3.1.2 and ENDF/B-VII.1 data 

evaluations adopted the same underlying evaluation and are identical for 
28

Si.  Figure 6 shows that 

higher energy transmutation reaction channels also exhibit fairly close agreement in the recoil spectra. 

Strong differences are observed between evaluations at neutron energies near the reaction threshold, 

but the agreement is fairly good for all reaction channels at energies well above the threshold energy. 

This good agreement may only reflect that the data-driven evaluation, like ENDF/B-VII, JENDL and 

JEFF, lack direct measurement data the spectra for recoil atoms and thus also rely on nuclear physics 

models and nuclear reaction codes to inform the data reflected in their File 6 representations of the 

recoil spectra. 

 
a) 1 MeV Incident Neutron Energy 

 
b) 10 MeV Incident Neutron Energy 

Figure 5: Variation in the PKA Recoil Spectrum for 
28

Si Elastic Reactions 

 

 
a) !0 MeV Neutron for 1

st
 Inelastic Channel 

 
b) 20 MeV Neutron for (n,nα) Channel 

Figure 6: Variation in the PKA Recoil Spectrum for Various 
28

Si Reactions 
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To get another perspective on the variation that may be seen between different nuclear reaction 

modelling codes, a comparison was also made of recoil atom spectra generated by the EMPIRE code 

[12] and from the SPECTER code [13]. In this case consideration was given to the composite PKA 

spectrum rather than to the reaction-dependent PKA spectra and the normalized recoil spectra were 

examined in order to eliminate the influence from different magnitudes in the cross sections. Figure 7 

shows the close agreement in shape of the overall PKA recoil spectrum between the nuclear models 

used in these two codes. When one compares the average recoil atom energy from the monoenergetic 

neutron cases depicted in Figure 7 close agreement is also seen. Comparing EMPIRE versus 

SPECTER the results are; at 1-keV 70 eV vs. 59 eV; at 1-MeV 41 keV vs. 39 keV; at 14-MeV 

569 keV vs. 490 keV.  

 
a) EMPIRE Recoil Spectra 

 
b) SPECTER Recoil Spectra 

Figure 7: Comparison of EMPIRE and SPECTER Monoenergetic Recoil Spectra 

 

5. Decomposition of Displacement Kerma and Component-level Uncertainties 

The types of reactions can be divided into four broad categories, as previously discussed/defined in 

Section 3. Figure 8 shows the relative/fractional energy-dependent contribution of these four 

categories to the overall displacement kerma.  When the TMC approach is used with the 101-sample 

TENDL random evaluations, the nonlinear uncertainty propagation is properly addressed and Figure 9 

depicts the resulting energy-dependent uncertainties in the total displacement kerma and in its four 

displacement kerma components.  

 
a) Logarithmic Energy View over a Wide 

Energy Region 

 
b) Linear Energy Perspective of High Energy 

Region 

Figure 8: Contribution to the Total Displacement Kerma from Various Contributing terms 
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In Figure 9 the black curve depicts the uncertainty in the total displacement kerma. While this curve 

can be differentiated in the figure at high energies, it merges with the uncertainty seen in blue elastic 

component at mid-energies and then drops to the uncertainty seen in the green disappearance 

component at thermal energies. The contribution to the disappearance kerma at thermal energies 

comes entirely from the (n,) reaction channel. The abrupt decrease in the red inelastic displacement 

component uncertainty at an energy of ~2 MeV corresponds to the threshold energy for inelastic 

scattering events, i.e. 1.77903 MeV for the 1
st
 inelastic channel in 

28
Si. Below the threshold energy, the 

cross section is zero and associated standard deviation is also modeled as zero.  

 
a) Logarithmic Energy Perspective 

 
b) Linear Energy Representation of High 

Energy Region 

Figure 9: Uncertainty from Various Displacement Kerma Components 

 

Inspection of Figure 9 shows a surprising aspect to the uncertainty, namely that the uncertainty in the 

high energy total displacement kerma produced from this TMC treatment is much less than that 

obtained if the various reaction components are assumed to be uncorrelated and combined with a 

weighted root-mean-squared (rms) approach. This implies that the displacement kerma components 

are strong correlated at high energies. This was a very significant observation and it was confirmed by 

a more detailed investigation of the individual sample draws used in the analysis. A detailed analysis 

of a 9-element subsample of the 101 random TENDL library sample clearly showed, in each sample, a 

strong anti-correlation between the high energy displacement kerma components which enabled this 

small relative uncertainty in the total kerma while supported the larger uncertainty for each of the 

component categories. This implies that there are strong correlations in the nuclear physics models 

that are captured in the TENDL/TALYS code, which is an expected result when one considers the 

nature of the input parameters to the nuclear physics models, e.g. the optical model parameters, which 

generated the TALYS uncertainty. The observation of this strong high energy correlation indicates that 

this type of uncertainty analysis in the displacement kerma requires a treatment such as the TMC 

approach used here in order to address the correlation between reaction channels. Few approaches to 

uncertainty propagation, other than the TMC approach used here, can address the nonlinear 

propagation of correlated uncertainty contributions.    

6. Uncertainties Due to “Model Defect” 

The analysis in the previous section addressed the uncertainty contribution to the displacement kerma 

from a parameter variation of the inputs in the underlying nuclear physics models used to generate the 

nuclear data representations. There is another element of uncertainty that must be captured, that due to 

“model defect” [14], i.e. the uncertainty in the underlying nuclear reaction models that cannot be 

captured with accessible model parameter variation. One flag for the presence of a “model defect” 

contribution to the uncertainty is a difference between the uncertainty elicited by parameter variation 

and the uncertainty seen in the variation between analysis using state-of-the-art nuclear data evaluation 

[15].   
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There are many possible contributors to model defect that should be investigated.  One of the most 

important contributors was expected to be the damage partition model. The above analysis used the 

damage partition model built into the NJOY-2012 code, which is the Robinson fit [16, 17] to the 

Lindhard, Scharff, and Schiott (LSS) partition function [18]. The LSS energy partition used a Thomas-

Fermi screening function over the Coulomb potential to model the elastic interactions and a non-local 

free uniform electron gas model for the inelastic electronic scattering. The LSS model assumes the 

local density approximation (LDA); that is, material can be represented as a “structureless” solid, 

referred to as a “lattice gas”. Thus the LSS theory does not account for any crystal effects upon the 

lattice displacement nor does it account for any complications due to the cascade development [19]. 

The Lindhard model is limited to energies less than about 24.8*Z
4/3

*A (in keV) [20, 21] where A is 

the atomic mass of the incident ion and Z is the atomic number of the incident ion. In iron this 

limitation translated to a maximum permissible ion energy of 107 MeV. In silicon, the limitation 

translates to a maximum permissible ion energy of 23 MeV. These limitations are relevant when 

considering the equivalence of charged particle induced damage and neutron-induced damage. This 

energy limitation is related to the LSS assumption that the stopping power is related to the ion 

velocity. When collisions impart more than the Bohr velocity to the lattice recoils, e2 ℎ̅⁄  = 

~25 keV/amu, this assumption is violated [22, 23]. It must be noted that while this energy limitation 

applies to the Lindhard LSS model, codes such as MARLOWE [22] that incorporate the LSS model 

often are augmented to also use the semi-empirical Ziegler potential to address “the transition from the 

Lindhard to the Bethe regime governed by Rutherford scattering” [24] through the use of this “heavy 

ion scaling rule” to capture the stopping poser of atoms with energies greater than 25 keV per amu. In 

MARLOWE, this has been implemented by several different people and is typically accomplished by 

augmenting the MARLOWE code with new interaction potentials based on the ZBL potential [24, 25, 

26]. 

Recent work by Akkerman [27], has used updated potentials for silicon to derive a new energy 

partition in silicon valid for recoil ion energies < 500 keV. Akkerman used the Ziegler, Biersack, and 

Littmark (ZBL) [28] potential for the elastic Coulomb scattering and used a combination of a local 

(impact parameter dependent) model and a non-local model for the inelastic ion-atom scattering.  

Their results used a displacement threshold energy of 21 eV for silicon.  

Figure 10a compares the Robinson fit to the LSS damage partition function and this more recent 

Akkerman partition function. The Akkerman partition function results in about a 15% high lattice 

displacement damage component for low energy incident particles. At high energy the difference 

between the Akkerman and Robinson energy partition functions is not clearly depicted in Figure 10a 

due to the small values of the damage energy. To clarify the comparison and to indicate the fractional 

difference at high recoil ion energies, Figure 10b shows the ratio between the two damage partition 

functions. This figure shows that the Akkerman partition results tend to smaller damage energies at 

higher energies (> 100 keV), with an 8% lower value for 2 MeV incident silicon ions, and then the 

ratio tends back to higher values again with the damage energy being about 8% higher than unity for 

100 MeV silicon ions. Future work will investigate how this component of “model defect” translates 

into any increased uncertainty in the total neutron displacement kerma.  

 
c) Energy-dependent Damage Partition Functions 

 
d) Ratio of Damage Partition Functions 

Figure 10: Comparison of Robinson and Akkerman Damage Partition Functions 
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Another aspect of “model defect” applies to the selection of the potential used to generate the damage 

partition function.  Some aspects of this variation were captured as part of the above comparison 

between the LSS (Thomas-Fermi potential) and the Akkerman (ZBL potential). When the 

MARLOWE code is used to isolate just this dependence on the ion interaction potential, Table 1 

shows the variation, as a function of the recoiling silicon atom, between the LSS partition and the 

MARLOWE binary collision approximation (BCA) modelling of the partition with the Moliere and 

ZBL potentials. The variation in potential is seen to induce changes in the partition of energy into 

ionization of about 10% for silicon ion energies less than ~50 keV, decreasing to less than 1.5% for 

ion energies greater than 500 keV. When one looks at the percentage of energy into displacement 

rather than into ionization, the change is less than 7% for energies less than 100 keV, decreases to less 

than 4% for energies through 1 MeV, then jumps to about 30% for energies of 10 MeV.  

Table 1:  Comparison of Effect of Various the Interaction Potentials  

on the Partition of Damage into Ionization in Silicon. 

Silicon Ion Energy (keV) 
MARLOWE BCA Code Using: 

LSS 
Moliere Potential ZBL Potential 

30 keV 29.1 32.9 38.5 

50 keV 35.1 38.9 43.3 

100keV 44.0 47.8 53.0 

500 keV 72.0 72.9 74.5 

1 MeV 82.7 82.7 83.5 

10 MeV 94.7 95.0 97.6 

Entries show percentage of energy going into ionization 

 

Another parameter whose variation was not considered in the above analysis is the uncertainty in the 

displacement threshold energy. The latest ASTM E722-14 standard [4] recommends using a value of 

20.5 eV. Changes here may not have any effect if the displacement kerma is defined in a manner that 

only considers displacement and ionization terms [29].  Changes in the displacement threshold energy 

will have an effect on the number of displaced atoms, also called the dpa.  These changes in the dpa 

are expected to provide a variation that is totally correlated over the energy region.   

7. Conclusions and Future Work  

The above discussion has captured the work performed at Sandia National Laboratories over the past 

year in support of this IAEA Cooperative Research Project (CRP) focused on an examination of 

primary radiation damage in semiconductor materials, and, in particular, on quantifying the energy-

dependent uncertainty in the silicon displacement kerma. Over the next year this work will be 

expanded to address more areas of “model defect” in the parameter variation uncertainty contribution 

that was captured in this work with silicon. In particular, the influence of the uncertainty in the energy 

partition function will be placed on a solid mathematical foundation using the TMC approach. We will 

also address the need to add an empirical uncertainty term to address deviation between the TMC 

covariance matrix and the variation seen between displacement kermas derived from different state-of-

the-art silicon evaluations. Work will also start to expand this analysis to address the uncertainty in the 

displacement kerma in GaAs and to address an approach for addressing the deviation between the 

displacement kerma and the displacement damage seen in GaAs electronic devices (i.e. for a damage 

metric related to the change in minority carrier lifetime).   
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Radiation resistance of materials is mainly determined by helium/hydrogen-producing nuclear 

reactions. Especially this problem is actual for construction materials, as they are most commonly used 

for manufacturing of different mechanisms and units of nuclear power plants. However, in spite of the 

great practical importance of these elements, according to our literature review, for a number of them, 

such as isotopes of chromium, iron and nickel, the set of experimental studies on the cross section 

measurement of the (n,α) reaction is extremely poor and is limited to works performed for neutrons 

with energies of 14 MeV. The data obtained by different authors for this energy may differ by tens of 

percents. The experimental data for the neutron energies close to the reactor spectrum are completely 

absent. This results in the large spread (up to several hundred percents) in the estimates of the cross 

section energy dependence. Existing differences between evaluations can be eliminated only with the 

appearance of new experimental data. 

Such situation with the experimental data for structural materials is due to the fact that these nuclei are 

extremely inconvenient for studies by existing methods. The reaction cross sections for charged 

particles emission are usually small (a few millibarns) and the reaction Q-value is low. The most 

accurate and widely used method, based on the analysis of gamma-spectra emitted by the daughter 

nuclei, may not be used in this case since the reaction products are stable. The only way to measure 

the reaction cross section in this case is a direct measurement of the alpha particles yield from a thin 

target. 

Methods that allow carrying out such measurements must have a high sensitivity and high selectivity 

to the products of the studied reaction. To solve this problem, we apply a method based on the usage 

of an ionization chamber with a Frisch grid and solid target, located on the cathode. This technique has 

been successfully used in laboratories in Dubna [1], Obninsk [2] and Japan [3] for the measurement of 

different reaction cross sections. However, this method is not free from drawbacks: in some cases the 

background of the chamber electrode is much greater than the effect of the investigated thin 

spectrometric target.  

A new spectrometer was designed and created, wherein a solid target made of the investigated 

structural material is placed in the middle of the ionization chamber sensitive volume. Figures 1 and 2 

illustrate the design and target location. For this target arrangement, usage of digital techniques for 

evaluation of anode and cathode signals makes possible to distinguish events happened at the chamber 

cathode, in the working gas and on the surface of the investigated layer. Indeed the drift time of the 

most remote from the anode electrons depends from the place of particle birth in a cathode-grid gap, 

when the drift velocity is constant (see Fig. 3).  

A block diagram of the electronics used in the experiment is shown in Fig. 4. Signals from the anode 

and cathode of the ionization chamber, after their amplification, fed to the digitizer which transformed 

analog signals to the digital form.  

The typical shape of digital signals received from the spectrometer is shown in Fig. 5. The digital 

signals were stored on the hard disk of a computer for further processing. 

This way of signal accumulation and processing allows determining a number of parameters of the 

recorded event at once. During the processing the signal amplitude, the drift of electrons to the anode, 

the length of the projection of the particle track on the axis of the camera were determined.  
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Fig. 1. Schematic detector design. 1 - solid target;  

2 - 
238

U target; 3 - IC anode; 4 - common cathode; 

5 – Frisch greed; 6 - guard electrodes; 7 - divider. 

 

Fig. 2.  The target scheme. 1 - solid target,  

2 - golden threads, 3 - guard ring. 

 

Fig. 3.  Scheme of α-particle tracks, which can be realized in the ionization chamber irradiated by fast neutrons. 

1 - "cathode" particles, 2 - "false cathode" particles, 3 - "gas" particles. 

 

 

Fig. 4.  Block diagram of the detector and electronics. CSPA - charge sensitive preamplifier;  

SA - spectrometric amplifier; D - discriminator; DU - delay unit; WFD - waveforms digitizer; FA - fast 

amplifier. 
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Figure 6 shows the two-dimensional 

spectrum, where the X-axis is amplitude of 

the anode signal, the Y-axis is the electron 

drift time. From the figure, it is clear that all 

of the events are divided into 3 groups - 

events that took place at the cathode (upper 

part of the spectrum), events that took place 

in the studied target (the middle part of the 

spectrum), and events happened in the 

working gas (the lower part of the 

spectrum). By choosing the window for 

"electron drift time" parameter we can select 

events originated on the target (shown on 

the Fig. 6 by the dashed line). This method 

allows us to suppress significantly the 

contribution of background reactions, 

occurring on the structural elements of the 

camera and in its working gas. 

Figure 7 shows the two-dimensional 

spectrum, where the X-axis is the amplitude 

of the anode signal and the Y-axis is the rise 

time of the anode signal. The rise time 

parameter of the anode signal allows us to 

make separation of the particles of different 

type. Indeed the rise time parameter of the 

anode signal is directly connected with the 

particles path projection on the symmetry 

axis of the camera. At the same amplitude of 

the anode signal (particle energy), the 

lighter particles will have the longest range. 

 

  

Fig. 6. A two-dimensional spectrum, where the X-axis is 

the amplitude of the anode signal, the Y-axis is 

the electrons drift time obtained after background 

suppression. 

Fig. 7. A two-dimensional spectrum, where the X-

axis is the amplitude of the anode signal, the 

Y-axis is the rise time of the signal obtained 

for neutron energy of 6.5 MeV. 

 

 

Fig. 5. Typical signals from the spectrometer. Figure at the 

top – α-particle in the main chamber. Figure at the 

bottom - fission fragment in a chamber without a 

grid. 
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In Figure 7 we can see a group of particles with short range (α-particles) and with long range (protons 

and electrons). For α-particles (due to their short range in the gas) there is a small value of the "rise 

time of the anode signal" parameter. Cutting particles with large values of the rise time of the anode 

signal we discriminate events caused by the particles other than α-particles. This way of selection of 

events allows to reduce the background and to distinguish the events corresponding to the investigated 

reaction. 

Traditionally, the electrodes of the ionization chamber are made of stainless steel. This material is 

corrosion resistant and it allows achieving a good vacuum in the chamber. However, to study the (n,α) 

reaction of iron, chromium and nickel isotopes such electrode is obviously not suitable as it contains 

incomparably greater amount of studied nuclei than in a thin spectrometer target. To solve this 

problem cadmium covers were used, they closed the side of the electrodes that faced the sensitive 

volume of the chamber.  

The excitation functions of α-production for natural iron and cadmium are shown in Figure 8. The 

figure shows that use of cadmium can significantly reduce the background caused by electrodes in the 

whole range of interest-energy neutrons. 

 

Fig. 8. Theoretical estimates of the cross section of (n,α) reaction on natural iron 

and cadmium. 

 

Detailed studies of the excitation function of the reaction 
50

Cr(n,α)
47

Ti in the neutron energy range 

from 4.5 to 7.2 MeV were performed with the use of the developed spectrometer. The results are 

shown in Figure 9. It should be noted that the results are in a good agreement with the data given in 

[3]. For the evaluated data given in the different libraries there is a huge discrepancy. Our data are in 

satisfactory agreement with estimates given by the library JENDL-4.0 and BROND-3, and disagree 

significantly with the ENDF/B-VII.1 evaluation. 

Figure 10 shows the results of measurements of the cross section for the reaction 
52

Cr(n,α)
49

Ti carried 

out in IPPE. The experimental data of other authors for this energy region do not exist. The closest 

cross sections were predicted by the ENDF/B VII.1 library. Data of other libraries are significantly 

lower than experimentally observed values. 
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Fig. 9. The cross section of the reaction 
50

Cr(n,α)
47

Ti compared with evaluated data 

libraries ENDF/B-VII.1, JENDL-4.0, JEFF-

3.1.2, ROSFOND-2010 and BROND 3 and 

the experimental data of other authors. 

Fig. 10. The results of the measured cross section of the 
52

Cr(n,α)
49

Ti compared with evaluated data 

libraries ENDF/B-VII.1, JENDL-4.0, JEFF-

3.1.2, ROSFOND-2010 and BROND-3. 

 

Data for 
50

Cr and 
52

Cr were obtained for the targets evaporated on a thick gold substrate, the mass of 

studied materials was known. For a number of isotopes, that interested us, we had the samples in the 

form of thin self-sustaining films, exact mass of which was unknown. 

In this case, the thickness of self-

sustaining iron and chromium targets 

(number of atoms per square 

centimeter) was measured by 

Rutherford backscattering of 

protons. The experimental scheme is 

shown in Fig. 11. The error of target 

thickness measurement with the help 

of this method does not exceed 7 -

 8%, it is determined by the accuracy 

of the detector solid angle 

measurement and the charge of the 

particles passed through the target. 

By means of this method, the 

homogeneity of the target can be 

determined as well as its thickness. 

This method was used to determine 

the number of atoms in a target made of 
54

Fe. For this target the preliminary measurements of the cross 

section of 
54

Fe(n,α)
51

Cr were made. The measured results are shown in Figure 12. For this reaction, 

there are a number of experiments carried out with the help of the activation method, their results are 

in a good agreement with each other. That allows us to use the reaction as a standard to confirm the 

correctness of the procedures of determining the number of nuclei in the target and the number of 

registered events. As seen in Figure 12, our data coincide with the data of other authors, that allows us 

to make a conclusion about the correctness of the entire process of the cross-section determining of the 

studied reaction. 
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Fig. 11. Experimental set-up for determination of number of nuclei 

in the solid target: 1 - incoming particles,  

2 - scattering angle, 3 - scattered particle, 4 - detector,  

5 - solid angle of the detector. 
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Fig. 12. The results of the measured cross section for reaction 
54

Fe(n,α)
51

Cr in comparison with the evaluated 

data libraries ENDF/B-VII.1, JENDL-4.0, JEFF-3.1.2, ROSFOND-2010 and BROND-3 and the 

experimental data of other authors. 

 

Over the past year the spectrometer of the (n,α) reaction products has been modified. The aim of the 

modernization was to make it possible to work with thin solid targets of structural materials and to 

reduce the detector’s background. The spectrometric layers were made of a number of isotopes and 

method of the Rutherford backscattering was used to determine their masses.  

The measurements of the (n,α) reaction cross section for 
50

Cr and 
52

Cr were made. The first 

experimental results for the 
54

Fe target were obtained. 

Plans for the second year of the investigation: 

- measurement of the number of nuclei in solid targets made of 
57

Fe and 
53

Cr by means of the beam 

ion scattering method on the investigating target; 

- measurements of the (n,α) reaction cross section for 
57

Fe and 
53

Cr; 

- analysis of the experimental data uncertainties;  

- preparation of a detailed plan of works for the third year of CRP project.  
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Generation of justified and complete nuclear data and associated uncertainties for 

material damage applications - gas-production cross-sections and their uncertainties for 
59

Ni and their consequences for stainless steel, 

P. Helgesson and H. Sjöstrand 

Department of Physics and Astronomy, Uppsala University  

Uppsala, Sweden 

 

Background 

In the work for this CRP, we will connect macroscopic fuel and aging parameters to the fundamental 

nuclear physics processes by using the nuclear model code TALYS and the Total Monte Carlo Method 

(TMC) method [1]. With a TALYS based code package, nuclear data libraries can be produced for the 

entire nuclide map, with all reaction channels and secondary particle production. This so called 

TENDL library is in that respect superior to classical libraries such as ENDF/B-VII and JEFF3.1. 

Furthermore, the TENDL library has the advantage that it can produce complete covariance 

information. 

We are using and improving the TENDL library to improve basic damage nuclear data, e.g. KERMA, 

damage energy, dpa- and gas-production cross sections for different structural elements.  In order to 

obtain justified best estimates and uncertainties in damage nuclear data derived from nuclear 

modeling, a proper calibration of the nuclear data with respect to experimental data is necessary. A 

rigorous treatment of experimental uncertainties will improve the predictive power of damage 

modeling.   

So far we have investigated 
59

Ni, since the two-step thermal neutron reaction sequence 
58

Ni(n,γ)
59

Ni(n,α)
56

Fe, (Q_value = 5,1 MeV) results in non-linear He production rates and is an 

important contribution to the He production in steel in thermal spectrum. The reaction sequence is also 

an important contribution to the damage energy. We are also investigating the hydrogen producing 

reaction sequence: 
58

Ni(n,γ)
59

Ni(n,p)
59

Co (Q_value = 1.9 MeV). Currently, existing evaluated data has 

no uncertainty information, neither for 
59

Ni(n,α)
56

Fe, nor for 
59

Ni(n,p)
58

Co reactions, in the thermal 

region. Furthermore, the TENDL evaluation disregards the resonance structure for these reaction 

types. 

Results  

One of the main goals is to develop methods that better takes into account the experimental differential 

data to calibrate the nuclear data and its uncertainties and to apply these methods for reactor relevant 

structural materials. The TMC method for nuclear data ND uncertainty propagation has been subject 

to some critique because the nuclear reaction parameters are sampled from distributions which have 

not been rigorously determined from experimental data. We are addressing this by weighting random 

ND files with likelihood function values computed by comparing the ND files to experimental data, 

using experimental covariance matrices generated from information in the experimental database 

EXFOR and a set of simple rules.  The results are presented in [2, 3], where, inter alia, 
56

Fe, is 

investigated.  The results have so far not been propagated to damage parameters, however. 

To improve the He production prediction and to provide nuclear data uncertainty estimates, new 
59

Ni 

cross section data has been developed. As opposed to existing evaluated data (for nuclides in general) 

the helium and hydrogen production cross sections have been produced using relevant resonance 

parameters using R-matrix theory with the Reich-Moore approximation. The lack of well documented 

measurements on these cross sections in the resonance region however makes the actual values of 

these resonance parameters very uncertain.  The cross-sections are generated from average unresolved 

resonance parameters and sampled with a high uncertainty, after which they are adjusted to the 

experimentally known thermal cross sections and their uncertainties. In this particular case we have 

used the values in the Atlas of resonances [4] for the thermal cross sections.  Thus, this new cross 

section data is more complete and has physically motivated uncertainties. The cross-sections will soon 

be published in ENDF-6 format, including so called random files, for usage by the nuclear community.  
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The distributions of some of the cross sections in the current random files are shown in Figure 1. It 

should be noted that this is still preliminary data.  

  

Figure 1. Plot of preliminary random files for the different 
59

Ni reaction channels.  Left: full energy range; right: 

zoomed at the resonances.  

 

So far, the produced random files only contain pointwise cross sections. In resonance range and 

below: (n,tot) and (n,γ) are produced using TARES and NJOY-12.32. The gas producing channels 

(n,α), (n,p) are produced as described above, and (n,el) is obtained by subtracting the absorption 

reactions from the total cross-section. Finally, (n,tot) is adjusted such that (n,el)  > 10
−8

 b.  

The random files have been processed with NJOY-12.32. However, it was not possible to directly 

process the random files with this NJOY version. The number of “particle pairs” used in the LRF = 7 

format is limited to 11 (including the compound + gamma-pair) in current versions of NJOY-2012.XX 

[5]. However, for 
59

Ni(n,α)
56

Fe, 22 states of 
56

Fe are possible and for 
59

Ni(n,p)
59

Co, 4 states of 
59

Co are 

possible. Including the two particle pairs necessary to describe the neutron and gamma widths, 28 

particle pairs are necessary for a full description of the open channels in the resonance range, i.e. more 

than the allowed number in NJOY. This has been solved by producing partial (n,α) cross sections (to a 

maximum of 9 levels), which has subsequently been summed up, and the sum has been used for the 

adjustment to the thermal cross section.  An update of NJOY can be helpful to avoid this workaround 

and a version of the ENDF file that could not be processed has been sent to A. Kahler (who develops 

NJOY) for further investigation. 

In order to check the performance of the random files they have been tested on an MCNP-6 model. 

The model consists of a cylinder with r = 100 cm and  h = 1 cm, containing stainless steel with 69.5% 

Fe, 19% Cr, 9.5% Ni, and 2% Mn. A surface source at one side of the cylinder was applied with 

typical LWR spectrum [6]. The 
59

Ni and 
58

Ni content was modified to the values in the 
59

Ni peak in 

Ref. [7]. The results were compared to He and H production rates in a reference case, i.e., the same 

model but with natural Ni instead of modified Ni content. It was found that the inclusion of 
59

Ni 

increased the helium production rate with a factor of five. The uncertainty on the He production rate 

due to 
59

Ni data was estimated to 5.7 +/- 0.2 %. It was also found that there were some discrepancies 

between the results obtained with these new files and the result which was obtained using ENDF/B- 

VII.1. In particular, the helium production rate increase was significantly larger using ENDF/B- VII.1 

– this can however be explained by a significantly larger thermal (n,α) cross section in ENDF/B- VII.1 

(not agreeing with the recommendation in the Atlas of resonances [Mughabghab]). 

Planned activities 

It is planned to include more differential data for 
59

Ni(n,α) and (n,p) cross sections, e.g., re-evaluate 

thermal cross sections including experimental correlations. We also plan to reconsider the distributions 

for the unknown resonance parameters (URR), e.g. including uncertainty of URR parameters from 

TALYS. 
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We aim to apply the data to some more advanced applications, possibly some He-production 

benchmark.  In the planned work we also aim to include transmutation in the simulation, i.e. starting 

from natural Ni and including the nuclear data uncertainty of other nuclides. 

The angular distribution, the emitted spectrum, and the excitation of the residual are important for the 

damage energy.  The quantification of these quantities and their uncertainties will be a priority.  We 

intend to propagate the uncertainty of the 
59

Ni nuclear data to damage relevant parameters, such as 

damage energy, KERMA, and PKA-spectra. 

Finally, contributions from other isotopes, such as the reactions in 
55

Fe (via capture in 
54

Fe), to the He 

production in the thermal region may be investigated. 

Conclusions  

TENDL and the TMC method have a great potential to address damage relevant macroscopic 

quantities. We are working on improving TENDLs calibration against experimental data.  

The two-step thermal neutron reaction sequence, 
58

Ni(n,γ)
59

Ni(n,α)
56

Fe results is an important 

contribution to the He production in steel in thermal spectrum and can be an important contribution to 

the damage energy.  We have performed a preliminary evaluated the 
59

Ni(n,α)
56

Fe and  
59

Ni(n,p)
58

Co 

reactions and their uncertainties using the TMC method.  Random files have been produced and 

processed with NJOY-2012.32.  

The He production rate in stainless steel in a thermal spectrum has been determined using MCNP. Its 

uncertainty has been estimated to 5.7% . More calibration against experimental data is planned. 
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Advanced nuclear observables processing for materials sciences and PKA spectra under 

neutron irradiation: time and spatial variation, and contributions from radioactive 

decay,    

J.-Ch. Sublet and M.R. Gilbert 

United Kingdom Atomic Energy Authority, Culham Science Centre, 

Abingdon, Oxfordshire, UK 

 

The concept of dpa, whether NRT, ARC or otherwise, is limited in its ability to describe radiation 

damage. In particular, it does not properly account for the evolution of defects. A complete picture 

must, desirably, include simulation and modelling of the time evolution in defect structures and 

population changes. Computational simulations, such as atomistics with molecular dynamics, can 

simulate the cascade of damage caused by an initial recoil event (the “primary knock-on atom” or 

PKA) and track subsequent evolution. With modern computers it is now possible to build up a 

statistical picture of defect creation under cascades as a function of PKA energy, which is then suitable 

for further modelling (at larger length and timescales) to understand defect evolution and perhaps 

explain the experimentally observed changes in material character. For the former, atomistic 

simulations, a more useful direct link is needed to the results of neutron transport simulations – giving 

a complete picture of the population of PKAs as a function of energy – so-called PKA recoil spectra. 

As part of the United Kingdom Atomic Energy Authority’s contribution to the CRP, we have used the 

latest techniques to evaluate up-to-date nuclear data to develop a consistent and robust methodology to 

produce the complete set of recoil spectra, including the correct differentiation as function of recoiling 

species, for a given material, whether a single isotope or complex alloy, in a given neutron irradiation 

field. Additionally, the latest version of the inventory package EASY-II [1] can calculate the time 

evolution in NRT dpa/year and other damage indices for the complete inventory of nuclides, as well as 

gas production rates using in-built cross section libraries processed through NJOY heatr and gaspr 

modules. Uniquely, the full energy dependence of each quantity is properly taken into account.  

For example, the figures 1 and 2 below show the cross sections for various gaseous species from Fe-

056 and W-186 as well as total dpa cross section for Fe, Fe-56 and W, W183. The high computational 

efficiency inherent to the current FISPACT-II [2] inventory code in EASY-II [1], together with 

dedicated libraries [3, 4, 5, 6], has enabled rapid comparison, via simple indices like dpa/year values, 

dpa/He ratios or above 1 MeV fluence, of different irradiation conditions and/or different materials.  

  

Figure 1: Gas production cross-sections on Fe-56 (left) and W-186 (right). 
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Figure 2: DPA cross-sections on Fe, Fe-56 and W, W184. 

 

Detailed PKA cross section matrices are derived from the TENDL-2014 evaluations and depicted in 

fig 3 for (n,α) reactions on W-184 and (n,p) reactions on Fe-56. One may notice that the positive Q 

value (7.3 MeV) for the charged particle (n,α) reaction on W-184 means that the alpha energy can be 

much higher than the energy of the incident neutron, while the energy on the recoil atom Hf-181 stays 

below 1 MeV. 

  

Figure 3.  Recoil spectra from (n,a) on W-184 (left) and Fe-056 (right). The distributions in blue are for the 

heavy recoils – in this case Hf-181 and Mn-056 from W-184 and Fe-056, respectively. The orange 

distributions are for the recoiling light particles (alphas or protons in these examples). 
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We have developed a computational routine, called SPECTRA-PKA, which takes these PKA recoil 

cross section matrices, output from NJOY with a fine group structure (660 groups below 30 MeV), 

collapses them with a given neutron irradiation field, performs any necessary summing as a function 

of recoiling nuclide or element over a given set of input parent nuclides (for example the four naturally 

occurring isotopes of Fe, with appropriate weighting), and outputs the resulting (set of) PKA 

distributions as a function of energy. Figure 4 shows a typical output from SPECTRA-PKA, for 

Eurofer irradiated under DEMO fusion first wall (FW) conditions, using both TENDL2014 (left) and 

ENDFB/VII (right) libraries. 

 

Figure 4. Eurofer elemental-sum PKA spectra under DEMO fusion FW conditions. Left: using 

TENDL2014 nuclear data; Right: ENDFB/VII. 

 

Figure 4 illustrates the flexibility and robustness of the new computational routines. Eurofer is a fairly 

complex alloy, but SPECTRA-PKA is perfectly able to read NJOY output for any number of target 

nuclides (around 15 contribute more than 0.1 atomic % in the Eurofer, which was used as a cut-off for 

inclusion in the results). This ability to consider complex materials is a significant advance over earlier 

codes, and can, for example, be used to investigate how the PKA distributions vary as a function of 

irradiation in a highly transmuting material or irradiation environment (all of the results here are 

presented for the time, t = 0 composition). 

Notice that the results in figure 4 are summed as a function of different recoiling element. In reality 

the raw results from collapsing the PKA cross section matrices with a neutron irradiation spectrum is a 

curve for every single channel, which means that even a single nuclide may have multiple curves 

associated with it – especially in a real material. Thus SPECTRA-PKA merges the data into more 

useful forms. As well as sums as the sums as a function of element shown in the figure, which might 

be the starting point for certain atomistic modelling approaches, it also outputs nuclide sums.  

Additionally, the total PKA rate distributions are also produced, such as those given in Figure 5 as 

cumulative functions for several important fusion materials under the same DEMO FW conditions 

used for Eurofer above. These total distributions might be particularly useful as sampling functions in 

atomistic simulations where only one atomic species (hopefully the primary one) is considered. 

Figure 4 also illustrates that, for this particular material, there is very little difference between the two 

nuclear library evaluations, other than for some of the minor recoil components (such as carbon).  
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Fig 5.  Cumulative total PKA distributions for 

several materials under DEMO FW 

conditions using recoil cross sections 

derived from TENDL-2014. 

 

As part of our contribution to the CRP, SPECTRA-PKA has so far been used to produce a large 

database of PKA distributions for all naturally occurring elements (up to Bi by mass) under fusion FW 

conditions. These are part of a much larger nuclear physics handbook [7], but are given special 

attention in a supplement [8], where the elemental sum distributions are presented in tabular format. 
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NJOY2012 Summary, 

A.C. (Skip) Kahler 

Los Alamos National Laboratory 

Los Alamos, NM, USA 

 

The NJOY2012 Nuclear Data Processing code system is the latest in a long line of NJOYxx code 

releases, dating back to 1977. 

NJOY2012 was released in December, 2012 and was updated to NJOY2012.8 in August, 2013 and 

NJOY2012.50 in February, 2015.  Code features of interest to this group include gas production and 

heating/radiation damage calculations.  Gas production is calculated in NJOY’s GASPR module while 

heating/radiation damage is calculated in the HEATR module.  In Evaluated Nuclear Data File 

(ENDF) terminology these data are called “derived” quantities as they are not included in an original 

ENDF evaluation. 

Gas production, in NJOY, refers to any reaction that produces one or more of a proton, deuteron, 

triton, helion (
3
He) or alpha particle among the outgoing reaction products.  There are many possible 

reactions that are defined in the ENDF system that include such products and NJOY’s GASPR module 

will search through the User specified ENDF input tape and previously created “PENDF” tapes to sum 

these cross sections, including an appropriate multiplicity factor, to produce the desired total 

production cross section for these particles.  These cross sections are then inserted into the User 

specified output tape for use by subsequent NJOY modules.  Users are cautioned that if that output 

tape already contained gas production data from an earlier NJOY job that those data will be 

overwritten. 

The NJOY2012.50 release corrects a long-standing error in calculating heating at low incident energy 

following n+
1
H capture.  Up through ENDF/B-VI.8 the emitted photon was described using 

MF12/MT102 and the heating contribution from recoil following photon emission was properly 

calculated.  For ENDF/B-VII.0 and later the photon description was moved to MF6/MT102.  This 

change was not recognized by any version of NJOY and so the calculated heating cross section below 

about 10 eV was increasingly in error.  We acknowledge our JAEA colleagues for noticing this 

deficiency. 

As stated previously, NJOY has included coding for several decades that calculates heating and 

radiation damage.  Current coding is little changed from what was originally programmed.  Radiation 

damage is calculated in terms of a “displacements per atom”, DPA, cross section.  DPA is given by 

𝐷𝑃𝐴 =  
𝜉𝐸𝑎

2𝐸𝑑
, 

where Ea is the available energy from the various reaction products and depends upon the incident 

neutron energy while Ed is the energy needed to produce a displacement.  ξ is an empirical factor, 

typically set to 0.8, that improves the model prediction.   

In addition, DPA is zero when Ea < Ed.  NJOY’s original coding used a single constant value of 25 eV 

for Ed.  That was changed in the late 1990s when a table of Ed values for selected elements was 

defined (values vary from a low of 25 eV for Si to a high of 90 eV for W).  Undefined elements 

default to 25 eV but in all instances Users may override the code default with their own input value.  

These values do not always agree with the current literature; see, for example, “Primary Radiation 

Damage in Materials, NEA/NSC/Doc(2015)9, Table 2.4.  A future NJOY2012 code revision will 

incorporate these newer data. 

Two other aspects of NJOY usage were summarized.  First, when processing ENDF covariance data 

with ERRORR it was noted that Users have the option of running the GROUPR module and feeding 

those multigroup data to ERRORR, or letting ERRORR calculate multigroup data based upon the 

energy mesh available from the underlying covariance data.  When using GROUPR to precompute 

multigroup cross sections it is best to use a dense energy mesh so that details of the underlying cross 
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section are more accurately represented.  Use of too coarse a group structure can distort the resulting 

cross section uncertainty calculation. 

Users were also reminded that when passing output files from one NJOY module to another they can 

use ASCII format or binary format.  The data in a binary file contain more significant figures and so 

use of binary tapes is recommended until all NJOY calculations are complete.  At that time NJOY’s 

“MODER” module may be used to convert the final binary tape to ASCII. 

 

 

 

 

Status of work committed by CIEMAT for the IAEA CRP on Primary Radiation 

Damage, 

F. Mota, C.J. Ortiz, R. Vila 

Laboratorio Nacional de Fusión, Unidad de materiales, CIEMAT 

Madrid, Spain 

 

1. Introduction 

Fusion neutron radiations will generate a number of defects in the material affecting their physical 

properties. Therefore, present pathway to fusion reactors includes a rigorous material testing program. 

To reach this objective, irradiation facilities must produce the displacement damage per atom (dpa, 

primary knock-on atom (PKA) spectrum and gaseous elements (He, H) by transmutation reactions as 

closely as possible to the ones expected in the Fusion Power Reactor (FPR).  In order to emulate the 

neutron irradiation that would prevail under fusion conditions is contemplated to use the nowadays or 

futures neutron sources to emulate the extreme fusion irradiation conditions (Current neutron sources 

like fission reactors or spallation neutron sources; or futures neutron sources like IFMIF or DONES).  

In the last few years new Fusion Roadmaps have been developed in a number of countries [1 -4]. 

Generally speaking, the tendency is to speed up the design and construction phase of DEMO (in the 

case of EU it is foreseen to start its construction early in the 2030 decade) and, at the same time, to 

reduce the neutron dose requirements on the materials. In the case of the EU Roadmap an initial 

DEMO phase is foreseen with a maximum dose around 20 dpa, for components integration testing, 

and a second DEMO phase with a maximum dose around 50 dpa [5]. Specifications and requirements 

on materials irradiation data for future Power Plants remain unchanged but the time required to gather 

the information is much longer than for DEMO [6]. This new approach reduces the requirements for 

the early phase of the neutron source, maintaining the long term ones, and opens the possibility of a 

staged approach to IFMIF in which its construction can be developed in different phases. In this 

framework the IFMIF-DONES (DEMO-Oriented Neutron Source) facility has been proposed focused 

on DEMO needs [7]. 

Other option to emulate the extreme fusion irradiation condition is by means of three ion accelerators: 

One used for self-implanting heavy ions to emulate the displacement damage induced by fusion 

neutrons and the other two for light ions (H and He) to emulate the transmutation induced by fusion 

neutrons.   

2. Methodology 

Therefore, in order to emulate fusion neutron effects in materials is needed to be able to design 

equivalent irradiation experiments. As the methodologies used so far to calculate the primary 

displacement damage induced by neutrons or ions have not anything in common, we decided to 

develop comparable methodologies to calculate it for both kinds of radiations. So, our main objective 

was to find the way to calculate the primary displacement damage induced by neutron irradiation and 

by ions irradiation starting from something in common, i.e. the PKA spectrum. 
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This methodology to calculate the primary displacement damage generated in materials due to the 

combined effects of fusion neutrons and PKA spectra was developed [8]. This methodology is based 

on a methodology previously developed by KIT Laboratory [9, 10] and consists of a combination of 

Nuclear Data Libraries Processing, neutronics transport, and Monte Carlo Binary Collision codes. This 

methodology allows for the calculation of several damage parameters such as the PKA spectrum, 

displacement cascades, damage profile, damage function, and damage dose rate in materials under 

neutron irradiation.  The block diagram is shown in Figure 1. 

 

 

Figure 1.  Methodology block diagram. 

 

The damage profile, i.e. the number of Frenkel pair vs PKA energy was calculated with MARLOWE 

code since is more realistic than SRIM code. MARLOWE code is a displacement damage simulation 

code based on binary collision approximation [11,12].  MARLOWE code shows to be of high interest 

to simulate displacement cascades in monocrystal, polycrystal or amorphous materials. It allows 

exploring higher energies (up to GeV) in a much shorter time than MD. It represents thus an 

interesting alternative to MD to simulate the effects of energetic fusion neutrons in materials. In order 

to accurately predict the number of stable Frenkel pairs produced in cascades, those that will 

contribute to the long-term evolution of defects, the I-V capture radius must be first calculated. This 

can be done using MD results obtained for low-medium PKA energies (~ keV). As an example, the 

capture radius of I-V pairs in Fe as a function of PKA Energy has been calculated [13]. MARLOWE is 

able to account for the recombination of defects that occur during the cooling phase of a cascade by 

means of the concept of capture radius. A constant capture radius of about 3.3ao was obtained for 

energies higher than 5 keV. MARLOWE can thus be used to simulate displacement cascades with 

energies higher than 5 keV in Fe with this calibrated value of the capture radius. For lower PKA 

energies it was observed that the capture radius is variable and must be determined for each PKA 

energy [14]. However, the capture radius has to be adjusted for each materials under study. 

3. Status of the work committed for this year 

The work plan for the first year was to use MARLOWE code to determine the capture radius in Fe, 

SiO2, Al2O3 as a function of PKA energy. However, due to several reasons it has been impossible to 

fulfil the objectives: 
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On one hand, for strategy reasons of my department I have been involved in a lot of neutronics tasks 

related with the development of diagnostics for ITER. I was involved in a neutronics analyst contract 

for the diagnostic department of ITER IO under supervision of Luciano Bertalot 

(luciano.bertalot@iter.org ). 

On the other hand, in order to adjust the capture radius for MARLOWE, it is necessary to find enough 

molecular dynamics simulation. However, finding in the literature enough MD data to adjust the 

capture radius for Al2O3 and SiO2 has been impossible. Therefore, so far, we have not been still able to 

fulfil the objectives committed for the first year.  

During the next year, our planning is to solve this issue and reach the objectives committed for the 

first year. 

4. PKA spectra for different facilities and using several nuclear data libraries 

As fulfilling with the targets planned for the first year has been impossible, we decided to begin with 

the calculations committed for the second year. The target for the second year was to determine the 

PKA spectra for Fe, SiO2 and Al2O3 induced by different neutron sources an ion sources. In addition, it 

would be performed using different nuclear data libraries (FENDL3.0_r2, ENDF\B-VII.1, JEFF 3.2), 

in order to evaluate the sensitivity of the results to them. Here, only preliminary results are shown in 

this section, because it is needed to extent this study to other nuclear data libraries (e.g. JENDL and 

TENDL). 

So far, the neutrons spectrum-weighted total PKA's differential cross sections (named in the rest of 

this report, PKA spectrum) for the isotopes 
56

Fe, 
27

Al, 
16

O, 
28

Si and 
12

C induced by different neutron 

sources have been calculated. The neutron sources considered for this comparison are the following: 

two kind of DEMO (DCLL and HCLL), two fission reactors (BR-2 and HFR-Petten), and IFMIF-

HFTM. 

Figure 2 shows the PKA spectra calculated for the FW of DEMO-DCLL using different nuclear data 

libraries. The neutron spectrum corresponds to the FW in the equatorial and inboard zone. The 

DEMO-DCLL MCNP geometrical model used is the current model which was developed during this 

year (2015) in EUROFUSION [15]. 

  

 

 

 

 

Fig. 2.  Neutrons spectrum-weighted total PKA’s 

differential cross sections for all the isotopes 

studied (n + isotope) in FW (inboard) of the 

DEMO HCLL-FW1. It has been calculated for 

different nuclear data libraries: a) FENDL-

3.0_r4, b) JEFF-3.2 and c) ENDF/B-VII.1. 

mailto:luciano.bertalot@iter.org
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It is possible to observed clear differences in the PKA spectra, which depend on the nuclear data 

libraries used. For example, important differences have been found in the PKA spectrum calculated for 
56

Fe. When it is calculated with JEFF-3.2 the cross section decreases more quickly than using FENDL-

3.0 and ENDF/B-VII. In addition, something similar occurs for the PKA spectrum calculated for 
12

C. 

In this case, the cross section is very different when is calculated with ENDF/B-VII. Although, it is 

necessary to add other nuclear data libraries to complete this study, we can conclude from this 

preliminary study, it is very important to perform a broad study in order to be able to recommend the 

proper nuclear data libraries to determine the more realistic PKA spectrum, as much as possible, to 

each isotope. 

Figure 3 shows PKA spectra induced by neutron spectrum from the FW (inboard) of the DEMO-

HCLL (model of 2013) [16]. The nuclear data library used was FENDL-3.0_r4. Figure 4 shows PKA 

spectra induced by neutron spectrum from two fission reactors, the BR2 and HFR-PETTEN. The 

nuclear data library used is FENDL-3.0_r4. 

 

Fig. 3.  Neutrons spectrum-weighted total PKA’s differential cross sections for all the isotopes studied 

(n + isotope) in FW (inboard) of the DEMO-HCLL. 

 

  

Fig. 4.  Neutrons spectrum-weighted total PKA’s differential cross sections for all the isotopes studied (n + 

isotope) for two different nuclear fission reactors; a) BR2 and b) HFR-Petten. 

 

Finally, figure 5 shows the PKA spectra induce by the neutron spectrum from the IFMIF-HFTM. The 

nuclear data library used was FENDL3.0_r4. It is possible to note that for IFMIF-HFTM the 

maximum PKA energy reaches values higher than the rest of the neutron sources assessed. 

For the next meeting, the calculations of the Figures 3, 4, and 5 will be extended to the rest of nuclear 

data libraries evaluated in Figure 2, and, in addition, adding, at least, the nuclear data libraries 
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TENDL-2014 and JENDL. We start using the FENDL-3.0_r4 because our initial objective was to 

compare with IFMIF results, the results obtained for the rest of the nuclear facilities evaluated. Then, 

for IFMIF, it is very difficult to find other nuclear data libraries up to neutron energies about 55 MeV.  

 

Fig 5.  Neutrons spectrum-weighted total PKA’s differential cross sections for all the isotopes studied 

(n + isotope) for High Flux Test Module (HFTM) of IFMIF. 

 

5. Plan for the next year 

During the next year, our planning is to sort out the troubles found to reach the objectives committed 

for the first year. We will try to sign a collaboration agreement with some research institutes to 

perform the molecular dynamics calculations needed to adjust the capture radius for MARLOWE 

code. 

Once, we can adjust the capture radius for MARLOWE, the calculation of the damage dose and the 

damage functions for the different neutron sources assessed for different nuclear data libraries is 

planned. 
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Introduction 

It is well-known that Binary Collision Approximation (BCA) allows simulating collision cascades in 

much shorter times than Molecular Dynamics (MD). However, BCA is not able to accurately predict 

last stages of cascades since it does not take into account the long-range potential and neither solves 

for the equation of motion of each atom as MD does. As a consequence, BCA cannot account for the 

recombination of defects and for the formation of clusters during thermal spike. The objective of this 

work is to simulate collision cascades with BCA up to some criterion - to be defined - and pass the 

state of the cascade to MD to simulate last stages. Our goal is to accelerate MD calculations in order to 

obtain large cascade statistics, in particular for high energy PKAs. 

Description of the work 

Given an interatomic potential, MD solves for the equations of motion of each atom in the system, 

whether they are at equilibrium position or displaced, as they are under irradiation. Under irradiation, 

two potentials are necessary; a short-range potential to account for collision events and a long-range 

potential to account for interactions between atoms. This allows taking into account multi-body 

interactions and simulating complex processes such as the thermal spike or the formation of clusters 

intra-cascade. However, this accuracy has a cost since the higher the initial PKA energy, the larger the 

simulation box must be. This implies that for large PKA energies, the number of Newton equations to 

solve for significantly increases, and so does computational effort. Therefore, obtaining large statistics 

for high PKA energies becomes unrealistic. 

The objective of this work is to combine both advantages - of BCA and MD - to obtain accurate 

results in a short computational time. The idea is to simulate first stage of collision cascades with 

BCA, until some criterion has been reached, and then the state of the cascade is passed to MD as 

initial conditions. MD predicts then final stages of cascade. First of all, we must ensure that BCA 

reproduces well MD results in the range of validity of BCA, i.e. for energies above 10 eV. Then, some 

criterion must be found to decide when to switch from one theory to the other. 

In order to test BCA and compare it to MD calculations, we simulated PKAs with an energy of 10 keV 

in Fe, in random directions as well as in the <111> direction. The short-range potential used in BCA 

as well as in MD calculation is the so-called ZBL [1]. For long-range interactions in MD, the potential 

Acklan04 [2] was used. In Fig. 1, we report the evolution of the PKA energy as a function of time for 

the case of a <111> direction, as calculated by BCA and by MD. As we can see, results are in 

https://www-nds.iaea.org/publications/indc/indc-nds-0648.pdf
https://idm.euro-fusion.org/?uid=2KZTEM
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excellent agreement. Clearly, BCA is able to predict the energy loss as a function of time down to low 

kinetic energies. 

 

Fig. 1.  Evolution of the PKA energy vs time as calculated by MD (green squares) and by the BCA 

(black line). 

 

In Fig. 2, we compare the evolution of the number of SIAs displaced with a certain energy. As it is 

evidenced, BCA reproduces very well the number of displacements with an energy higher than 10 eV, 

in comparison to MD calculations. In contrast, we can see in Fig. 2 that BCA is not able to predict the 

number of SIAs with a kinetic energy larger than 4 eV. This is due to the fact that at these energies, 

multi-body interactions cannot be neglected. This confirms that BCA breaks down below a threshold 

energy, here in Fe, at 10 eV.  

 

Fig. 2.  Comparison between MD (symbols) and BCA (lines) of the numbers of SIAs displaced during 

cascades with a certain energy. 
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This suggests that the criterion when to stop BCA calculations in order to transfer the state of the 

cascade to MD should take into account the energies of the SIAs in motion. Clearly, the criterion 

imposes a threshold energy below which, the results obtained with BCA are incorrect and cannot be 

passed to MD. 

Assuming an energy threshold of 250 eV we built a hybrid BCA-MD model in which first stages of 

cascades are simulated using the BCA, and, when SIAs have an energy below the fixed threshold, the 

information is transferred to the MD. 

In Fig. 3 we show the evolution of defects during a cascade generated by a PKA of 80 keV in the 111 

direction in Fe. As we can see, our hybrid BCA-MD model reproduces very well results obtained with 

pure MD calculations. 

 

 

Fig. 3.  Evolution of defects during a cascade generated by a PKA of 80 keV in Fe. Green squares 

represent results obtained with pure MD calculation; black line represents the result obtained 

with our hybrid BCA-MD model. 

 

Conclusions 

In this work we have developed a BCA-MD approach to simulate collision cascades generated by 

high-energy PKAs. In this model, the first stages of cascades are simulated using the BCA, which is 

more efficient than MD. When SIAs that are displaced during collisions have an energy below a fixed 

energy threshold, the information obtained with the BCA is passed to the MD, which simulates last 

stages of the cascade. Our model is in very good agreement with results obtained with pure MD 

calculations. 
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When a material is subjected to a flux of high-energy particles, its constituent atoms can be knocked 

from their equilibrium positions with a wide range of energies, depending on the exact nature of the 

collision. The spectrum of damage energy, derived from the exact knowledge of the recoil spectra for 

each nuclear reaction occurring in the solid, constitutes a vital data set required for understanding how 

materials evolve under irradiation. The project will be aimed at using the latest, most modern nuclear 

data to produce, evaluate and assess the damage energy spectra for a range of nuclear-relevant 

materials. The knowledge of such damage energy is relevant to compare the impact of different 

facilities on the structural behaviour and relevant properties of materials. The second part of this work 

is devoted to the applicability of the arc-dpa formula for concentrated ordered alloys.  

1.  Overview of work during 2013 - 2015 

The DART [1] code was developed to compute both the primary spectra produced by neutrons, ions 

and electrons as well as the energy damage deposited by these particles in a poly atomic material. The 

ultimate goal of this work is to mimic radiation damage induced in nuclear plants with experimental 

reactors as well as ion beam facilities. 

For a mono atomic material, the energy damage produced by neutrons of a given energy En can be 

written as: 

𝐸𝑑(𝐸𝑛) = ∫ 𝑑𝑇
𝑑𝜎𝑛𝑥(𝐸𝑛,𝑇)

𝑑𝑇
𝐸𝑑(𝑇)    (1) 

Where 
𝑑𝜎𝑛𝑥(𝐸𝑛,𝑇)

𝑑𝑇
 is the sum of all the cross sections associated with all open channels (elastic, 

inelastic, …) between the neutron of energy En  and an isotope forming the material.  

Summing the cross section of all isotopes over all open channels, this equation can be written as: 

𝐸𝑑(𝐸𝑛) = 𝜎𝑛𝑥(𝐸𝑛) ∫ 𝑑𝑇 𝑝(𝑇)𝐸𝑑(𝑇)    (2) 

Where  𝜎𝑛𝑥(𝐸𝑛) is the total cross section summed over all open channels and all isotopes. p(T) is the 

density probability function responsible for the creation of a PKA with a kinetic energy T set in 

motion by a neutron of energy En. 

Normalizing p(T) allows to compute the fraction of atoms set in motion by the incident particle. P(T) 

is the cumulative function associated with p(T) and is usually called the primary Knocked-on atom 

spectrum. Sampling p(T) with ions allows simulating the fraction of primary damage produced by a 

nuclear plant.  

Such an analysis can be extended to compounds: 

𝐸𝑑(𝐸𝑛) = ∑ 𝑓𝑖
𝑁𝑎𝑡𝑐𝑖
𝑖=1 𝜎𝑛𝑖(𝐸𝑛) ∫ 𝑑𝑇 𝑝𝑖(𝑇)𝐸𝑑𝑖→𝑚𝑎𝑡(𝑇)  (3) 

Where fi is the atomic fraction of the i
th
 chemical species in the compound and Natci is the total 

number of species forming the compound.  

To select the best ion to mimic the primary damage production in a compound, recoil spectra, the 

cumulative function associated with ∫ 𝑑𝑇 𝑝𝑖(𝑇)𝐸𝑑𝑖→𝑚𝑎𝑡(𝑇) must be computed. This calculation is 

included in the DART code. Whereas the DART code does not take into account the attractive part of 

the interatomic potential, it calculates the energy damage induced by each recoil by solving Natci 

integro-differential equations [2, 3]. The damage energy does not thus result from an averaging over 

the atomic fraction of the damage energy given by Robinson [4]. 

Dividing the damage energy given by Eq. (3) by the displacement threshold energy Edi
 
 for each 

species, it is possible to compute the dpa produced in a poly atomic target as well as replacements in 
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different sub lattices. Obviously these replacements are meaningless because only the repulsive part of 

the interatomic potential is taken into account. Integrating Eq. (3) over the neutron flux allows 

computing the “dpa” production rate and then a more direct comparison of different facilities taking 

into account both the neuron flux and the material. 

2.  Impact of the different cross section libraries 

To illustrate the interest of the DART code, figure 1 displays the comparison of the of PKA spectra in 

pure lithium as a function of the 
6
Li enrichment. As (n,α) reactions occur with 

6
Li, the n-

6
Li cross 

section is quite different from the n-
7
Li cross section for low neutron energies. For neutron with 

kinetic energies above 100 keV, this absorption becomes negligible and cross sections for the two 

isotopes are of the same order of magnitude. Even if these two cross sections are largely different 

(4 orders of magnitude for neutrons below 100 keV), the PKA spectra of the two isotopes are similar. 

 
 

Fig. 1a: Comparison between the neutron Li cross 

section for 
7
Li and 

6
Li isotopes (ENDF/B-VI 

library). 

Fig. 1b: PKA spectra computed for Li pure element 

composed of 
7
Li and 

6
Li isotopes (Ed7Li = Ed6Li 

= 25 eV and ENDF/B-VI library). 

 

However, the dpa cross sections are largely different because the recoil of atoms due to fission 

products (
6
Li + 

1
n -> 

4
He + 

3
H,  Q = 4.8 MeV) are computed by the DART code. Figure 2 displays for 

instance the evolution of the dpa cross section as a function of the 
6
Li enrichment in LiO2.  

Table 1 displays the different dpa production rates in Li as a function of the 
6
Li enrichment. The dpa 

production rates were calculated for a typical PWR neutron flux.  Moreover, this dpa rate was also 

computed for a 1 MeV Li irradiation. The fluxes were all equal to 2.6 10
11

 cm
-2 

s
-1

 (Ed(Li) = 25 eV) in 

all calculations. 

Table 1:  Comparison of the dpa rate produced in nuclear plant on pure Li as a function of the 
6
Li enrichment. For comparison, the dpa rate induced by 1 MeV Li ions on lithium is 

also calculated.  

 n-7Li n-6Li n-Li 1 MeV Li on Li 

Rate (dpa/s) 3 10
-11

 1.5 10
-9

 1.4 10
-10

 5.6 10
-8

 

 

As the dpa rate is an estimation of the amount of the energy deposited in the solids, it appears that the 

simulation of primary damage by an ion beam induces an energy deposition rate two orders of 

magnitude larger than the rate produced in a nuclear plant.  

In order to study the impact of different cross sections for evaluating the “damage” function, we have 

computed the total displacement cross section in SiC from the DART using ENDF/B-VI and 
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computed with SPECOMP using ENDF/B-V library, Fig. 3. As Si and C exhibit similar mass and 

charge, the energy damage calculated solving the Lindhard equations (DART) or extracted from 

Robinson formulae (SPECOMP) are equivalent and the main part of the discrepancy between 

displacement cross sections results from the cross section evaluation for Si. 

 

Figure 2: Comparison between the different cross section in LiO2 as a function of the 
6
Li enrichment. 

 

  

Fig. 3a: Total displacement cross section in SiC 

calculated using ENDF/B-VI library 

(DART) 

Fig. 3b: Total displacement cross section in SiC 

calculated using ENDF/B-V library 

(SPECOMP) 

Direct comparison between the two calculations clearly shows that the discrepancy in the calculation 

of the “dpa” cross section differs from one order of magnitude for 100 eV neutrons. This point 

illustrates the impact of the library cross section for the calculation of the damage energy, recoil 

spectra as well as displacement cross sections. For all these calculations, displacement threshold 

energies were equal to respectively 20 eV and 35 eV for C and Si. 

3.  Calculation of the energy deposition 

The second interest of the DART code is related to the calculation of the energy deposition. This 

calculation is performed using the full Lindhard theory. The damage energy is calculated from the 
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Molière approximation for the interatomic potential within the Lindhard theory framework. This 

function differs from the Robinson formula as well as the SRIM calculation derived from the Ziegler 

approximation of the Thomas-Fermi interatomic potential. In order to estimate the errors induced by 

the calculation of the damage energies calculated within these different approximations, we computed 

these energy damages for different pure elements and compounds. For a comparison of these damage 

energies with Frenkel pairs extracted from MD simulations, we divided this energy damage by 

0.8/2Ed for SRIM and DART. 

Figure 4 displays the comparison between different calculations of the damage energies. 

  

 
 

Fig. 4: Comparison of the different damage energies (divided by 0.8/2Ed) from SRIM, DART and application of 

the Robinson formula for pure material (NRT dpa) for W, Fe and Al. The red lines display the fraction of 

Frenkel pairs produced in these material using MD simulations (Radiation damage: Mechanisms and 

Modelling, Stoller TN (2012) for W, Calder, Bacon, JNM 207, 25 (1993) for Fe and M.Caturla, JNM, 

296, 90 (2001) for Al). The graph on the right bottom displays errors between these calculations as a 

function of the PKA energy (damage energy calculated by SRIM was taken as the reference). 

 

For studied materials, it appears that all these formulations exhibit the same almost linear evolution of 

the energy damage versus the projectile energy. What is more surprising is that the damage energy 

computed averaging the damage energy obtained from the Robinson formula by the atomic fraction 

(SPECOMP) gives an accurate estimation of the damage energy produced by self ions in a compounds 

as pointed on figure 5 for different compounds 
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Fig. 5:  Comparison of the damage energies (divided by 0.8/2Ed) computed with various approximations in some 

compounds (SiC, SiO2, UO2 and Al2O3) composed of atoms with different masses. The Robinson 

formula (NRT dpa) seems more accurate than the DART formulation for self ions. However, DART 

seems to give more realistic results for irradiation of compounds with ions (right bottom graph). 

 

Even if the damage energies are different, it appears that the NRT formula gives an accurate 

estimation of the damage energy even for compounds with different masses when projectiles are self 

ions. Moreover, all these damage energies display the same almost linear evolution with the energy of 

the incident particles insuring similar recoil spectra. 

A direct comparison of the damage energies extracted from DART and given according to the NRT 

formula over the PKA energy varying from 100 eV to 1 MeV clearly point out these values are 

proportional. However, the ratio evolves with Z (0.67 + 0.036*Z - 1.59E-4*Z
2
). This dependence 

comes from the fact that the inelastic stopping power used by DART is derived from SRIM-2013 and 

does not evolve as the LSS electronic stopping power used by Robinson to compute its damage 

function.  

 

4.  Validity of the arc-dpa formalism for the calculation of the damage energy  

A supposedly universal formula has recently been proposed by an OECD expert group [6] to estimate 

the number of Frenkel Pairs (FP) produced by a PKA of a given ballistic energy (Eb). This formula is a 

correction to the NRT-dpa formula. It is indeed well known that the NRT-dpa formula tends to 

overestimate the number of created defects. The NRT formula states that the number of defects, for 

ballistic energies larger than two times the threshold displacement energy (Ed) is simply proportional 

to Eb/Ed as: 

Si        SiC Si        SiO2 

U       UO2 Kr         Al2O3 
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𝑁𝐹𝑃
𝑁𝑅𝑇 = 0.4

𝐸𝑏

𝐸𝑑
 

To correct this error, the so called athermal recombination corrected dpa (arc-dpa) uses an expression 

for the efficiency, i.e. the ratio of the actual number of defects to the one predicted by the NRT-dpa 

formula. It is based on the observation made in simple metals, especially in [7] that the number of FP 

can expressed as a sum of a linear and a sublinear term, as follows: 

𝑁𝐹𝑃 = 𝑎1𝐸𝑏 + 𝑎2𝐸𝑏
𝛼 

The arc-dpa relies on the assumption that the number of created FP is equal to one at 𝐸𝑑 0.4⁄  . This 

reasonable assumption is verified in the case of iron. With this constraint the arc-dpa efficiency is: 

𝜒𝑎𝑟𝑐−𝑑𝑝𝑎 = 𝑐 + (1 − 𝑐) ∗ (0.4
𝐸𝑏

𝐸𝑑
)

𝑏

 

The number of number of FP created by a PKA of ballistic energy Eb is then expressed as: 

𝑁𝐹𝑃
𝑎𝑟𝑐−𝑑𝑝𝑎

= 0.4
𝐸𝑏

𝐸𝑑
∗ (𝑐 + (1 − 𝑐) ∗ (0.4

𝐸𝑏

𝐸𝑑
)

𝑏

) 

The arc-dpa formula introduces two additional parameters beyond the threshold displacement energy: 

c which is the constant efficiency observed at high energy with respect the NRT formula and b which 

is a negative number expressing the rate at which the efficiency goes from 1 to c. 

In this report we present the results of Molecular Dynamics (MD) cascade calculations performed on 

two ordered, concentrated alloys (Ni3Al and UO2). The goal of these calculations was to check the 

applicability of the arc-dpa formula on such non amorphizable alloys. The first part of the report 

briefly presents the technicalities of the work, especially the principles of the Cell Molecular 

Dynamics for Cascade (CMDC) code which has been used in these simulations. The second part 

presents the obtained results. 

4.1. Technicalities 

We consider Ni3Al and UO2 as examples of concentrated ordered alloys. It is well known that UO2, 

being an insulator, the irradiation damage goes far beyond the simple ballistic effects. This is however 

not our concern in the present report as we deal only with the number of created defects by ballistic 

processes. Ni3Al is described by an Embedded Atom Model of [8] while UO2 is described by a real 

space pair potential [9]. Once again the quality of these potentials is not our concern, as we do not aim 

to study in detail the response of these two materials to irradiation. 

Cascade simulations have been performed with the CMDC code which is a MD code designed 

specifically to accelerate the MD calculations of displacement cascades. CMDC is based on the 

observation that many parts of the usual MD boxes do not take part in the cascade. They are just 

present in case the cascade would go there and to make a tri-periodic box. The core principle of 

CMDC is then to perform a regular MD simulation but just where and when necessary to properly 

describe the cascade unfolding. The first point of the code is to build the MD box during the unfolding 

of the cascade. Crystalline cells are added and removed on the fly from the calculation based on a 

local kinetic energy criterion. The second point of the code is to use a space variable time step for the 

simulation, applying a different time step for each active cell. CMDC includes electronic stopping as a 

slowing term; PKA energies are thus total kinetic energies: ionizing plus ballistic. A detailed 

description of the CMDC code has been published elsewhere [10]. On the whole, CMDC allows 

making cascade calculations which scales linearly with the projectile energy thus ensuring a huge 

speed-up compared to MD, of about 5 orders of magnitude for 1 MeV cascades in iron.  

Tests calculations in iron have shown that the number of defects predicted with CMDC agree well 

with standard MD results. However the clustering of defects, especially interstitials, is not reproduced. 

This is not a problem in the present work, as we are only interested with the number of created FP. As 

explained below, CMDC calculations end in each cell when the local kinetic energy becomes low 

enough. With this algorithm (hereafter denoted as short runs), total simulated time proves to be of the 
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order of 0.5 ps.  Such a simulated time proves too small to allow the recombination of metastable FP 

produced at the end of the cascade. Tests calculations for selected cascades with U PKA in UO2 with a 

simulated time of 5 ps (hereafter denoted as long runs) have shown that these metastable defects 

recombine. The number of created defects in then identical to the one predicted by standard MD for 

the same cascade [11].  

We have performed cascade calculations of U or O PKA in UO2 and Ni or PKA Al in Ni3Al. 16 

different energies from 100 eV to 580 keV have been considered, except for U PKA in UO2 for which 

additional calculations at 1 MeV were done for reasons detailed below. These total energies 

correspond to various ballistic energies depending on the PKA and material. In the following, results 

are shown as functions of the corresponding ballistic energy as calculated with the SRIM code. For 

instance, 580 keV total energy corresponds to 367, 307, 165 and 82 keV for U, Ni, Al and O PKA 

respectively (in Ni3Al or UO2). Except for U in UO2, all calculations were of the short run type. 

 

4.2.  Results 

a. Choice of the effective displacement energy 

To test the arc-dpa formula, one must compare the number of created FP at the end of the cascades to 

the NRT prediction. A difficulty arises for alloys. Indeed there is no obvious definition of the 

displacement threshold energy entering the dpa and arc-dpa formulas. Displacement energies can be 

calculated for each component of the alloy. With the present potentials, we obtain values of 15 and 

41 eV for Ni and Al respectively in Ni3Al and 40 and 20 eV for U and O respectively in UO2. Based 

on a paper by Ghoniem [12], a standard exists to obtain the effective displacement energies from the 

threshold energies of the components of an alloy:  

𝐸𝑑
𝑒𝑓𝑓

=
1

∑ 𝑆𝑖(𝐸𝑑)−1
𝑖

 

In essence, this formula corresponds to partitioning the ballistic energy among the various components 

according to stoechiometry and applying the NRT formula for each component using its own 

displacement energy. With this formula, the effective displacement energy (𝐸𝑑
𝑒𝑓𝑓

) is 17.8 eV and 

24 eV for Ni3Al and UO2 respectively. BCA calculations using SRIM and DART point to different 

values of 𝐸𝑑
𝑒𝑓𝑓

, most of the time smaller than the Ghoniem formula. However as this latter formula is a 

standard, we choose to stick to it in our analyses. 

The number of produced FPs is given in figure 6 for all considered cases. 

The points in figure 7 shows the efficiency of production of defects in the four cases considered in the 

present work. For U PKA in UO2, two sets of points are given. The blue (resp. red) ones corresponds 

to the short (resp. long) runs, see above. All cases exhibit a decrease of efficiency with increasing 

ballistic energy. Beyond this common point noticeable differences appear. 

a. Ni PKA in Ni3Al 

In the case of Ni PKA in Ni3Al, the efficiency though slightly irregular decreases from around 1 to 

about 0.3. The data points can be satisfactorily fitted with the arc-dpa formula with the fixed 

displacement energy Ed = 17.8 eV and the obtained fitted parameters: c = 0.29 and b = -0.34. 

b. U PKA in UO2 

The efficiency observed for U PKA in UO2 exhibits a regular decrease down to values of 0.37 or 0.26 

for short or long runs respectively. The corresponding number of FP follows a power law up to very 

large energies (Eb < 270 keV) with  

𝑁𝐹𝑃
𝐶𝑀𝐷𝐶~𝐸𝑏

0.76 

The number of FP then switches to linear. We checked the linearity with calculations up to1 MeV of 

total energy (Eb = 597 keV). 
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Fig. 6:  Number of created FP calculated with CMDC for total energies from 100 eV to 580 keV. Straight lines 

are the prediction of the NT law. Upper right: U in UO2 case (short runs). The NRT law is not shown; 

instead the dashed lines show the power law and linear fits (see text). Lower right: O in UO2 case. The 

two subsequent power law fits are shown as dashed lines. 

 

Fig. 7:  Efficiency of FP creation with respect the NRT law. Straight lines are fits by the arc-dpa law for Ni case 

and by the modified formula including Ea for the other cases. Upper right: U in UO2 case. Short runs 

(resp. long runs) are blue (resp. red points).  
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One should note that in both cases the efficiency at low energies is much larger than one, i.e. the 

number of created defects is 2 or 3 times larger than predicted by the NRT formula. Because of this 

large number of defects at low energy it is not possible to fit the observed efficiency with the arc-dpa 

formula. Indeed, as indicated before, this formula relies on the assumption the efficiency equals one at 

𝐸𝑑 0.4⁄  = 60 eV. It is clear from figure 1 that  is much larger than 1 at 60 eV for both types of runs. 

The shape of the efficiency curve is nevertheless close to the one observed in the Ni case or in the 

seminal case of Fe PKA in iron. However to be fitted with a formula close to the arc-dpa one, one has 

to lift the assumption  = 1 at 𝐸𝑑 0.4⁄ . Doing so, one can fit the efficiency with  

𝜒 = 𝑐 + (1 − 𝑐) ∗ (0.4
𝐸𝑏

𝐸𝑎
)

𝑏

 

In the above formula the displacement energy Ed has been replaced by a new parameter Ea. 

Introducing Ea amounts to coming back to the general formula of Stoller:  

𝑁𝐹𝑃 = 𝑎1𝐸𝑏 + 𝑎2𝐸𝑏
𝛼 

The curves in the figure are the results obtained for the fit with this modified formula (including Ea) 

with the following parameters: 

Ea = 508 eV; c = 0.37; b = -0.43 for short runs and 

Ea = 133 eV; c = 0.26; b = -0.43 for long runs. 

The total number of created defects eventually varies as: 

𝑁𝐹𝑃 = 0.4
𝐸𝑏

𝐸𝑑
∗ (𝑐 + (1 − 𝑐) ∗ (0.4

𝐸𝑏

𝐸𝑎
)

𝑏

) 

It is worth stressing that this formula depends on 4 different parameters (Ed, c, b, Ea) while the NRT 

formula involves only one (Ed). 

c. Al PKA in Ni3Al and O PKA in UO2 

The cases of Al PKA in Ni3Al and O PKA in UO2 are close and can be discussed together. In both 

cases the efficiency exhibits a continuous decrease. There is no sign of a possible saturation of the 

decrease of , thus no sign of a linear regime in the production of defects. 

For Al the number of FP evolves continuously as a power law of the ballistic energy as  

𝑁𝐹𝑃
𝐶𝑀𝐷𝐶~𝐸𝑏

0.83 

For O PKA the situation is even worse as there seems to be two different power law regime. For 

𝐸𝑏 < 16𝑘𝑒𝑉,  𝑁𝐹𝑃
𝐶𝑀𝐷𝐶 scales as 𝐸𝑏

0.91; then for larger ballistic energies up to PKA energies of 580 keV 

(i.e.   Eb=82keV)  𝑁𝐹𝑃
𝐶𝑀𝐷𝐶 scales as 𝐸𝑏

0.54 which is even less linear.  

In both cases a fit of the efficiency with the arc-dpa formula is not possible. For Al,  is always 

smaller than one even at 𝐸𝑑 0.4⁄  = 45 eV while for O it starts from larger than one values. The 

efficiencies are poorly fittable using the modified formula with the following parameters 

         for Al:    Ea = 8.5 eV, c = 0.08, b = -0.15; and for O:    Ea = 126 eV, c = 0.26, b = -0.29. 

These fits while rather poor allow estimating the ballistic energy that would be needed to reach 

linearity of defect production. One could estimate that linearity is reached when the linear term is five 

times larger than the power law term in the modified arc-dpa formula for . This leads to a value of 

the ballistic energy of 1.8 MeV and about 1 TeV for Al. None of these ballistic energies corresponds 

to any real total energy. There is no total PKA energy that corresponds to 1.8 MeV ballistic energy for 

O in UO2 or 1 TeV for Al in Ni3Al. Therefore it appears that the linear regime will never be reached 

for these PKAs. 

The arc-dpa formula has been tested for two examples of concentrated ordered alloys. We found that 

while the efficiency  with respect the NRT law decreases with ballistic energy, the arc-dpa formula is 

only applicable for Ni PKA in Ni3Al. At the opposite, it proves unusable for the other types of PKAs. 
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There appears to be two reasons for this inapplicability of the arc-dpa formula. First it is based on the 

assumption that the efficiency with respect to the NRT law equals 1 at 𝐸𝑑 0.4⁄ . While this assumption 

appears valid for Fe in iron and Ni in Ni3Al, it proves false for the other cases. The energy at which 

 = 1 may be much larger than 𝐸𝑑 0.4⁄  (U and O PKA in UO2 case) or there may be no energy at 

which  = 1, the efficiency being always smaller than 1 (Al case in Ni3Al). We introduced a revised 

formula with an additional parameter Ea substituted for Ed in the efficiency formula. With this new 

formula the efficiency can be fitted, tough rather poorly in the Al and O cases. This poor fit is linked 

to the second reason the arc-dpa formula is unusable, namely the fact that for these two types of PKAs 

the efficiency never saturates so that the number of defects is never linear with the ballistic energy. 

Both reasons of inapplicability relates to the noticeable mass difference which exists between the two 

components of each of the two tested alloys. 

The arc-dpa formula is an interesting attempt to correct the NRT dpa formula based on the observation 

of a decrease of the efficiency with increasing energy. However, it appears that this formula cannot be 

expected to work in concentrated ordered alloys. Moreover it requires 3 additional parameters beyond 

the displacement energy or even 4 if one contemplates using the new formulation introduced in the 

present report. We therefore advocate against using it as a "new" or "improved" norm for the dpa. The 

flaws of the NRT dpa are more and more documented but it nevertheless has a few major advantages: 

- it is well known and relies on a unique parameter 

- it scales linearly with the ballistic deposited energy which is the more physically sound parameter 

to count ballistic damage. 

 

5.  Conclusion and IAEA workplan for period 2015 - 2017 

The DART code is a freeware and can be downloaded from OECD (www.oedc-nea.org).  

The arc-dpa formula has been tested for two examples of concentrated ordered alloys. We found that 

while the efficiency  with respect the NRT law decreases with ballistic energy, the arc-dpa formula is 

only applicable for Ni PKA in Ni3Al. At the opposite, it proves unusable for the other types of PKAs. 

There appears to be two reasons for this inapplicability of the arc-dpa formula. First it is based on the 

assumption that the efficiency with respect to the NRT law equals 1 at 𝐸𝑑 0.4⁄ . While this assumption 

appears valid for Fe in iron and Ni in Ni3Al, it proves false for the other cases. The energy at which 

 = 1 may be much larger than 𝐸𝑑 0.4⁄  (U and O PKA in UO2 case) or there may be no energy at 

which  = 1, the efficiency being always smaller than 1 (Al case in Ni3Al). We introduced a revised 

formula with an additional parameter Ea substituted for Ed in the efficiency formula. With this new 

formula the efficiency can be fitted, though rather poorly in the Al and O cases. This poor fit is linked 

to the second reason the arc-dpa formula is unusable, namely the fact that for these two types of PKAs 

the efficiency never saturates so that the number of defects is never linear with the ballistic energy. 

Both reasons of inapplicability relates to the noticeable mass difference which exists between the two 

components of each of the two tested alloys. 

The arc-dpa formula is an interesting attempt to correct the NRT dpa formula based on the observation 

of a decrease of the efficiency with increasing energy. However, it appears that this formula cannot be 

expected to work in concentrated ordered alloys. Moreover it requires 3 additional parameters beyond 

the displacement energy or even 4 if one contemplates using the new formulation introduced in the 

present report. We therefore advocate against using it as a "new" or "improved" norm for the dpa. The 

flaws of the NRT dpa are more and more documented but it nevertheless has a few major advantages: 

- it is well known and relies on a unique parameter 

- it scales linearly with the ballistic deposited energy which is the more physically sound parameter 

to count ballistic damage. 

During the remainder of the IAEA work period, we plan in collaboration with CRP partners to: 

- Improve the DART code in order to compute recoils, PKA spectra and dpa rate including 

different neutron libraries (ENDF/B-VII, TENDL …). The basic idea is to compute PKA spectra 

in Fe and W for typical neutron fluxes (FBR, PWR…) in order to determine the impact of 

http://www.oedc-nea.org/
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evaluations on the calculation of PKA spectra. These calculations will be performed at different 

temperatures on Ni pure element with and without 
59

Ni isotope. 

- Determine recoils spectra for 1 MeV proton, 5 MeV Fe and 20 MeV W and some nuclear plants 

neutron fluxes with different libraries for pure Fe and W materials. The basic idea is to compare 

these spectra with similar spectra calculated using the arc dpa to point out the impact of this 

formulation of the damage energy to mimic the primary defects of solids in nuclear plants with 

ion beam facilities. 

- In order to point out the effect of high accumulation dose on the PKA and recoil spectra, the 

DART code will be used to calculate these spectra in Fe including different amounts of Cr (5%, 

10%, 15%) for a typical PWR spectrum [5]. 

- Calculate displacement cascades in iron at very high energies (at least 10 MeV) using the CMDC 

code. The goal is to calculate the efficiency at these large energies to check whether its re-

increase observed in MD-BCA calculations is also observed in pure MD simulations. 
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Summary 

We study the effect of lattice symmetry on the production efficiency and morphology of primary 

radiation damages. Molecular dynamics simulation of the primary defect formation in various 

allotropic forms of zirconium is performed. 

Introduction 

Different swelling behaviour of fcc, bcc, and hcp alloys under irradiation is one of today’s challenges. 

The fcc alloys generally have the swelling rate of about 1%/dpa at steady state after some incubation 

dose. The bcc alloys are more swelling-resistant having a typical swelling rate of about 0.1-0.2%/dpa 

[1,2]. Alloys with hcp lattice are found to be weakly susceptible to swelling.  

By comparing the defect formation efficiencies in Ni, Fe, Zr, and some other pure metal lattices, it was 

found that the lattice type and chemical composition have a minor effect on the total number of point 

defects formed in cascades [3,4]. At low primary knock-on atoms (PKA) energies the ratio of the 

formed Frenkel defects  to the defect number in the Norgett, Robinson and Torrens (NRT) 

formulation [5], , is close to 1. With the energy increase, this ratio decreases according to the 

power law, but approaching 10 keV it reaches approximately 0.15 - 0.3 and further stays nearly 

constant. Such dependence occurs in all simulated lattices and the number of surviving Frenkel defects 

at the end of the post-collision phase of the cascade appears to be substantially system-independent [6]. 

In this context the complex cooperative processes at cascade development are reduced to a simple 

binary collision model. 

Most likely, different macroscopic properties of crystals with different symmetries under irradiation 

can be attributed to the nature of the recombination of defects and the features of the microstructure 

evolution inherent to crystal symmetry. The correlation properties of the formed radiation defects 

show that the distinctions are already observed on the early stages of primary defects formation in 

cascades. A probable reason for such behaviour is the in-cascade clustering and size distributions of 

point defect clusters. The comparison of cluster size distributions in metals possessing fcc (Ni), bcc 

(Fe), and hcp (Zr) symmetries has shown that the tendency of lattices to the swelling correlates with 

the increase of the fraction of clustered self-interstitial atoms (SIAs) [7]. 

This gives rise to the question: are the observed distributions a consequence of the properties of the 

chemical elements or the lattice symmetry? 

Results 

To answer this question, we consider the effect of the lattice symmetry independently of chemical 

features. With this aim in view we simulate the system which exhibits the polymorphism of the lattice. 

Zirconium is the suitable pure metal. It undergoes the martensitic transformation in the appropriate 

temperature range. Moreover, we can simulate this transformation by the MD method to obtain the 

proper structures for the study of primary radiation damages [8].  

Classical molecular dynamics with the empirical potential of Mendelev-Ackland for Zr [9] was used 

for the simulation. An appropriate computational technique was employed to get sufficient accuracy 

and to speed up the simulations [10]. A typical time of cascade simulation was equal to 0.15 ns. 

Intermediate and final configurations of the formed vacancies and self-interstitial atoms were analyzed 

by the Wigner-Seitz cell method, see details e.g. in [11]. A simple definition of a cluster of point 

defects is used. If two point defects are in the adjacent Wigner-Seitz cells, they are considered to be 

connected. Continuous chain of connected point defects forms a cluster. At least 150 cascades were 

generated for each temperature-energy point. 

FPN

NRTN
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Figure 1 shows the temperature dependence of the reduced enthalpy of simulated Zr initially arranged 

in a perfect bcc lattice. The calculated enthalpy was shifted by 6.5 eV which is approximately equal to 

the magnitude of cohesive energy in a perfect Zr. Stepwise cooling results in a  transformation at 

the temperature MF = 500 K, and subsequent heating brings the system back to the austenite bcc 

structure at AF = 1550 K. Transition temperatures MF and AF depend on the cooling/heating rates. For 

the larger rate the hysteresis becomes broader. A local structure analysis of the phase transformation 

indicates that the new phase is nucleating in the vicinity of an external surface and then rapidly 

extends into the bulk. Such heterogeneous nucleation is observed for both  and reverse  

transformations. Due to the unconstrained nature of the dynamics and relatively small sizes of the 

simulated systems all twin boundaries are annealed in short times. The thermodynamic hcp-bcc 

martensite transition temperature of about Tαβ = 1230 K was derived from the simulation of coexisting 

phases [12]. 

Periodic boundary conditions significantly inhibit the phase transitions: the temperature MF is shifted 

below 200 K and AF rises above the melting temperature Tm. A wide hysteresis of properties of the 

simulated Zr opens sufficient temperature window for the study. In fact, a nanosecond time scale both 

bcc and hcp Zr lattices are quite stable in the temperature range from 500 to 1500 K. Furthermore, the 

generically metastable fcc lattice of zirconium is also sufficiently stable at the simulation conditions. 

To ensure the stability of bcc and hcp allotropic forms of zirconium the simulation temperature should 

be close to the transition temperature Tαβ. Considering the stability of the fcc lattice the simulation 

temperature was taken as 1100 K. Test runs at 900 K and 1200 K demonstrate very similar results. 

 

Fig. 1.   Temperature dependence of the reduced enthalpy for a finite size system. Contributions of surface and 

near-surface atoms are ignored here. The annealing time was 0.08 ns at each temperature point. At a 

temperature step of 10 K this corresponds to the effective cooling/heating rate of 10
11 

K/s. Dashed line 

shows the same dependence for fcc lattice. The solid lines are drawn as guides for the eyes only. 

 

Figure 2a shows the dependence of the average number of surviving Frenkel pairs on the cascade 

energy for different Zr lattices. The data is conveniently presented as the ratio to the NRT number of 

displacements, Fig. 2b. These dependencies for bcc and hcp lattices are found to be very close, 

particularly for high-energy cascades with EPKA > 1 keV. The numbers of Frenkel pairs in fcc lattice 

are always below bcc data. It seems that this difference is simply due to lower threshold displacement 

energy in fcc crystal. We can conclude that a lattice type has a weak effect on the total number of 

point defects generated in cascades. 
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a) 

 

b) 

Fig. 2.  (a) The number of Frenkel pairs vs the PKA energy in Zr lattices. Dashed lines show best-fit for hcp by the 

relations . The solid line shows the NRT dependence at the recommended values of the 

effective displacement energy Ed = 40 eV. (b) Defect formation efficiencies in bcc, fcc and hcp Zr lattices. 

The lines are drawn as guides for eyes only. 

According to the generally accepted view, the point defects initially generated in the collision stage of 

the cascade are likely to be partitioned into three portions during the cooling down stage: those that 

recombine; those that cluster; and those that escape the cascade region and undergo long range 

migration [13]. Clustered defects can significantly change the character of radiation damage 

accumulation. As a rule, vacancy clusters appear in the form of immobile 3-dim voids while self-

interstitial clusters are highly mobile and they migrate in a highly anisotropic, one-dimensional 

manner [14]. 

By P(n) we denote the average number of clusters per cascade, containing n point defects. Positive n 

are assigned to SIAs and negative n correspond to vacancies. Let the total number of formed Frenkel 

pairs be NFP, then the numbers P(n) are related as: 

  . 

Here, we explicitly highlighted the dependencies and on the PKA energy . Let us 

write the density of clusters of size  as  

  .  

The distribution  is normalized so that the sum over all positive or negative  is equal to one. 

In other words, the magnitude of  is the fraction of created vacancies (SIAs) in clusters of 

size . For instance  is the fraction of freely migrating single vacancies, whereas 

 is the fraction of clustered vacancies.  

Figures 3a-3c show the simulated distributions of cluster sizes in different Zr lattices depending on the 

PKA energy. In the hcp lattice the majority of both vacancies and SIAs are collected in clusters. This 

takes place for all cascade energies presented in Fig. 3a, i.e. about 70% of vacancies and 60% of SIAs 

are found to be clustered at 5 keV. With decreasing PKA energy the clustered fraction decreases, 

but even for 1 keV it is still about 50%. Visual inspection shows that both vacancy and SIA 

clusters form dislocation loops. No perceptible fraction of 3-dim voids was detected. 

In the bcc lattice, single vacancies and single SIAs are the majority of formed point defects. The total 

fraction of clustered SIAs is found to be only about 1% at high PKA energies. The distribution 
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 decreases sharply for negative  (vacancies) up to = -3 (tri-vacancy) and then stays nearly 

invariable up to the cluster sizes = -40. Large vacancy clusters form 3-dim voids.  

In the fcc lattice the fraction of clustered vacancies is about 70%, i.e. as many as in the hcp lattice, 

however large vacancy clusters form 3-dim voids as in bcc lattice. The fraction of the clustered SIAs is 

about 40%, more than 5% of which belong to SIA loops with sizes >10. These loops are slidable 

and demonstrate fast 1-dim diffusion. 

It should be noted that the defect distributions in all the lattices shown in Figs. 3a-3c are only weakly 

dependent on cascade energy for small cluster sizes. For example in the fcc lattice, for PKA energies  

E > 2 keV, the distributions  nearly coincide in the range of cluster sizes ( ) 

within the statistical accuracy of the simulation. Differences between distributions for these energies 

are manifested only in the extension of distribution tails with increasing the PKA energy. This 

observation is valid for all allotropic forms of zirconium and confirmed by known data for iron and 

nickel. We assume that distributions have approximate invariance with respect to PKA energy E. 

Fig. 3d clearly shows the distinctive difference between point defect distributions in bcc and fcc 

lattices. The existence of a large fraction of mobile SIA loops in the fcc lattice supports an effective 

separation of vacancy and SIA fluxes through the so-called ‘production bias’ [13], which may explain 

the greater susceptibility of fcc lattice to swelling as compared to bcc lattice. 

 

 

a) 

 

b) 

 

c) 

 

d) 

Fig. 3.  Cluster size distributions in a) hcp, b) bcc, c) fcc Zr lattices at PKA energies of 5, 11 and 25 keV; d) 

comparison of distributions in bcc and fcc lattices at PKA energy 25 keV. The lines depict smoothed 

data calculated by simple moving average method. 
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Conclusions 

- the simulation of primary damages in hcp, bcc and fcc Zr lattices directly demonstrates the effect of 

lattice symmetry on the morphology of the created defects; 

- the size distributions of the created defect clusters were calculated for various allotropic forms of 

Zr; the approximate invariance of these distributions with respect to PKA energy was observed; 

- the tendency of lattices to swelling correlates with the relative fraction of movable SIA loops in 

total primary damages. 
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1. Overview of work 2013-2015 

a. Executive summary 

Primary damage due to displacement cascades (10 - 100 keV) has been assessed in Fe-1%Mn-1%Ni-

0.5%Cu and its binary alloys by molecular dynamics (MD), using a recent interatomic potential, 

specially developed to address features of Fe-Mn-Ni-Cu system in dilute limit. The latter system 

represents the model matrix for reactor vessel pressure steels. The potential applied reproduces major 

interaction features of solute with point defects in the binary, ternary and quaternary dilute alloys. As 

compared to pure Fe, the addition of one type of a solute or all solutes together does not change the 

major characteristics of primary damage. However, the chemical structure of the self-interstitial 

defects is strongly sensitive to the presence and distribution of Mn in the matrix. 20 keV cascades 

were also studied in the Fe-Ni-Mn-Cu matrix containing <100> dislocation loops (with density of 

10
24

 m
-3

 and size 2 nm). Two solute distributions were investigated: random and obtained by 

Metropolis Monte Carlo in our previous work. The presence of the loops did not affect the defect 

production efficiency but slightly reduced the fraction of isolated self-interstitials and vacancies. The 

cascade event led to the transformation of the loops into ½<111> glissile configurations with a success 

rate of 10% in the matrix with random solute distribution, while all the pre-created loops remain stable 

in the Monte-Carlo "relaxed" crystal.  
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b. Background 

The displacement cross section is a reference measure used to characterize and compare the radiation 

damage (in terms of lattice defects) induced by neutrons and charged particles in crystalline materials. 

Norgett-Torrens-Robinson (NRT) standard [1] proposed 40 years ago has been recently revisited with 

the aid of modern computer simulation techniques such as combination of Molecular Dynamics and 

Monte Carlo simulations (for review in Iron see [2]), based on the interatomic models fitted using first 

principle calculations and experimental data. In the case of such important nuclear material as body 

centred cubic Iron (BCC Fe), it has been shown that the number of survived defects as compared to 

the NRT prediction is systematically lower and the discrepancy depends on the recoil energy [3]. A 

similar result was obtained for BCC Fe-Cr solid solution [4]. These and many other studies done by 

now have clearly demonstrated how modern computational material science techniques may 

contribute to the upgrade of nuclear cross-section database and to the understanding of primary 

radiation damage processes in metallic materials. 

Most of the studies performed in bcc Fe were in fact addressing Fe-based structural alloys among 

which there are high-Cr steels (for fusion and GEN IV reactors) and Reactor Pressure Vessel (RPV) 

steels. The primary radiation damage phenomenon (PRD) in the latter type of steels is the subject of 

the present contribution. The need to understand radiation damage in RPV steels is driven by the 

radiation-induced hardening which must be kept at the acceptable level for the safe exploitation of the 

vessel (see e.g. [5]). Historically, the hardening was associated to the formation of Cu-containing 

precipitates (accelerated by the radiation produced defects), hence Fe-Cu binary was conventionally 

taken as model material for RPV steels [6]. With the appearance of fine microstructural 

characterization techniques it has been recognized that Cu-precipitates formed under irradiation 

contain significant amount of vacancies [7, 8], so pure Cu precipitates formed upon thermal ageing are 

not representative to study embrittlement of RPV steels. At the same time, an in-depth mechanical and 

microstructural characterization concluded that experimentally measured hardening in RPV steels 

cannot be explained by the detectable microstructural features and further detailed investigation of the 

invisible damage needs to be assessed [9]. Application of Topographic Atom Probe and Positron 

Annihilation Spectroscopy provided new information on chemical composition of agglomerates, 

possibly responsible for the hardening. Analysis of different types of RPV steels revealed the presence 

of Mn and Ni enrichment [10]. That information has totally fitted in the conventional correlation 

models applied to assess the hardening in RPV surveillance programme [11]. However, the particular 

atomic structure of the solute-rich containing high percentage of Mn and Ni remains unclear. 

A massive campaign combining experimental and theoretical studies has been initiated in the frame of 

FP7 European programme (EP 'Perform60'), addressing the issues of safety of Light Water Reactors 

and prolongation of their lifetime. A number of experiments, addressing evolution of microstructure 

and subsequent hardening in Fe, Fe-Cu, Fe-Mn-Ni, PRV steel, was performed [9]. The experiments 

did not reveal the presence of visible damage in RPV steels, in line with previous work, while 

dislocation loops were observed in all model alloys. The numerous formation Mn-Ni-rich clusters was 

confirmed in model alloys and RPV steel. Importantly, the density and size of invisible defects is 

comparable in the model alloys and RPV steel. Eventually, hardening in pure Fe and model alloys is 

severely determined by the formation of TEM-visible dislocation loops, while their growth is 

somehow suppressed in RPV steel (which nevertheless shows essential hardening). One may therefore 

assume that solute-rich clusters containing Mn and Ni atoms are associated with small but numerous 

dislocation loops (with spacing of ~10 nm), which at the end significantly contribute to the hardening 

of RPV steels. 

If one accepts the above proposed picture, every high energy cascade event will occur in the material 

containing a high density of pre-existing nano-voids and dislocation loops. What could be the role of 

the pre-existing nanostructural defects (significantly enriched with solutes) in the establishment of the 

primary damage state is the subject of this work. To address this question it is necessary to understand 

how the primary damage evolves in pristine (i.e. defect-free) RPV-model alloy and in the matrix with 

pre-existing solute-decorated loops. Naturally, these atomic scale studies will require a reliable 

interatomic potential, which is now available as a result of the above mentioned project. 
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In this work, we extend the database on primary damage effects by considering Fe-Cu, Fe-Ni, Fe-Mn 

and Fe-Cu-Ni-Mn alloys. The composition of the alloying elements will be chosen so as to be relevant 

for the RPV steels. A parametric MD study will be done to investigate the evolution of collision 

cascades in the crystals containing Ni-Mn(-Cu) solutes associated with dislocation loops by taking the 

physically-relevant initial atomic configurations, obtained in the recent studies. The effect of the 

solute-rich nano-structures on the total number of survived Frenkel pairs, their clustered fraction, 

morphology of point defect clusters, etc. is studied. 

 

c. Applied interatomic model 

The details of the fitting procedure and validation of the Embedded Atom Method (EAM) interatomic 

potential for Fe-Ni-Mn-Cu system used in this work can be found elsewhere. Herein only the 

highlights will be summarized. 

All details regarding the development of the interatomic potential are described in our recent work 

[12]. Here we concentrate only on the essential features that were considered in the process of the 

derivation. The potential is made using Embedded Atom Method formalism [13] and itself it is a 

central force many body potential. The Fe-Cu and Fe-Ni-Cu potentials were developed in the 

preceding years and the main accent was made on the correct solubility limit of Cu and Cu-Ni, and in 

general on the consistence with the thermodynamic behaviour [14]. A number of Monte Carlo studies 

has shown that the precipitation of Cu in Fe-Cu and in Fe-Cu-Ni alloys is very well described by the 

potentials, concluded on the basis of the agreement with experiments [15, 16]. The Fe-Cu-Ni potential 

was also exploited for the investigations of the hardening due to Cu-vacancy-rich clusters (with and 

without Ni) [17]. There it was concluded that hardening due to Cu-rich vacancies is not sufficient to 

explain the experimental result in RPV steels. The interaction of point defects and solutes was 

carefully fitted using ab initio data (and some limited experimental evidence). The quaternary 

FeCuNiMn potential is based on the extensive DFT dataset on solute–solute and solute-point defect 

interaction. Certain experimental data (e.g. phase diagrams) were used to validate the potential. The 

reference DFT data on solute–solute interaction reveal that, while Mn–Ni pairs and triplets are 

unstable in bcc Fe matrix, larger clusters are actually kept together by the collective attractive 

interaction. That implies that initial seeds for the nucleation of Mn-Ni clusters is necessary to induce a 

considerable segregation (as obtained experimentally). Thus, the formation of thermodynamically 

stable Mn–Ni-rich phases in Fe is actually possible under cascade damage irradiation, which generate 

nanometric dislocation loops, proven to be strong enough defects to induced heterogeneous nucleation 

of solute clusters [12]. 

To investigate the effect of solute-rich clusters we have considered several crystals specially prepared 

by introduction of dislocation loops and solutes. The decoration of the solutes by loops was obtained 

by performing Metropolis Monte Carlo (MMC) simulations in relevant temperature range, following 

our early works [18-20]. Summary of the crystals used in the present study is given in Table 1.  

Table 1. Nomenclature of the crystals used in MD simulations. 

Name Composition Remark 

RPV Fe-1.3Mn-0.7Ni-0.05Cu Random distribution of solutes 

Binary Fe-1Ni, Fe-1Cu, Fe-1Mn Random distribution of solutes 

M1 Fe-1Mn-1Ni-0.5Cu Random distribution of solutes 

M2 Fe-1Mn-1Ni-0.5Cu MMC at 500K to get Mn-Ni-Cu precipitate 

M3 Fe-1Mn-1Ni + <100> loop MMC at 600K 

M4 Fe-1Mn-1Ni-0.5Cu + <100> loop MMC at 600K 

M5 Fe-1Mn-1Ni-0.5Cu + <100> loop Random distribution of solutes 
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By inserting the dislocation loop in a crystal, a strain field is generated around the edge of the 

dislocation and on its habit plane. Previous MMC calculations have shown that depending on ambient 

temperature, solute concentration and Burgers vector, different solute arrangement may form on the 

loop habit plane [12]. Example of such solute segregation is given in Fig. 1, where both solute 

enrichment and stress-state near the loop is shown. 

 

 

 

Fig. 1. (a) Representative examples of heterogeneous Mn-Ni precipitation on a <100> loop, blue and red are Mn 

and Ni solutes respectively; (b) – Pressure maps calculated from the potential a 2 nm <100> dislocation 

loop. 

 

Since here we are primary interested in the low concentration mode, it is convenient to draw the 

solubility limit for the formation of Mn-Ni-Cu clusters in the ternary system with and without the 

dislocation loop. One can see that in the defect-free random alloy the solubility limit is already above 

500K, meaning that no formation of solute clusters is expected in the range of reactor vessel 

temperature. However, if the high density (10
24

 m
-3

) of dislocation loops is added – the solubility 

threshold shifts up to 700K, at least. This information was put as a basis for the selection of different 

crystals where the primary damage was explored. Thus, Table 1 summarizes five different types of 

crystals, which exhibit principally different types of solute-formed microstructures. 

 

Fig. 2.  Local solubility limit of Fe-xNi-xMn-0.5Cu with and without dislocation loop present. 
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Finally, we would like to note that solutes explored in the present study exhibit rather different 

interaction sign and strength with point defects. The binding energy for solute-defect interaction in 

BCC Iron is summarized in Table 2. One sees that Cu and Ni exhibit weak to moderate binding to a 

vacancies. At this, Cu atom has a stronger binding energy in the 2
nd

 nearest neighbour site, which 

makes it a stronger (and "wider") trap for vacancies as compared to Ni. Mn has neutral interaction 

with vacancies but very strong attractive energy with SIAs forming mixed Fe-Mn dumbbells as well as 

forming Mn-Ni foreign dumbbells and <111> Fe-Mn crowdions. Contrary to that Ni and Cu do not 

favour the formation of mixed SIAs with <110> dumbbell or <111> crowdion configuration.  

Table 2. Binding energy (eV) of solutes with point defects. 

 Vacancy Self-interstitial 

Cu 0.1 - 0.2 (1
st
 and 2

nd
 nearest neighbour) Repulsive 

Ni 0.1 0.1 (in tensile region) 

Mn 0.02 0.37 

 

d. Cascade simulation 

The above-described potential was implemented in the classical MD code Dymoka, which is suitable 

for the simulation of displacement cascade [21]. Prior to initiating the cascade, a block was 

equilibrated for 1 ps at 300 K. This initial atom block was then used as starting point for cascade 

simulation and reference for defect analysis. The cascade was initiated by imparting a kinetic energy 

EMD to the selected primary knock-on atom (PKA) along a high-index direction such as 135 

following the standard practice. The cubic box size, simulated time and number of cascades versus 

EMD are summarised in Table 3. No electronic stopping or electron-phonon coupling was included in 

the simulations and all results were obtained in the NVE microcanonical ensemble, with periodic 

boundary conditions. It is indeed accepted that the final simulation temperature rise scarcely 

influences the defect population generated in displacement cascades in Fe. This temperature rise, 

which varies as a function of EMD and the produced defect distribution, was at any rate in no case seen 

to exceed about 100 K. 

Table 3. Summary of MD cascade simulation setup. 

Energy (keV) Simulation 

time (ps) 

No. (successful) 

cascades 

Box side 

(in a0) 

Atoms in the 

box (10
3
) 

10 30 10 50 432 

20 30 10 65 ~550 

50 30 10 73 ~780 

100 50 10 100 2000 

 

The evolution of the cascades was followed by studying selected representative snapshots. 

Intermediate and final atomic configurations were analysed to detect and count defects, using a 

Wigner-Seitz cell method: an empty cell corresponds to a vacancy, while two (or more) atoms in the 

same cell correspond to a self-interstitial configuration. Chemical composition of individual and 

clusterized SIAs was identified and recorded as well. The morphology of defects was monitored using 

appropriate visualization tools. 

Clusterization of vacancies and SIAs was defined using a 3
rd

 nearest neighbour (nn) and 2
nd

 nn 

criterion truncation distance, respectively. The application of a sharp cut-off distance for the 

identification of SIA clusters has been seen to underestimate by about 10-20% the fraction evaluated 

through visual inspection. The trend remains however unaffected, so that its use allows a consistent 

and rigorous comparison between different cascade events.  
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Following the previous works in Fe and Fe-Cr alloys, the interstitial clusters were identified to form in 

cascades according to at least three mechanisms, namely: at the end of the thermal spike, as a 

consequence of collective atomic motion due to the enhanced defect diffusion; SIA coalescence driven 

by elastic interaction. A considerable solute-SIA interaction is expected to influence both of these 

mechanisms and therefore, we expect to see the difference in the clusterized SIA fraction and chemical 

composition depending on the matrix composition and spatial solute arrangement. In addition, large 

interstitial clusters may form when a high-density part of the liquid is isolated by a recrystallization 

front, which should not be affected by the presence of solutes. 

At the end of the cascade, after relaxation, only a reduced fraction of the Frenkel pairs produced at 

peak time survives the thermal-spike-enhanced recombination process. We shall report the final 

number of survived Frenkel pairs, FP, and so called production defect efficiency, , referring to the 

NRT value. Thus,  = FP/NRT, where NRT = 0.8EPKA/2Ed, and Ed is the average threshold 

displacement energy (40 eV) and EPKA is the damage energy.  

The evolution of FP as a function of EPKA has been proven to follow the empirical power law proposed 

by Bacon and co-workers, so as FP
end 

= AEMD
m
. The MD results are approximated by this formula, 

the coefficients are given in Annex 1. The defect production efficiency, on the other, is known to 

reduce from unity down to 0.2 - 0.3, as soon as the PKA energy is above 1 keV. 

Finally, for the MD cascades initiated in the crystals containing the <100> loops, we have applied 

visual inspection to reveal the impact on the structure and possible displacement of the loops. 

e. Results 

The analysis of the results have shown that addition of solutes in all explored configurations did not 

results in any significant change of the number of survived defects over the whole range of the studied 

PKA energy as compared to pure Fe. To demonstrate this we limit ourselves to presenting the results 

for pure Fe and Fe-1%Ni-1%Mn-0.5%Cu random alloy, see Fig. 3. Further comparison between the 

features of the primary damage state will be shown on the example of the results obtained in the 

20 keV cascades, as the principal observations and conclusions were found to be independent on the 

PKA energy (not surprising given that we studied only the range of high PKA energies). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.  Number of survived Frenkel pairs 

and the NRT production efficiency 

versus PKA energy in random  

Fe-1%Ni-1%Mn-0.5%Cu alloy. 

 

Fig. 4 demonstrates that the average number of survived defects and production efficiency do not vary 

(remain within the standard deviation value) irrespective of the presence of solutes (random or ordered 

state) and pre-existing dislocation loops.  
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Fig. 4. Number of survived Frenkel pairs and the NRT production efficiency in 20 keV cascades. 

 

Fig. 5 reports the fraction of clusterized vacancies and SIAs. The figure reveals that the fraction of 

clusterized vacancies and SIAs statistically increases in the matrix containing the dislocation loops 

(M3, M4, M5). We attribute this effect to the enhancement of recombination of isolated point defects 

on pre-existing dislocations loops. Clearly pronounced minimum in SIA clustering took place in FeMn 

alloy, where apparently the trapping of SIAs and their clusters by Mn atoms suppressed the 

clusterization already at the cascade cooling stage, since Mn is the strongest trap for SIAs among other 

solutes present in the system. Visible reduction of the vacancy clustering was also observed in Fe-Cu 

and random RPV-alloy, which also correlates with the fact that Cu is the strongest trap for vacancy. 

Note that, the vacancy clustering is much higher in the MMC-ed RVP-alloy, which can be explained 

by the depletion of matrix with Cu, being gathered into Cu-Ni clusters. Maximum of the SIA 

clustering is observed in Fe-Ni, where the migration of Fe-Ni SIAs was apparently enhanced by the 

mixed SIA migration.  

To facilitate the above discussion, we present the total fraction of foreign SIAs in Fig. 6. The figure 

reveals that: (i) no mixed SIAs are formed in Fe-Cu binary; (ii) 70-80% of SIAs contain solute in the 

Fe-Mn system and random RPV-alloy; (iii) fraction of the foreign SIAs is about 10% in Fe-Ni, i.e. ten 

times higher than the content of randomly distributed solute atoms. In the case of specially prepared 

matrixes, the content of solutes in SIA clusters is about 20%, again about ten times higher than the 

solute concentration, but still much lower than in Fe-Mn random alloy. The latter result shows clearly 

that Mn segregation to dislocation loops or to MN-Ni-Cu clusters does have a statistically measurable 

effect on the chemical morphology of SIAs in the end of the cascade. 

The exact fraction of different types of dumbbells depending on chemical content is presented in 

Fig. 7. We see that irrespective of the alloy preparation, the most frequent state for SIA is the Fe-Mn 

dumbbell. A considerable fraction of Fe-Ni and Mn-Ni SIAs is observed in random RPV-alloy. Finally, 

we must note that mainly Fe-Mn and Mn-Ni SIAs are present in the alloys M1 and M2, while the 

fraction of Fe-Ni SIAs is negligible. 
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Fig. 5. Clustered fraction of SIAs (above) and vacancies (below) in 20 keV cascades. 

  

Fig. 6. Fraction of foreign SIAs in 20 keV cascades. Fig. 7. Fraction of Fe-Mn, Fe-Ni and Mn-Ni SIAs in 

20 keV cascades. 

 

Analysis of the impact on the dislocation loop pattern in M3, M4 and M5 alloys was performed by 

means of visualization tools. Note that all pre-existing loops were of <100> type with the same 

particular orientation of the Burgers vector. In most of the cases (80-90%) no effect of the collision 

cascade was seen and the final loop structure was nearly the same initial one, except that some SIAs 

and small SIA clusters were seen to be attached to the loops (see Fig. 8a). In about 10% of the 

simulated cascades, the types of microstructural modification were observed, namely: (i) rotation into 

½<111> loop (Fig.7b); (ii) coalescence of two loops in one (Fig. 8c); (iii) split of one <100> loop into 

two of ½<111> type (Fig. 6d).  
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Fig. 8. Examples of final primary damage state (SIA defects shown only) in the matrix containing 

<100> dislocation loops before and after Monte Carlo relaxation. (a) RPV-alloy MMC 600K, no 

cascade induced modification to the loop structure; (b) Fe-1Mn-1Ni MMC 700K, 

transformation into ½<111> orientation; (c) RPV-alloy random distribution (800K MMC), two 

loops were merged in on; (d) RPV-alloy random distribution, split into two ½<111> clusters.  

 

Probability of these three events (i.e. frequency divided by total number of trials) is drawn in Fig. 9. 

The analysis revealed that the probability to split the loop is nearly independent on the arrangement of 

solutes, while the loop rotation and coalescence is fully suppressed in M4 – where the strongest 

segregation of Mn and Ni is obtained after MMC treatment at 600K. Contrary to that, the highest 

frequency of the loop transformation occurs in M5 – where solutes are randomly distributed. For that 

matrix, the cumulative probability of the loop morphology modification as a result of 20 keV cascade 

is about 20%. These results demonstrate that local arrangement of solutes in the matrix plays a role of 

"stabilizer" of the <100> loops against their coalescence or transformation into ½<111> type.  

Major conclusions, which were made on the basis of the analysis of defect structure and chemistry at 

the end of the cascade cooling stage (30 ps): 

1.  Major features of primary damage state are not modified by the alloying, not even by adding high 

density of dislocation loops. 

2.  Chemical composition and spatial arrangement of Mn, Ni and copper do affect the fraction of 

clusterized defects. 

2.  In-cascade induced loop coarsening, or in-cascade loop destroy. 

3.  Segregation of Mn and Ni leads to the stabilization of loops against cascade-induced morphologic 

changes.  

 

(a) (b)

(c) (d)
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Fig. 9. Statics of the transformation of loops as a result of 20 keV cascades. 

 

f. Summary and conclusions 

Displacement cascades in Fe-Ni-Mn-Cu system and its binary alloys have been simulated by 

molecular dynamics in a range of PKA energies from 10 up to 100 keV. It has been observed that: 

 The presence of solutes in all explored configurations does not affect the final population of 

Frenkel pairs. Fraction of clusterized self-interstitials and vacancies is, however, sensitive to the 

presence of Ni, Mn and pre-existing dislocation loops. 

 It has been observed that the presence of Cu in solution leads to reduction of the vacancy 

clustering (by about 20%). The presence of Mn leads to the reduction of SIA clusterized fraction 

by about 20%. The variation in the clusterized fraction in both cases is statistically meaningful. 

 Analysis of the interaction of point defects with solute atoms suggests that the above conclusions 

are connected to the strong affinity of Mn atoms to bound with self-interstitial defects, which 

manifests itself in a large population of Fe-Mn dumbbells, in proportion well above the Mn 

concentration in the alloy, as well as in a preferential association of Mn atoms to interstitial 

clusters. A similar conclusion can be made for Cu-vacancy interaction, which is apparently strong 

enough to suppress the short range migration of SIA clusters. 

 Stability of pre-existing dislocation loops depends strongly on the PKA energy. The higher the 

PKA energy the more frequent the loop rotation and loop break takes place. Nevertheless, one 

could clearly see that solute segregation, stabilizes the loops and overall suppresses their rotation 

and migration. 

 

2. IAEA CRP workplan 2015 - 2016 

Within the remaining CRP timeframe 2015-2017, we plan, in collaboration with CRP partners, to: 

1. Complete the database on primary damage state in concentrated BCC Fe-Cr and FCC Fe-Ni-Cr 

alloys relevant for application in fusion and fission. These two alloys are being the model materials for 

high-Cr ferritic martensitic steels (such as T91, Eurofer, F82H, etc.) and austenitic steels (316, 304, 

15-15-2Ti, etc.). 

2. Primary damage will be characterized by number of produced Frenkel pairs, size and density 

distribution of defect clusters and cluster structure. This information will be summarized and collected 

along the well established data for bcc Fe and fcc Cu. 

This way, the database for the primary damage state in the range of damage energy 10 - 100 keV and 

temperature range 300 - 600K for RPV, ferritic martensitic and austenitic steels will be established.  
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Annex 1. Fit parameters for the number of Frenkel pairs (NFP) produced in cascades 

Number of Frenkel Pairs is approximated as NFP = A ×EMD
B
, and the coefficients are given in the 

Table below. 

Table A1. Coefficients entering the expression to fit the Number of Frenkel pairs survived in cascades, 

defined as NFP = A × EMD
B
. The nnomenclature of the crystals used in MD simulations is listed in 

Table 1. 

N = A × EMD
B
 Fe-Ni Fe-Mn Fe-Cu M1 M2 M3 M4 M5 

A =  4.05 (Fe) 4.21 4.78 4.34 4.3 4.1 3.98 4.5 4.23 

B =  0.86 (Fe) 0.85 0.83 0.91 0.9 0.93 0.86 0.95 0.94 
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Neutron Spectral Dependence of Radiation Damage Calculations, 

L.R. Greenwood 

Pacific Northwest National Laboratory 

Richland, WA, USA 

 

Introduction 

There are many factors that influence the accuracy, applicability, and utility of primary radiation 

damage calculations such as NRT damage energy and the derived displacements per atom (dpa) or 

more advanced functions. Such factors must be considered in comparisons of the effectiveness of 

using alternate damage functions beyond the standard NRT damage energy for the correlation of 

accumulated radiation damage effects. Some of these considerations are discussed in this report, 

including reactor dosimetry and fluence and spectral calculations, flux gradients, irradiation history, 

irradiation temperature, gas production, transmutation, and damage rate effects. 

The introduction of NRT damage energy and dpa (displacements per atom) in the 1980s has proven to 

be very useful for the correlation of radiation damage observed in materials irradiated in very diverse 

facilities including light water reactors, fast reactors, 14 MeV sources, and higher energy neutron 

sources such as Be(d,n) and spallation facilities.  This correlation is illustrated in Figure 1.  From a 

physics point of view, the reason for the success of such simple functions may be due to the 

fundamental concept of damage energy, which is defined as the energy available for creating 

displacement damage in materials following the interaction with a neutron or other particle.  The 

damage energy (Tdam) is calculated from the nuclear part of the stopping power.  Displacements per 

atom are then calculated as 0.8×Tdam/(2×Ed), where Ed is the average energy required to remove an 

atom from its lattice site.  For any given value of Ed, dpa is simply a constant factor times the damage 

energy.  Consequently, the use of dpa to characterize a given irradiation is completely equivalent to 

just using the damage energy.   

The SPECTER computer code [1] was developed to calculate the damage energy and dpa for over 40 

different elements.  The code was later extended to include compounds using the SPECOMP computer 

code [2].  Both the SPECTER and SPECOMP codes are available on the NDS/IAEA web-site 

https://www-nds.iaea.org/irdf2002/codes/index.htmlx . 

Neutron Spectral Considerations 

The calculation of dpa for any given irradiation simply involves multiplying the damage cross sections 

times the neutron spectrum.  The accuracy of this calculation is thus directly determined by how well 

we know the neutron spectrum.  The best method for determining the neutron spectrum requires 

calculation of the neutron spectrum for any given irradiation coupled with neutron dosimetry derived 

from activation measurements.  Spectral adjustment codes such as STAYSL PNNL [3, 4] (also 

available on the NDS/IAEA web-site https://www-nds.iaea.org/irdf2002/codes/index.htmlx) can then 

be used to determine the best estimate of the neutron spectrum at the exact location of the irradiation 

experiment.  It is not sufficient to simply use a generic neutron spectrum for a given reactor due to 

radial and azimuthal flux and spectral gradients.   

Authors of papers regarding material irradiation effects should thus provide sufficient detail to 

document the neutron spectrum used as the basis of dpa (or more advanced damage functions) 

calculations.  The lack of such information in the extensive literature on radiation effects makes it 

difficult to determine if new proposed damage functions such as arc-dpa or RPA are more useful in 

correlating radiation damage effects than NRT dpa or damage energy.  Other factors such as shielding 

of materials in a given experiment, the irradiation history, and uncertainties further complicate the 

reevaluation of prior experiments. 

 

https://www-nds.iaea.org/irdf2002/codes/index.htmlx
https://www-nds.iaea.org/irdf2002/codes/index.htmlx
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Fig. 1.  Comparison of yield stress change in 316 stainless steel following irradiation in three radically different 

facilities, the Omega West Reactor (OWR) at LANL, the 14 MeV neutron source Rotating Target 

Neutron Source at LLNL, and the spallation neutron source Los Alamos Radiation Effects Facility at 

LANL.  Note the good correlation with dpa, demonstrating the usefulness of this concept. 

 

Consideration of Other Effects  

There are a number of other effects that can strongly influence the evolution of materials damage that 

may be just as important as dpa.  Temperature strongly influences damage accumulation since at very 

low temperatures damage is "frozen in" whereas at elevated temperatures a lot of the damage is 

annealed.  Consequently, the correlation of radiation damage in different neutron spectra can only be 

performed if all the damage was generated at the same temperature. 

Helium generation is known to strongly influence swelling and embrittlement at higher levels.  The 

ratio of helium generation to dpa was recognized many years ago to be one of the main differences 

between fission and fusion reactors due to the higher helium generation in fusion reactors from the 

14 MeV neutrons.  This effect is enhanced in facilities that have been proposed for simulating the 

higher helium to dpa rations such as the Li or 
9
Be(d,n) type (IFMIF) and spallation neutron sources.  

There is also a well-known effect in alloys containing nickel which can generate very high levels of 

helium from the 
58

Ni(n,γ)
59

Ni(n,α) two-step reaction since 
59

Ni has a high thermal neutron cross 

section for helium generation.  This reaction produces energetic 340 keV 
56

Fe recoil which leads to a 

significant increase in damage energy and dpa [5].   



100 

 

This non-linear effect can have a very large impact on damage in nickel-bearing alloys as was seen 

recently with the unexpected early failure of springs in CANDU reactors, as shown in Figure 2 [6].   

 

 

Figure 2.  Ni-59 helium production in X-750 increases the dose more than an order of magnitude (top figure) 

such that the spring is 90% relaxed in a few years, many years before predicted (bottom figure). 

 

Whereas dpa cannot be directly observed in materials, gas production can be easily measured and 

compared with calculations such that the accuracy can readily be determined, as shown in Figure 3 [7].  

Other thermal neutron helium production reactions are well known for 
6
Li, 

10
B, 

55
Fe, 

65
Zn. 

Nuclear transmutation is also a very important consideration since it changes the basic composition of 

metals or alloys during the course of the irradiation.  It should be noted that the highest levels of 

transmutation are due to thermal neutrons and thus such effects do not correlate with damage energy 

or dpa which is primarily caused by fast neutrons. For example, the high rate of transmutation of W to 
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Re and Os varies significantly for different reactors.  The thermal to fast neutron ratio can change by 

large factors both between different neutron facilities as well as at different positions within a facility, 

especially at out of core locations, as shown in Figure 4. 

 

Figure 3.  Helium measurements agree very well with calculations for samples removed from BWR reactors over 

a wide range of neutron fluences [7].  At low fluence the helium is produced by boron; at intermediate 

fluence fast neutron reactions; and at higher fluences the 
59

Ni reaction dominates gas production.  The 

solid line at the top is the total helium production for all three reactions. 

 

 

Figure 4.  Neutron spectra change significantly at various locations in the Experimental Breeder Reactor II.  The 

increase in the lower energy flux greatly enhances helium production from 
59

Ni even in a fast reactor. 

 

Damage rate effects also have been shown to strongly influence damage accumulation.  This effect is 

clearly shown in Figure 5 in the recent study of materials irradiated at different rows in EBRII [8]. 
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Fig. 5. Swelling of annealed 304 stainless steel in the range 373 – 388
o
C measured by density changes in the 

lower halves of EBR-II reflector subassemblies, designated by identification numbers such as U9807. 

Note that each data set spans a range of dpa rates. (a) Comparison of four subassemblies in different rows 

of the reactor. (b) Comparison of two subassemblies in Row 10 but on opposite sides of the reactor, with 

dpa rates varying only rv16%, showing that lower dpa rates lead to an earlier acceleration of void 

swelling. Reproduced from F.A. Garner, B.J. Makenas, In Proceedings of Fontevraud-6 Symposium on 

Contribution of Materials Investigations to Improve the Safety and Performance of LWRs; 2006; p. 625. 
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Introduction 

The IAEA CRP working plan for the first year included: 

 Damage produced in bcc Fe by recoils of energies between 50 keV and 100 keV.  

 Results for bulk cascades as well as thin films.  

 Calculations performed with two different interatomic potentials. 

During this first year we have performed and analyzed the damage produced by recoils of energies 

50 keV and 100 keV in pure b.c.c. Fe using molecular dynamics simulations. Calculations were done 

for two different situations. On one hand we studied the damage produced in bulk b.c.c. Fe, which 

would correspond to the damage produced by a recoil generated by neutron irradiation. On the other 

hand we studied the damage produced by Fe ions irradiating a thin b.c.c. Fe sample. The reason for 

undergoing this comparison is that in situ TEM analysis is often performed to study radiation damage. 

This analysis is done in very thin films (50 to 100 nm thickness) irradiated with ions of different types 

and energies. In this work we show how the damage produced under these conditions is quite different 

from that produced in the bulk. In situ TEM irradiation experiments are an extremely valuable source 

of information on defect production and evolution in metals. However, if this information is to be 

extrapolated to the case of neutron irradiation the effects described in this report should be taken into 

account.  

This work is part of the PhD thesis of María José Aliaga, from the University of Alicante, Spain and it 

has been performed in collaboration with Profs. R. Schäublin and J. Löffler of ETH, Zurich, 

Switzerland. 

Methodology 

Calculations have been performed using the parallel molecular dynamics code MDCASK, developed 

at LLNL [1]. Two different type of interatomic potentials are used for comparison, the one developed 

by Dudarev and Derlet [2] and the one by Ackland et al [3], (DD and AM from now on). Both 

potentials were modified for short range interactions following the procedure used in [4]. These same 

potentials have been used previously to study cascade damage in bulk samples [4]. They were selected 

because they reproduce fairly well the stability of different point defects as compared to DFT 

calculations. But also, the cluster size distribution obtained with these potentials seems to better 

reproduce the experimental observations, compared to other potentials [5]. We should mention that 

bulk cascades in α-Fe have been performed by many different groups and different interatomic 

potentials [6-9]. For a review see reference [10].  

Two types of simulations were performed: simulations of implantation of energetic ions in thin films 

(from now on 'thin films') and simulations of energetic recoils inside a periodic crystal (from now on 

'bulk'). For the implantation calculations, periodic boundary conditions are used along two axes while 

free surfaces are considered in the third axis. The energetic atom is launched from the outside of the 

crystal towards the surface with the selected implantation angle. In the case of cascades in the bulk, 

periodic boundaries conditions in all directions are used.  We report here simulations with the two 

interatomic potentials (DD and AM), two energies, 50 keV and 100 keV and two incident angles, 10
o
 

and 22
o
. Note that the critical angle for channelling according to the Lindhard expression [11] is 21º 

for 50 keV and 15º for 100 keV ions. Most calculations are performed in system sizes of 180 a0 × 180 

a0  × 180 a0 simulation cells, where a0 is the lattice parameter for Fe (a0 = 2.8665 Å). For the case of 

implantation, this corresponds to thin films of about 50 nm. This size is, in fact, comparable to those 

used experimentally in implantation of thin films [12]. Table 1 describes all the different conditions 

simulated.  
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Table 1.  Simulations performed. The table shows the energy of the ion, angle of incidence, 

interatomic potential, number of cascades performed, whether it is a thick film or bulk 

simulation, and the thickness of the sample (for thin films).  

Case # 
Energy  

(keV) 

Angle  

of incidence 

Interatomic 

potential 

Number  

of cases 

Thin film  

or bulk 

Thickness 

(nm) 

1 50 10 DD 14 Thin film 45.7 

2 50 22 DD 17 Thin film 51.4 

3 100 10 DD 20 Thin film 51.4 

4 100 22 DD 20 Thin film 51.4 

5 50 10 AM 14 Thin film 51.4 

6 50 22 AM 30 Thin film 51.4 

7 100 10 AM 20 Thin film 51.4 

8 100 22 AM 30 Thin film 51.4 

9 50 10 DD 14 Bulk 51.4 

10 50 22 DD 14 Bulk 51.4 

11 50 10 AM 14 Bulk 51.4 

12 50 22 AM 14 Bulk 51.4 

13 100 22 AM 14 Bulk 70 

 

Results 

Figure 1 shows two examples of the damage produced in a b.c.c. thin film after irradiation with an Fe 

ion of energy 50 keV (Figure 1(a)) and 100 keV (Figure 1(b)). The green dots represent the location of 

the vacancies while the red dots are the locations of the self-interstitials. The arrow indicates 

approximately the initial location of the energetic atom. The location of the atoms at the surface are 

also represented in the figure. In figure 1(a) the damage results - in two interstitial clusters with 23 and 

27 defects, and two significantly larger vacancy clusters with 108 and 148 defects. The total number of 

vacancies in this case is 448 while the total number of self-interstitials is 140. In this cascade 79% of 

all vacancies are in clusters and 57% are in clusters with more than 55 defects, which correspond to a 

loop of 1 nm radius. Interstitials are also in clusters (58%) although there are no large clusters (with 

more than 55 defects). As can be observed in the figure, in this particular case most of the damage is 

below the surface, however, the total number of self-interstitials is significantly lower than the number 

of vacancies. This is due to the attraction of self-interstitials to the surface, that can be seen as ad-

atoms at the surface in Figure 1(a). This unbalance between vacancies and self-interstitials when 

damage is created close to the surface was already pointed out by Stoller et al. for lower energy recoils 

started below the surface [13]. 

Figure 1(b) shows the damage produced by a 100 keV Fe ion with incidence angle 10
o
 implanted in a 

thin film, after 20 ps (case 7 on Table I). The total number of vacancies in this particular case is 662 

while the total number of self-interstitials is 187. As in the case of figure 1(a), a significant number of 

atoms end up at the surface, as ad-atoms, 469, while 6 atoms are sputtered. The inset in figure 1(b) 

shows the location of these surface atoms seen from the top. In this case a large vacancy loop can be 

observed right below the surface with a total of 480 defects. The dimensions of the cluster are 

approximately 9 a0 × 5 a0 × 14 a0 (3 nm × 1 nm × 4 nm). These vacancies are arranged in a loop 

oriented along the <100> plane. It is noticeable that the <100> vacancy loops we obtain, like this one 

in Figure 2, have rectangular shape, in agreement with the stability calculations by Gilbert et al. [14, 

15] which show that rectangular <100> vacancy loops are more stable than circular ones so they 

should form preferentially. The formation of <100> vacancy loops in bulk cascades was already 

shown by Soneda et al [8] as well as Kapinos [16], however, their formation was rare.  
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(a) (b) 

Fig. 1.  Damage produced by Fe ion implanted in a thin film of bcc Fe for (a) 50 keV and (b) 100keV ion 

energies. Red dots are the location of interstitials and green dots the location of vacancies. 

 

In figure 2 we show, for comparison, the damage produced by a 50 keV recoil in bulk alpha-Fe using 

the same interatomic potential (case 10 on Table 1), as well as the damage produced by a 100 keV 

recoil in bulk alpha-Fe. Comparing figures 1 with figures 2, the difference in the damage distribution 

and configuration between bulk cascades and implantation are clearly seen. Notice the production of 

subcascades in the case of 100 keV recoils.  

(a) (b) 

Fig. 2.  Damage produced by a recoil in bulk bcc Fe for (a) 50keV and (b) 100keV energies. Red dots are the 

location of interstitials and green dots the location of vacancies. 

 

A statistical analysis has been performed to compare the results of bulk irradiation and ion 

implantation. We observe two important differences, besides the unbalance between the number of 

vacancies and self-interstitials observed in thin films. On one hand the results in terms of number of 

defects, clustering fraction or ion range are much more dispersed in the case of thin films that in bulk 

irradiation. On the other hand the formation of large vacancy loops close to the surface is much more 

efficient in thin films than in bulk irradiation. This is in good agreement with experimental 

observations, where <100> loops have been identified for irradiation at low doses and close to the 

surface [5, 17].  
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Figure 3 shows the number of clusters produced of different sizes comparing bulk irradiation and thin 

films. Figure 3(a) compares vacancy clusters and it is quite clear that the size of vacancy clusters in 

thin films is much larger than in bulk. Figure 3(b) compares self-interstitial clusters and in this case, 

clusters are larger in bulk than in thin films due to the strong interaction between self-interstitials and 

the surface.  Other quantities have been analyzed statistically such as the number of defects produced 

(vacancies and self-interstitials), their clustering fraction, ion range, etc. A scaling law has been 

obtained for the frequency of formation of self-interstitial and vacancy clusters as a function of size.  

 

 
(a) 

 
(b) 

Fig. 3. Histogram of number of vacancies (a) and self-interstitials (b) comparing bulk cascades with thin 

films. 

 

We have been able to fit the data to one single power law for the case of self-interstitials but two 

power laws are needed for the case of vacancies. We think this result is due to the formation of two 

types of vacancy clusters in the case of thin film irradiation: those deeper in the bulk and unaffected by 

the surface and those closer to the surface which are much larger. Moreover, simulations have been 

performed with Ga ion irradiating Fe thin films which show the formation of much larger vacancy 

loops, of sizes that can be easily resolved under TEM.  

 

Conclusions 

The calculations presented here show that the damage produced by ion implantation in alpha-Fe thin 

films by low energy ions (50 keV and 100 keV) is significantly different from that produced by recoils 

of the same energy in the bulk. Surface damage gives rise to an unbalance in the number of vacancies 

with respect to self-interstitials, with a much larger number of vacancies than self-interstitials due to 
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the trapping of these at the surface, becoming ad-atoms. It also shows a large dispersion in the number 

of defects produced for the same irradiation conditions. While in the bulk, results from two cascades 

of the same characteristics (energy, recoil angle) are very similar in terms of the total number of 

defects or the percentage of defects in clusters, in the case of surface damage the total number of 

defects can be very different from one case to another, as well as the morphology of the damage 

produced. In particular, two type of structures can be identified. Most of the cases show large vacancy 

clusters, mostly loops of <100> type, and small self-interstitial clusters right below the surface. In a 

few cases, large surface damage is produced. For low doses and damage close to the surface, the 

formation of <100> vacancy loops directly in the cascade is revealed by these simulations, in 

agreement with the experiments [12, 17].  

Some important conclusions can be extracted from these simulations. As we have shown in previous 

works [5, 18], the initial damage distribution and configuration has important consequences in damage 

accumulation and damage evolution. The initial damage in the cascade, together with defect mobilities, 

defines how damage will grow with dose. This has consequences for modeling radiation effects. In the 

quest of developing a model that is able to describe neutron damage, ion implantation experiments 

using thin-films are often used to validate these models. These results show that one should be careful 

with the treatment of surfaces in these models. 

These results have been submitted for publication to Acta Materialia and are currently under review. 

The database of cascades in the form of x,y,z coordinates for the location of vacancies and self-

interstitials from the molecular dynamics simulations is available under request. Please send an email 

to mj.caturla@ua.es . 
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1.  Introduction 

Fast neutrons produce high-energy recoils, leading to the production of a large number of atomic 

displacements. Partial annealing then follows during the subsequent cooling down of the highly heated 

cascade region. The residual damage participates in the ongoing irradiation damage accumulation 

process as an elemental component of the source (production) term in the kinetic description of the 

evolving microstructure.  

In terms of spatial and temporal scales, investigation of the kinetics of cascade evolution naturally fits 

within the realm of atomistic modeling using techniques such as molecular dynamics (MD) or spin-

lattice dynamics (SLD). However, macroscopic manifestation of damage effects occurs through 

multiple development stages, and has to be considered in a global perspective through the 

accumulation of an astronomical number of events occurring with infinitesimal probabilities, with 

overall spatial dimensions and time scales much larger than those accessible to atomistic simulations. 

In this perspective, the multi-scale nature of irradiation damage modeling must be recognized, and the 

foremost role of the collision cascade is that of a source term of point defects and primary clusters. 

In my first report (2013) of this series, effects due to the strong temporal and spatial correlations of 

point-defects produced in the same cascade are studied. As a result of random cascade occurrence, 

production of point-defects occurs probabilistically and in discrete packages, which cannot be 

adequately represented in kinetic models by a deterministic and continuous source term. Fluctuations 

in point-defect concentrations are known to be important in nucleation processes that involve only a 

small number of point-defects.  We have clarified the role played by the strongly correlated production 

of point-defects in cascades, and have constructed a physically transparent and easy to use model to 

account for this effect. 

In the present report, two issues are considered:   

1. How does ferromagnetism in bcc iron affect the evolution of collision cascades?  

2. How and to what extent does correlated production in cascade damage affect cluster dynamics?   

2.  Role of ferromagnetism in the evolution of collision cascades in bcc iron 

To magnetic alloys such as ferritic steels, effects of ferromagnetism in the evolution of collision 

cascades are obviously relevant. The weight carried by the spin component in the thermodynamics of 

bcc iron may be assessed by comparing the phonon and magnon contributions to the specific heat 

calculated using MD and SD (Spin Dynamics) shown in the following graphs.  

It is immediately apparent that the two contributions have comparable magnitudes, but vastly different 

temperature dependencies, particularly near the Curie temperature (1043K). Unlike the lattice 

component which obeys the Dulong and Petit's law, the anharmonic spin component strongly deviates 

from it. Comparison between the lattice and spin components of the activation enthalpies and 

entropies of vacancy formation and migration in bcc iron [1] yield the same conclusion that the spin 

component is important to its activation thermodynamics. A similar assessment has not been made in 

the case of dynamic simulations of cascade evolution in bcc iron. Nevertheless, there seems to be little 

valid reason to support the neglect of the spin component in this case, in which the cascade spends a 

substantial part of its lifetime in the ferromagnetic phase, particularly near the Curie temperature. 
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Modeling the coupled spin-lattice system is a challenging task, particularly near the FM/PM transition 

boundary, where the magnon frequencies significantly slow down to the phonon level and the 

coupling of the spin and lattice dynamics is the strongest. In this temperature regime, one needs to be 

equipped to describe the stability/instability of long-range magnetic ordering in the presence of 

magnon softening on the basis of the strong anharmonicity caused by the amplitude-dependent spin-

spin interaction. In contrast, the vibrational thermodynamics of the coupled spin and lattice 

components are mostly treated within harmonic or quasi-harmonic approximations. Anharmonicity 

may sometimes be taken into account, but because of the limited size of the model, contributions from 

the most easily accessible low-energy long-wavelength excitations are sacrificed. This kind of 

approximations cannot give a good representation of the dynamical crystal in this sensitive regime 

near the Curie temperature.  

To properly simulate the dynamics of a large-scale atomistic system with interacting spins, Ma, Woo 

and Dudarev [2] generalized molecular dynamics into a spin-lattice dynamics (SLD) scheme, in which 

the coupled spin and lattice systems could be simulated dynamically on equal footing. The equation of 

motion of the spins is derived from the Heisenberg Hamiltonian, in which spins interact through the 

exchange interaction that depends on the interatomic separation [3]. The dynamics of the ensemble of 

atoms with spins with fully anharmonic spin-spin, spin-lattice and interatomic interactions can be 

simulated using methodologies similar to conventional MD models. Canonical thermodynamics 

simulations of the strongly quantized magnons are achieved with increased accuracy in subsequent 

works [4] via a heat bath constructed based on a quantum fluctuation-dissipation relation linking the 

stochastic dynamics with the heat-bath temperature. The following shows the magnetization, the 

specific heat, and the diffusivity of self-diffusion as functions of temperature calculated over a wide 

temperature range using SLD with quantum heat bath (QFDR). Comparison with experimental data 

shows that, as a simulation tool for ferromagnetic materials, SLD is capable of producing a 

sufficiently accurate representation, at least in the case of ferromagnetic bcc iron.  
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The amount of heat removal needed to cool a bcc iron sample from temperature T to, say, 600K can be 

calculated from the heat capacity by integration. We compare in the figure below the results calculated 

with SLD (blue), in which the contribution from the spin component is included, and results with MD 

(red), without the spin component. Without the spin system, cooling from 1400K to 600K requires 

heat removal of 0.2 eV, compared with 0.35 eV including the spin contribution. With the same heat 

removal mechanism by electrons, cooling time is ~70% longer with spins. Cooling from 1100K to 

1000K with no spins only needs 0.2/8 eV of heat to be removed, less than a third of the quantity if 

spins are involved. 

Indeed, in this temperature range, the cascade region undergoes an order/disorder transformation from 

the paramagnetic to the ferromagnetic state. The ordering requires an entropy or heat loss from the 

spin system to the environment before the spin system can be cooled below the Curie temperature to 

attain the ferromagnetic state. This heat loss has a physical origin similar to the latent heat released 

from a sample during condensation, which must be absorbed by the environment before the vapor state 

is transformed to the liquid state. In the case of a cascade cooling down from the paramagnetic to the 

ferromagnetic phase, the slower cooling may allow more times for clustering. These features are 

demonstrated in the following figure that shows the preliminary results of a 15 keV cascade in iron at 

600K simulated by SLD, with and without spins.  
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3. Effect of cascade damage production on cluster dynamic 

Kinetic theory of bulk diffusion-mediated reactions has been a main tool for irradiation-damage 

modeling, which provides the link between the evolution of the underlying microstructure and 

mechanisms at the atomistic scale. For several decades, simplified versions of the kinetic theory based 

on the mean-field approximation provided the mainstream approach of irradiation-damage modeling, 

under the name of rate theory.  Many useful models have been developed for use as technological 

tools of analysis and interpretation for reactor design and operation. However, the neglect of stochastic 

effects due to thermally-induced concentration fluctuations limits the usefulness of mean-field rate 

theory in treating primary events of evolution relating to nucleation and stochastic coarsening, 

involving the evolution of small subcritical clusters.  

The classical treatment of the growth and dissolution of clusters of the nucleating phase is described as 

an evaporation-condensation mechanism in which particles are added or lost from a cluster one at a 

time. The evolution kinetics of the clusters, sometimes known as cluster dynamics, can then be 

represented in terms of a system of hierarchical conservation equations (master equations) for clusters 

of increasing sizes first derived by Becker and Döring [5]. 

  
( , )

;  with ( , ); ( , )m n n q m n m n n q n q

m n q n

dP n t
J J J w P m t J w P n t

dt

 

     

 

     .  (1) 

Using the Kramers-Moyal expansion [6, 7] in a continuous approximation and truncating in second 

order, the master equation (1) can be cast in the form of the following Fokker-Planck equation (FPE),  

   
( , ) 1

( , ) ( , ) ( , ) ( , ) ( , )
2

P n t
w n t w n t w n t w n t P n t

dt n n

      
     

  
   (2) 

where ( , )w n t
 designates the forward and backward kinetic coefficients describing particle 

absorption by and emission from the cluster. Eq. (2), however, does not yield the equilibrium 

distribution of the original master equation (1).  

Via an alternate route, the Zeldovich-Frenkel (ZF) equation is another FPE that can be derived from 

eq. (1), which avoids this problem. The original Z-F equation is derived for reaction-controlled 

kinetics assuming quasi-equilibrium across the cluster/solution interface.  For irradiation damage 

modeling, our calculations are based on a modified Z-F equation [8], reformulated to treat non-

equilibrium diffusion-controlled kinetics. In addition, in the presence of both vacancies and self-

interstitials, the modified Z-F equation for the probability distribution of an evolving void ensemble 

under irradiation reads 

   
( , ) 4 ( )

( ) ( ) ( , )e

v v s i i

P n t R n
D C C R DC D n P n t

t n n

              
,   (3) 

Here R(n) is the radius of void formed with n vacancies,  is the atomic volume, Dv and Cv are the 

diffusion coefficient and the concentration of vacancies, respectively, a = (3/4)
1/3

. The 

concentration ( )e

sC n  of vacancy solution, which is in equilibrium with a void of radius R(n), is given 

by 

  
2

( ) expe s
s

B

C R C
k TR




 
  

 

,         (4) 

where C is the equilibrium vacancy concentration, s is the surface tension coefficient, kB is the 

Boltzmann constant, and T is the absolute temperature. The diffusion coefficient D(n) in the space of 

void sizes in eq. (3) is given by 

   
24

( ) 3 ( ( ))
2

e
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R a
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a R

  
      

,      (5) 
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where Di and Ci are the diffusion coefficient and the concentration of self-interstitials, respectively.  

The very substantial correction due to the non-equilibrium nature of the diffusion-controlled kinetics 

of cluster growth is shown in the figure below, in terms of the ratio of steady-state nucleation rates 

plotted (in log scale) as a function of cluster critical size 
1/3

crn  at different values of supersaturation 

C/c. 

  

 

In eq. (3), the growth of subcritical clusters is driven by noise term D(n). In eq. (5), only the noise due 

to the fluctuation of point-defect diffusion and emission are included. We must also recognize the 

stochastic nature of cascade damage production in D(n), which we have discussed in the first report. 

Accordingly, the term Dc(n) must be added to D(n) in eq. (5), where 
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G N G Nn
D n
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.                 (6) 

Here Gj is the mean generation rate of free point defects, Ndj and 
2

djN  are the average number and 

the average square number of free point defects generated in a single cascade, respectively, and kj
2
 is 

the total sink strength for point defects of the type j. 

The nucleation probability is then given by 

   
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0 min3
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from which we can estimate the effect of cascade size and sink strength on the void density at different 

temperatures (see figure above), where the large sensitivity of the nucleation rate to the cascade size, 

total sink strength and temperature is clear. The role of this sensitivity to designing for irradiation-

damage resistance is obviously important.  
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Introduction 

The radiation induced damage in materials is one of the key issues for safe operation of the power and 

research nuclear facilities, such as power fission and projected fusion reactors, spallation sources and 

accelerators. The accurate knowledge of the nuclear quantities such as displacement cross sections and 

gas production are necessary for quantification of induced damages and intercomparison of nuclear 

facilities.  

The SRIM code [1] is a "standard tool" for the calculations of the ion induced displaced atoms, 

sputtering, ions ranges and stopping power up to 1 GeV. The practical usage of code was already 

discussed in the several publications [2, 3]. On the other hand, the up-today nuclear reaction models 

are capable to precisely compute the neutron or ion reaction cross sections and eventually the dpa 

cross sections [4, 5]. In frame of such approach the specialised database of the protons and neutrons 

induced displacement both NRT- and arc-) and gas production cross sections (DXS) was produced for 

several materials [6]. 

The goal of this work (carried out by B. Marcinkevicius during his Internship at NDS) was a 

calculation of the proton induced NRT displacement cross sections by SRIM and comparison with the 

same quantity from DXS.  

Review of the SRIM-2013 code options 

SRIM is a Monte Carlo code, which transport the ions as a series of binary collisions and computes 

ions implantation, induced damage and spatial distribution within material. There are two options for 

calculation of the ion induced damage: “Quick calculation of damage” which uses Kinchin-Pease (K-

P) model [7] for vacancy calculation and “Detailed calculation with full damage cascades” (F-C). In 

K-P, the Primary Knock-on Atom (PKA) energy distribution for every incident proton is calculated, 

while in full cascade all PKA are transported until their energy drops below the displacement 

threshold energy Ed, i.e. the atom binding energy in lattice.  

SRIM divides the material layer into 100 equal-width bins and calculates the number of vacancies, 

lattice phonons, ionisation losses and the energy transferred to the recoil atoms in every bin. It is also 

possible to calculate the energy and spatial distributions of recoils and estimate the ions backscattering. 

The code output files and information they contain are listed in the Table 1. 

Table 1. Short description of SRIM-2013 output files. 

SRIM output file Description 

COLLISON.txt For K-P option: stores every ion and primary knock-on collision details. 

For F-C: stores every ion, primary and secondary knock-on collision details. 

Phonon.txt Distribution of energy transferred to phonons within each bin. 

Vacancy.txt Distribution of K-P or F-C vacancies produced within each bin. 

Ionz.txt Distribution of ionisation losses within each bin. 

E2recoil.txt Distribution of energy ion transferred to recoils. 

 

Ion induced displacements from SRIM 

We confirm that the ion induced displacements calculated by SRIM with Kinchin Pease (K-P) and 

Full Cascade (F-C) options differ significantly, that may cause the misinterpretation of results. 
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R. Stoller et al. [2] suggested to calculate the number of displacements using damage energy Tdam. 

Following the equations of papers [2, 3] the damage energy can be calculated from ionisation losses 

and phonons: 

𝑇𝑑𝑎𝑚 = 𝐸𝑖
0 − 𝐸𝑖

𝐼 − 𝐸𝑇
𝐼  = 𝐸𝑖

𝑃  + 𝐸𝑇
𝑃 (1) 

𝐸𝑖
0  = 𝐸𝑖

𝑃+𝐸𝑇
𝑃 + 𝐸𝑖

𝐼 + 𝐸𝑇
𝐼  (2) 

   where: 

𝐸𝑖
0 − 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦;  

𝐸𝑖
𝐼 − 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛 𝐼𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑠𝑒𝑠; 

𝐸𝑇
𝐼 − 𝑟𝑒𝑐𝑜𝑖𝑙 𝑎𝑡𝑜𝑚 𝐼𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑠𝑒𝑠; 

𝐸𝑖
𝑃 −  𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑡 𝑡𝑜 𝑃ℎ𝑜𝑛𝑜𝑛𝑠; 

𝐸𝑇
𝑃 −  𝑟𝑒𝑐𝑜𝑖𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑡 𝑡𝑜 𝑃ℎ𝑜𝑛𝑜𝑛𝑠. 

Then number of vacancies 𝜗𝑁𝑅𝑇 can be estimated from damage energy Tdam using Norgett-Robinson-

Torrens (NRT) [8] equation: 

𝜗𝑁𝑅𝑇 = 0.8 𝑇𝑑𝑎𝑚(𝐸𝑃𝐾𝐴)/2𝐸𝑑 (3) 

   where: 

𝐸𝑑 − 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑒𝑛𝑒𝑟𝑔𝑦; 

𝐸𝑃𝐾𝐴 − 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑟𝑒𝑐𝑜𝑖𝑙 𝑎𝑡𝑜𝑚. 

Displacements inside iron layer were calculated for different energies and ions. Results are presented 

in the Table 2. These results do not differ significantly from the ones obtained by Stoller et al. [1] who 

used the earlier version SRIM-2008. As seen in Table 2, the SRIM-2013 displacements calculated 

from the F-C and K-P vacancies differ by factor ~ 2, whereas the displacements calculated from the 

damage energy Tdam using both modes practically agree. 

Table 2.  Calculation of displacements per one incident ion in Iron by SRIM-2013.  

(in all cases the lattice binding energy was set to 0 keV, displacement energy E
d 
= 40 eV). 

Inc.  

Ion  

E, 

keV 

SRIM 

Model 

No. of 

sample

d Ions 

Number of Displaced Atoms 

from SRIM file "vacancy.txt" 

Number of Displaced Atoms 

calculated from damage energy 

Summary 

in file 

Integrat. 

of file 

F-C/ 

K-P 

ratio 

Damage 

Energy (1) 

keV 

𝜗𝑁𝑅𝑇 
(3) 

F-C/ 

K-P 

ratio 

Fe 69 K-P 59390 469 469.1 
1.99 

47.17 472 
1.06 

 69 F-C 11759 935 932.1 50.08 501 

Fe 5000 K-P 7378 7874 7874.0 
2.06 

79.12 7912 
1.11 

 5000 F-C 7016 16329 16262.0 87.50 8750 
1
H 2000 K-P 30482 14 13.6 

1.96 
1840 18 

1.14 
 2000 F-C 59360 27 26.7 2090 21 

 

Because of the questionable results with the F-C option, we performed systematic calculation of the 

number of displacements by SRIM using the K-P option and using damage energy and equation (3).  

It was noticed that the total energy deposition in the target calculated by SRIM-2013 exceeds the 

incident ion energy by up to 1%. This also leads to the differences of damage energy calculated from 

phonon energy and ionisation losses. This might be due to the precision of code and does not have 

significant impact on the total production of displacements. 

To convert the depth profile distribution in displacements cross section the average proton energy 

within each bin was estimated by equation (4):  



115 

 

𝐸𝑎
𝐴𝑣𝑒𝑟𝑎𝑔𝑒

= 𝐸0 − ∑ 𝐸𝑎
𝑙𝑜𝑠𝑡

𝑎

𝑎=1

+ 𝐸𝑎
𝑙𝑜𝑠𝑡/2 (4) 

   where: 

𝐸𝑎
𝐴𝑣𝑒𝑟𝑎𝑔𝑒

− 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑜𝑡𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑤𝑖𝑡ℎ𝑖𝑛 𝑏𝑖𝑛 𝒂 

𝐸𝑎
0       −   𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑟𝑜𝑡𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 

𝐸𝑎
𝑙𝑜𝑠𝑡   −  𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑡 𝑡𝑜 𝑟𝑒𝑐𝑜𝑖𝑙𝑠, 𝑖𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑐𝑟𝑒𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝ℎ𝑜𝑛𝑜𝑛𝑠 

𝐸𝑟𝑒𝑐𝑜𝑖𝑙
𝐼 − 𝐸𝑛𝑒𝑟𝑔𝑦 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑘𝑛𝑜𝑐𝑘 − 𝑜𝑛 𝑎𝑡𝑜𝑚 

The recoil energy transmitted to phonons was estimated using expression (5) because of observed 

issue in the SRIM calculations of phonons produced by recoils: 

𝐸𝑇
𝑃  = 𝐸𝑟𝑒𝑐𝑜𝑖𝑙

𝐼 − 𝐸𝑇
𝐼  (5) 

The average energy calculated by equation (4) was compared with the actual incident proton energy 

distribution within bin #50 of the iron layer.  

Fig. 1 shows the proton energy distribution obtained from COLLISON.txt. The average energy 

calculated using (4) was 2810 keV or 80 keV lower than 2890 keV obtained from COLLISON.txt. 

Such difference becomes negligible at higher proton energies, however increases at lower energies. 

For example, for 250 keV incident protons the average energy within bin #50 is 76.9 keV following 

the eq. (4), but 69.2 keV - from file COLLISON.txt. The difference is a result of contribution of 

backscattered protons which are not accounted in eq. (4).  

 
Fig. 1.  Top: the proton energy distribution in the iron bin #50 for incident proton energy 5000 keV. 

Bottom: number of vacancies produced in the Fe bins (depth profile) by protons (green) and 

by protons and recoils (total - blue). 
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Results of the displacement cross section calculation by SRIM and comparison with DXS 

The SRIM calculations were done for Zr, Fe, Cu, Ni, Cr and Al using the displacement energies Ed = 

40, 40, 30, 40, 40 and 25 eV, correspondingly, as recommended by [9]. The SRIM input parameter 

"Lattice binding energy", which allows transfer of the recoil energy to collective motions of lattice 

phonons, was set to zero in all cases. The SRIM calculated atom displacement cross sections are 

denoted as "SRIM/K-P" (K-P option) and as "SRIM/Tdam/NRT" (damage energy Tdam and NRT model). 

The obtained results were compared with the NRT proton induced dpa cross sections (MT = 901) 

available in the DXS database [2].  

Fig. 2 shows such comparison for Fe. Below 100 keV one may observe the impact of the too wide 

layer bins and contribution of the low energy back scattered protons. For the energy interval 100 keV 

to 10 MeV the SRIM/K-P agrees with DXS within 20%, whereas SRIM/Tdam/NRT predicts up to 60% 

higher values than DXS. Above 20 MeV we observed significant deviations since SRIM does not 

account for the opening of the other nuclear reaction channels, besides the elastic scattering, which 

also contribute to the displacements.  

Thus we decided to perform SRIM calculations for other materials (Zr, Ni, Cr, Cu and Al) only from 

~ 0.025 MeV to ~ 20 MeV, since large differences observed outside, see Figs. 2 - 4. 

 

  

Fig. 2.  Proton induced displacement cross section for Fe and Zr: comparison of SRIM/K-P and SRIM/Tdam/NRT 

with recommended values from DXS. 

 

 

Fig. 3.  Proton induced displacement cross section for Ni and Cr: comparison of SRIM K-P and SRIM/Tdam/NRT 

with recommended values from DXS. 
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Fig. 4.  Proton induced displacement cross section for Cu and Al: comparison of SRIM K-P and 

SRIM/Tdam/NRT with recommended values from DXS. 

 

Conclusions 

The proton induced displacement cross sections (vacancies) for Fe, Ni, Cr, Zr, Cu and Al were 

calculated by SRIM-2013 in the energy range 0.025 MeV to 19 MeV. Two options “Quick calculation 

of damage” (K-P) and “Detailed calculation with Full Cascades” (F-C) give results differing by factor 

up 2 for iron, that was already observed by R. Stoller et al. [2].  

We also calculated the atom displacement cross sections employing the damage energy Tdam from the 

SRIM code and the NRT equation (SRIM/Tdam/NRT). The SRIM/K-P dpa cross sections are lower 

than SRIM/Tdam/NRT by 20 - 30% for materials investigated. 

The comparison of SRIM/K-P results with the NRT dpa cross sections from the DXS database has 

shown an agreement for proton energies between 1 and 10 MeV. SRIM/NRT/Tdam cross sections are 

systematically larger than DXS by 20 - 30%. 

SRIM does not estimate the contribution of inelastic nuclear reaction channels which becomes 

important at energies above 15 MeV.  
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