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RESONANCE NEUTRON CAPTURE IN S4Fe AND 62Ni

J.P. Mason

ABSTRACT

The gamma-ray spectra produced following neutron capture in the low energy
resonances of 54Fe and 62Ni have been observed, using the Harwell 136 MeV
electron linear accelerator facility, HELIOS, as a source of pulsed neutrons.

The aim of these measurements was to compare the observed gamma-ray
transition strengths for s-wave capture with the predictions of Lynn's valence
model, in order to obtain some insight into the reaction mechanism.

Using the optical model formulation of the valence model, careful calculations
were made of the partial radia- widths to low-lying/;^ and p3/2 states following
s-wave resonance capture. Fo: '.8'kcV resonance in 54 Fe, good agreement was
obtained between the absolute v.uu s for the partial radiative widths, as deduced
from the experiment, and the thcorci^al predictions. However, the data for the
4.5'keV resonance of 62Ni showed no evidence of valence capture.

The failure to observe single particle effects in 62Ni capture was interpreted as
being due to the interference between the valence and statistical contributions,
whereas the apparent success for the nuclide 54Fe was attributed to the fact that it
has a closed neutron shell, providing such a strong valence component to the
capture that the interference with compound nuclear terms is not significant.

It was concluded that, for s-wave capture in the mass region A ~ 55, single
particle effects may only be apparent if the size of the valence component is about
an order of magnitude larger than the compound nuclear component, and that this
may limit the importance of such effects to a few nuclides.

In addition, although not part of the studies of the applicability of the valence
model, some information was obtained on the radiative decay of p-\vave
resonances of 54Fc and 62Ni.
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1 INTRODUCTION

1.1 Historical Background

1.1.1 Experimental Developments

The investigation of neutron reactions began soon after the discovery of the
neutron by Chadwick in 1932. Fermi and his co-workers discovered a variety of new
isotopes by neutron activation experiments (Per + 34) whilst the first gamma-rays
from neutron capture were seen by Lea (Lea 34) when he detected gamma-rays
from paraffin bombarded by neutrons from a polonium-beryllium source. A most
significant discovery in relation to neutron reactions was made when early
measurements in the field of neutron spcctroscopy revealed rapid variations in
neutron cross-sections with incident energy i.e the neutron resonance phenomenon
(MT 36, Ras + 36).

Post-war advances in neutron capture were helped enormously by the increased
flux available from nuclear reactors. At the same time, the study of the gamma-ray
spectrum following neutron capture became possible with the development of
magnetic spectrometers. Significant discoveries were made by Kinsey and
Bartholomew who, using a pair spectrometer, found correlations between
gamma-ray intensities and (d,p) spcctroscopic factors for the same final states
(KB 54). Groschev, who used a Compton spectrometer, found an anomalous bump
in the gamma-ray spectra of certain medium mass nuclides (Gro 55) and further
evidence of correlations of gamma-ray intensities with (d,p) spcctroscopic factors
(Gro + 58). By 1959, with extensive measurements available, a compilation of
thermal neutron capture gamma-rays was produced (Gro + 59).

Only limited information on the capture mechanism could be obtained from
these thermal measurements because the initial (compound nuclear) state formed
was not in general one of definite spin and parity, rather it was the superposition of
states from the tails of resonances both bound and unbound. The ideal study, the
decay from a resonance of known spin and parity was not feasible with the magnetic
•spectrometers of the 1950s due to their low gamma-ray detection efficiency.
Although high efficiency Nal detectors had been developed, their gamma-ray
resolution was poor and it was the introduction of Gc(Li) detectors in the 1960s
which gave a new impetus to measurements of capture spectra. This was a detector
having both high resolution and high efficiency. Together with improved beam
choppers on reactors and the development of pulsed Van de Graaff machines and
electron linear accelerators, the timc-of-flight technique was used to observe
transitions from resonances to particular final states of the compound nucleus.

Much of the work on resonance capture gamma-rays was performed on heavy
elements, especially the actinides, stimulated by the need to understand the capture
mechanism in these elements in order to improve reactor calculations. However, a
considerable amount of data has become available concerning non-statistical effects
in various mass regions and this will be discussed in section 1.2.

1.1.2 Theoretical Advances

The first model to be proposed for slow neutron reactions was the single particle
model (Bet 35, Ama + 35). This was, however, quite unable to explain the
existence of the neutron resonances. Variations in the cross-section were expected

/./ Historical Background



Chapter 1: INTRODUCTION

within the model but over much larger energy ranges, of the order of an McV
rather than the observed fluctuations over an cV or so.

The problem was resolved when Bohr proposed the compound nucleus model in
1936 (Boh 36). He pictured the incoming neutron interacting strongly with the
nucleus and thus rapidly sharing its energy amongst the other nuclcons. This leads
to long-lived and therefore narrow states, since subsequent decay of the compound
nucleus depends on the probability that a large fraction of the excitation energy is
once more concentrated on a single nucleon. Since the compound nuclear state so
formed is a complicated one, it permitted a statistical interpretation of the neutron
reactions.

The shape of the cross-section of a resonance was first derived by Wigner and
Breit (WB 36). They supposed that a bombarding nucleon could excite a long-lived
two-particle state. The Breit-Wigner formula was based on rather weak
assumptions, but more formal derivations were obtained which showed the formula
was correct for the case of a narrow, well-isolated resonance (KP 39, WE 47,
HR 61).

The statistical model was applied to neutron capture by Blat t and Weisskopf
(BW 52) who derived estimates of the average transition strengths for resonance
capture. Porter and Thomas (PT 56) deduced that the statistical model implied a
wide distribution of these strengths, given by a %~ distribution with one degree of
freedom.

Evidence that the statistical model could not explain all the experimental
observations was also considered. The correlations between gamma-ray intensities
and the (d,p) spcctroscopic factors of the same final states could be explained if a
direct mechanism was invoked. Lane and Wilkinson (LW 55) pointed out that the
(n,y) and (d,p) reaction matrix elements would have a common overlap factor if the
capture proceeded through that part of the init ial state for which the target was in
its ground state. The observed correlations would then follow. Bockcimann
(Boc 59) calculated the direct cross-section at thermal energies but found values in
general too low as he ignored contributions from the nuclear wave function outside
the interaction radius, the importance of which had first been noted by Thomas
(Tho5l).

Radiative capture was dealt with formally by Lane and Thomas (LT 58) and
subsequently in detail by Lane and Lynn (LL 60) who recognised three distinct
components to the resonance neutron capture reaction: compound nucleus,
channel and potential capture. Working within the framework of the intermediate
coupling model (LW 55a), which had been introduced to describe the situation
between the single particle and the compound nucleus model, Lynn isolated the
valence component of the channel capture (Lyn 68). Subsequent formulations of
the valence model were made within the optical model (LM 74) and the shell model
(BM 73, CM 75, Cug 76). Attempts were also made to explain the success of the
valence model since single particle effects had been expected to play only a small
part in the resonance capture process (Lan 74, Gya + 74).

Other simple states through which capture could occur beside the valence state
have been considered by a variety of authors (Bee 69, Bee 71, Sol 74) and a
detailed treatment of the relationship between these doorway states and
correlations was provided by Lane (Lan 71). However, it is the valence model
which has provided the best quantitative predictions of resonance capture widths
and its validity still remains to be tested fully.
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Chapter I: INTRODUCTION 3

1.2 The Neutron Capture Reaction

1.2.1 Introduction

The neutron capture reaction has been studied over nine orders of magnitude of
neutron energy. Figure l.l illustrates the range, the techniques used for the
measurements and the principal mechanisms believed to be dominant in specific
regions. Attention will be concentrated on the resonance energy region, where
i'-wavc and /;-wave interactions predominate in what is normally assumed to be a
statistical fashion.

When the nucleus absorbs a neutron it excites levels of the compound nucleus in
the region of 5-K) MeV. equal to the neutron separation energy plus the kinetic
energy of the incoming neutron. Figure 1.2 illustrates the energetics of the process.
The excited state may decay by rc-cmitting a neutron, i.e. clastic scattering, or by
gamma-ray emission, which may be directly to the ground state or, more usually, in
a cascade via intermediate states. The first gamma-ray of such a cascade is known
as the primary transition, subsequent members of the cascade being secondary,
tertiary etc. Depending on the particular nuclide and the energy of the neutron,
other modes of decay such as fission and inelastic scattering arc also possible.

In Bohr's statistical model, the compound nucleus retains no memory of how it
was formed, and so the mode of decay is a stochastic process. The probability for
decay from the initial state via each open channel is proportional to a
corresponding width: FH for neutron emission and F for radiative decay. The
radiative width may further be split into its partial widths for decay via particular
primary transitions. The radiative width for a resonance A, F , is then equal to the
sum of the partial widths, F , , for decays to different final states //,

rrA = i;iV 0-1)

The compound nuclear state is a very complicated one in the sense that its wave
function no longer appears to be anything l ike a single neutron plus target nucleus.
This means that overlaps with final states via single particle radiative transitions are
randomly distributed, and a Porter-Thomas distribution is predicted for the partial
radiative widths. This distribution has a large variance, but the total radiative
width, being the sum of (say) // partial radiative widths, is distributed as a x2

distribution with /; degrees of freedom. Figure 1.3 illustrates how the x2 function
tends to peak as the number of degrees of freedom, /!, increases. The number of
partial widths which contribute to the total width is relatively large in the statistical
model, so the distribution of total radiative widths for different resonances is
expected to be narrow.

The statistical model also implies that, because single particle effects should be
absent, correlations should not exist between the strengths of radiative transitions
and the single particle natures of the ini t ial and final states, as given by the neutron
width and the (d,p) spectroscopic factors respectively.

1.2.2 Non-statistical Effects in the Resonance Region

1.2.2.1 The neutron strength function

The /-wave neutron strength function St is defined as

S, = ̂ ^ (1.2)

1.2 The Neutron Capture Reaction
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where <y,7;/> is the average reduced neutron width for resonances A formed by
neutrons of incident orbital angular momentum /, and D, is the average spacing of
such resonances. The strength function is a measure of the probability of compound
nucleus formation and as such is not expected to show structure when expressed as
a function of mass number. However, as is illustrated in Figure 1.4, the s-wavc
neutron strength function shows substantial peaks at mass numbers A = 55 and
A — 150, the latter region being split into two due to nuclear deformation. The size
of nuclei in these mass regions is such that 3s and 4s neutrons respectively arc just
unbound and the existence of these size resonances indicates that the single particle
state still plays a part in the compound nucleus wave function. Similar size
resonances can be seen in the/;-wave strength function, although measurements of
this quantity arc less extensive. The curves in Figure 1.4 arc optical model fits to
the data.

1.2.2.2 Spcctroscopic factor correlations

Contrary to the predictions of the statistical model, many instances of
correlations have been found. A compilation has been provided by Allen and
Musgrovc (AM 79) and Figure 1.5 shows a graph of the observed correlations for
5-wave resonances as a function of mass number. The initial state correlations p/

are of the form p/(y,^/,r ' },) and the final state correlations p/r arc P/.-(0,7\r A;(/Ey)
where E is the gamma-ray energy and 0~ is the (d,p) spectroscopic factor of the
final state //. It should however be noted that some of the initial state correlations
may be spurious due to the sensitivity of capture detectors to scattered neutrons.

1.2.2.3 Humps in the gamma-ray spectrum

Enhanced transition strength for capture gamma-rays with energies from 5-6
MeV has been observed (Bar + 73). This is contrary to expectations of a smooth
spectrum when averaged over resonances, proportional to E* times the density of
the final states.

1.2.2.4 The behaviour of total radiative widths

If the Porter-Thomas distribution holds for the reduced partial radiative widths
then the total radiative widths are expected to be fairly constant. However, when
Cameron (Cam 59) fitted the total widths of all available nuclides, taking level
density effects into account, he discovered a residual variation with A which could
not be explained in the framework of the statistical model. A peak was observed in
the region A = 145 to A = 175, the 4.v size resonance. In addition, fluctuations in
the total radiative cross-section for different resonances were frequently found to
be quite large, indicating the number of degrees of freedom was less than expected
and particular transitions were being enhanced above statistical expectations.

The mass regions in which non-statistical effects have been observed arc
therefore

(i) 40< A < 70, the 3s region,
(ii) 90 < A < 110, the 3p region and

(iii) 135 < A < 205, the 4.y region.

1.2.3 The Reaction Mechanism

The existence of non-statistical effects has prompted the proposal of a number of
mechanisms for capture other than that of the extreme compound nucleus model.
The mechanisms are illustrated schematically in Figure 1.6 and are discussed
briefly below.

1.2 The Neutron Capture Reaction
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1.2.3.1 Direct or potential capture

In the Lane-Lynn theory of radiative capture a non-resonant, direct component
to the capture cross-section appears. It is known as hard-sphere capture and
corresponds to a neutron undergoing a single particle transition to a low-lying state
of large single particle character. Correlations with the (d,p) spcctroscopic factors
of the final state arc thus expected. In the strong coupling assumption this is the
only component expected for potential capture, but in the case of the intermediate
coupling model another component is present, due to the tails of distant
resonances, which is added to the hard-sphere amplitude to give the total
non-resonant potential capture amplitude. Evidence for direct capture has been
obtained by observing spectra at thermal energies in isotopes where there arc no
nearby resonances which dominate the cross-section e.g. in KVlXc (Mug 79), 13llTe
(Hon + 80), 34S (Car + 82) and I2C (Mug + 82).

1.2.3.2 Valence capture

In the valence model, decay following resonant capture is assumed to be
dominated by single particle transitions of neutrons from the capturing state to
low-lying levels, whilst the target nucleus acts as an inert core. Within the model,
absolute values of the partial radiation widths are predicted to be proportional to
the spectroscopic factors of both initial and final states, accounting for observed
correlations. Confirmation of the model has been impressively demonstrated in the
3/; size resonance (Mug + 71). In the 3.v region also, transition amplitudes have
bee1 found to agree with the valence model predictions c.g in 54Fe (Ram + 80)
and -!2S (AC + 85), although only relative amplitudes were measured. On the
other hand, there are several cases where the model appears to fail: 5(lFc and 5SFe
(Wei -h 78, Kom + 84), 59Co (Kop + 84) and 10()Mo (Wei + 79). Clearly, further
investigations in these regions, and particularly absolute measurements, arc of
interest.

1.2.3.3 Doorway state capture

In the valence capture discussed above, it is the one-particle zero-hole (Ip-flh)
state of neutron plus inert target core which dominates the capture. However, the
resonant state has many other configurations contributing to it. Levels of
complexity are built up as extra particle-hole pairs are excited from the core. The
first stage of excitation leads to the formation of a 2p-lh state, referred to as a
doorway, since it marks the start and end of the formation of the compound
nucleus. Decay from the more complex configurations (3p-2h, 4p-3h etc.) gives
rise to statistical spectra, but if 2p-lh states play a large part in the capture process,
they are simple enough to give non-statistical decay and provide final state
correlations. De-excitation by gamma-ray emission may take place from these
states cither by particle-hole annihilation or by a particle transition in the presence
of an excited core. Any residual non-statistical nature unexplained by the valence
model could be attributed to these doorway states providing a strong capture
channel.

1.2 The Neutron Capture Reaction
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1.3 Applications of the Neutron Capture Reaction

The neutron capture reaction has found applications in a variety of fields outside
pure nuclear physics research. Some of these applications relate to other areas of
physics, for example stellar nucleosynthesis, and others have a direct practical
importance: nuclear power, activation analysis, the doping of semi-conductors,
isotope production and prompt gamma-ray analysis. Three of the topics having the
most current interest are presented below, and further details and references may
be found in a recent review by Chrien (Chr 84).

1.3.1 Nuclear Power

Nuclear data needs for fission reactor design have been the stimulus for much of
the research carried out in neutron physics and further understanding of the
processes involved continues to be of value to the nuclear power programme. An
improved knowledge of the capture cross-sections is of importance in relation to
the neutronics characteristics of reactors and other effects such as the temperature
coefficient of reactivity and the activation of coolant circuits. The spectrum
following capture in the materials present in a reactor is of direct significance in
calculations of the gamma-ray heating.

Many measurements are very difficult or impossible to make and reactor
calculations frequently rely on theory for unknown neutron cross-sections. For
instance, the existence of non-statistical effects may have '.o be taken into account
as improved accuracies arc required. This is particularly true for the structural
materials of fast reactors (Fe, Cr, Ni, Mo etc.) which arc in mass regions known to
show non-statistical effects.

1.3.2 Stellar Nucleosynthesis

It is generally accepted that all but the very lightest elements were formed in the
stars. The production of elements heavier than iron depends on the neutron
capture reaction since the coulomb repulsion is too large at stellar temperatures to
permit charged particle reactions when Z > 26. Stars contain neutrons with a
Maxwcllian distribution of energies at a temperature of = 30 kcV and this results in
a close connection between the energy-averaged neutron capture cross-section and
the abundance of elements.

The two principal mechanisms involved in nucleosynthesis are the rapid and slow
processes, known as the r-process and the s-proccss respectively. The s-proccss
proceeds slowly (compared with the competing ft decay) up the valley of stability
whilst the r-process produces neutron-rich isotopes near the neutron drip-line
which decay to stability via ft decay. Accounting for the contribution from each
process provides valuable information for both astrophysicists and cosmologists.
For instance, the age of the universe can be estimated which in turn provides a limit
on the mass of the neutrino (Kla 85).

1.3.3 Prompt Gamma-ray Analysis

The spectrum of gamma-rays given off by an isotope when irradiated by neutrons
is a unique signature of that substance. Therefore, in many situations an elemental
analysis can be carried out by observing the gamma-ray spectrum with a high
resolution spectrometer (usually a Ge detector) whilst the sample under analysis is
irradiated in a neutron flux. Reactor based systems allow the most sensitive analysis
as the neutron flux is large and very small quantities of some materials can be

1.3 Applications of the Neutron Capture Reaction
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detected. Applications of the technique are found in the fields of archaeology, air
filter analysis, oil and mineral exploration and medical diagnosis amongst others.

Mobile analysis may be carried out by using a suitable source of neutrons such as
a 238Pu-Be or a 252Cf source. Such mobile units are in use for medical diagnosis,
trace elements being detected in particular organs of the body.

There are also many commercial applications such as in oil borehole logging.
Small D-T accelerators have been developed which provide 14 MeV neutrons.
These can be placed down a borehole together with a gamma-ray detector. The
spectrum which is observed contains gamma-rays from both inelastic scattering and
from thermal neutron capture, with timing differences being used to separate the
two contributions.

1.4 An Outline of the Present Investigations

1.4.1 Purpose

The purpose of the current work was to investigate the nature of the
non-statistical effects present in isotopes in the 3s size resonance. In particular, as
the valence model predicts large transition amplitudes to be present for high energy
transitions in 54Fe and 62Ni, resonance capture was observed in these two nuclides
and compared with theory. TVo reliable measurements of the absolute partial
radiative widths previously existed for these nuclides, and they were expected to
provide a good test of the validity of the valence model.

1.4.2 Theory

Careful theoretical calculations were carried out to predict the partial widths for
radiative capture within the framework of the valence model. The formulation of
Lane and Mughabghab was used (LM 74), in which an optical model solution is
used for the initial state wave function. The effects of changes in optical model
parameters were investigated which allowed an error to be ascribed to the
predictions of the model. The details of the calculations will be given in Chapter 2.

1.4.3 Experiment

The experiment was designed to observe the gamma-ray spectrum following
capture in a sample placed in a flight path on the fast neutron target of the Harwell
linac HELIOS. Two high purity n-type Ge detectors were used to observe the
spectrum. Absolute values of the gamma-ray transition strengths could be
calculated by comparing yields with a run using a 10B sample, and in such a way,
the partial widths were deduced for the lowest energy .9-wavc resonances, and some
p-wave resonances in 54Fe and 62Ni. The experimental method will be explained
more fully in Chapter 3.

The methods used for the analysis of the experimental data are described in
Chapter 4, and results of preliminary measurements, such as that of the detector
efficiency using thermal capture gamma-rays, and the background determination
using a filtered neutron beam, are presented in Chapter 5. The results of the
capture data for 54Fe and 62Ni follow in Chapter 6, and finally, in Chapter 7 these
results are discussed and some conclusions are drawn concerning these
investigations.

1.4 An Outline of the Present Investigations



2 NEUTRON CAPTURE THEORY

2.1 Introduction

This chapter deals with some theoretical aspects of the neutron capture reaction
in the resonance energy region. Only electric dipolc transitions arc considered, as
these dominate capture in the medium-mass nuclei of interest here. Various models
are discussed, but particular attention is paid to the valence model, for which
detailed calculations have been made.

2.1 .1 The Capture Cross-section

For a narrow, well-isolated resonance, A, of energy E,t and spin J, the partial
radiative capture cross-section to a final state /.i for an incident neutron of energy E
is given by the Breit-Wigner formula,

P \ 1/2 pri

<2'"
where F A is the partial radiative width and F is the total width, the sum of the
widths of all open channels. The total cross-section peaks at the resonance energy,
taking the value

= 2jrfi2/M + l\2£/r,,
0 mER\ A I F

where m is the neutron mass, A is the mass number of the target nucleus and the
statistical spin factor is

2J + I n -,
*' = 2(27TT) (2'3)

for a target nucleus with spin /.

An expression for the partial radiative width may be derived within the
framework of R-matrix theory (LT 58). Following a perturbation approach,
applicable here since the coupling of nucleons to the electromagnetic field is small,
and using the long-wave approximation for the El operator, the width for El
radiation is given by (Lyn 68)

where X^ is the wave function of the resonance, 4> is the wave function of the final
state, e is the electronic charge f , r is the radial co-ordinate and 7, is the spherical
harmonic for one unit of angular momentum. The wave number of the gamma-ray,
k , is related to the energy by

kr = Efic. (2.5)

2.1 .2 The Behaviour of Partial Radiative Widths

The cubic dependence on gamma-ray energy (eqn. 2.4) which comes from the
phase space factor is often removed to give a reduced partial width,

t If S.I. units are used, factors of e2 should be replaced by e2/4jiett.

8 2.1 Introduction
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which is proportional to the square of the reduced matrix element (A
If the initial state is complicated, in the spirit of the compound nucleus model, then
this matrix clement will be distributed as a Gaussian with zero mean. This follows
from a consideration of the multi-dimensional overlap integral involved in the
matrix element. If the integral is considered as made up of the sum of many
independently contributing cells (PT 56), then the central limit theorem may be
invoked to deduce the Gaussian distribution. This in turn implies that the reduced
partial width should be distributed as the x2 function with one degree of freedom
i.e. a Porter-Thomas distribution, implying widely fluctuating values.

The reduced matrix element in eqn. (2.4) depends on the nuclear structure of the
compound nucleus, permitting information to be derived concerning the capture
process. A correlation of y , with FH (which is a measure of the component of the
resonance consisting of incident neutron plus unperturbed core) implies that the
unperturbed core configuration plays a part in the capture channel. Similarly, since
the (d,p) reaction involves a neutron being stripped from a deuteron whilst the
target nucleus acts as an inert core, correlations of the reduced width with the
spectroscopic factors obtained from (d,p) measurements indicate the role of the
single particle nature of the final state in the capture process.

A study of the behaviour of partial radiative widths can thus be seen to provide
information on the capture process, the nuclear structure of the final state and the
applicability of the statistical model.

2.2 The Strong Coupling Model

This model was the first basic model of neutron capture, introduced by Blatt and
Weisskopf (BW 52). Simplifying assumptions are made concerning the wave
functions of the resonance and final states as applied in eqn. (2.4). First consider
for simplicity a spinlcss particle bound in an s-state by the potential of the target
nucleus, undergoing a transition to a low-lying, pure p-state. The resonance wave
function may now be written as

*A = "o(')00 (2-7)
whilst the final state is

*„ = «,W0o (2-8)
where the u are radial wave functions and </>„ contains the wavefunction of the
target nucleus plus all the angular dependence. The separation of the radial and
angular dependence of the wave functions allows eqn. (2.4) to be rewritten as

0-9)
where e, the effective charge of the neutron takes the value —Z/A times the proton
charge. This is derived by assuming the centre of mass of the nucleus to remain
fixed during emission of a gamma-ray. The result follows since a movement of a
single neutron through distance 6 then implies a movement of the centroid of
charge (the Z protons) through a distance —6Z/A.

The strong coupling model assumes that the total s-state single particle strength
calculated above is dissolved amongst all the s-wave resonances. If the single

2.2 The Strong Coupling Model
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particle energy spacing is D() and the average spacing of s-wave resonances is
Z>(/=0), then the partial radiative width for a resonance should on average be
diluted by the factor £>(/=0)/£>(), giving

If the final ;;-state is also fragmented amongst several levels, a typical partial width
will be further reduced.

Blatt and Weisskopf made a rough estimate of the radial integral by assuming the
wave functions to be uniform within the nuclear radius, a, and zero outside. The
final estimate of the average partial width then becomes

Originally £>„ was thought to be about 0.5 MeV, the spacing of low-lying levels in
the nucleus, but this gives estimates of the radiative width which are too large by
about two orders of magnitude. When a realistic value is taken for D(, (15-30 McV)
and more accurate radial wave functions are used in the integral, the discrepancy
with experiment is reduced to a factor of 5 or so.

Despite its crudity and the need for empirical normalisation factors, the strong
coupling model is still widely used in calculating neutron capture cross-sections up
to neutron energies of 1 or 2 MeV.

2.3 The Giant Dipole Resonance Model

An alternative approach to calculating the average partial radiative width is to
consider the inverse photo-absorption reaction. The broad peak in the
photonuclear cross-section at energies between 10 and 20 MeV was interpreted by
Goldhaber and Teller in terms of the giant dipole resonance model (GT 48). They
considered the giant resonance to be a collective mechanism in which the proton
and neutron fluids oscillated independently in anti-phase within the nucleus. The
form of the absorption cross-section was predicted to be Lorcntzian in shape and,
for photon energies E below the (y,2/i) threshold, this implies a (y,/i) cross-section
of

where a() is the peak cross-section of the giant resonance at energy E , having
width r,.

o

Using the reciprocity theorem for nuclear reactions, the cross-section for the
inverse reaction may be deduced,

F2

o(n,Y) = o(Y,n)-^-j (2.13)
trc-Ar

where k is the wave number of the neutron. If an extrapolation of the Lorentzian as
far down as the neutron threshold region is assumed to be valid, then the
relationship between the average neutron capture cross-section to the ground state
and the mean radiative width for such a transition,

2.3 The Giant Dipole Resonance Model
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may be used to derive the relationship

rt?E;

' '
where 7J(7) is the average spacing of resonances of spin J.

This is an expression for the average partial radiative width to the ground state
only. However, the Brink hypothesis may be introduced (Bri 55) in which it is
assumed that identical giant resonances may be built on the excited states of nuclei.
It then follows that the gamma-ray energy dependence of the cross-section is
independent of the excitation energy of the final state and the expression above is a
measure of the average radiative strength for all possible primary transitions.
Carrying out an extrapolation of eqn (2.15) to the neutron threshold region with
Fg = 5 McV, Eg = SO A~I/J and OQ = 13 A F~{ mb, Axel (Axe 62) was able to
show that for gamma-ray energies around 7 MeV, to a good approximation,

T^it(eV) = 6.\xlQ-l5~D(J)(eV)Ey(MeV)5A*/3. (2.16)

The width is thus predicted to have a fifth power dependence on the gamma-ray
energy in direct contradiction with the strong coupling model. Despite the
assumption that the Lorentzian form for the absorption cross-section is still valid
when applied at neutron separation energies (5 - 10 MeV) which are two or three
half-widths from the peak, this model appears to describe the systematics of photon
strength better than the strong coupling model, at least for A ^ 60 (McC + 81). It
also confirms the empirical fact of harder gamma-ray spectra than are predicted
from the cubic gamma-ray energy dependence of the single particle model.

An illustration of the validity of the energy dependence suggested by eqn. (2. 16)
is given in Figure 2.1 which shows data for the radiative widths reduced by the
factor £y, averaged over resonances in 1%Pt. It is clear that, in the region
6-8 MeV, the Lorcntzian shape is approximated by an E* curve and that the
experimental data, taken from (BT 67), is described poorly by the strong coupling
model but well by the giant dipole extrapolation.

2.4 The Lane-Lynn Theory

2.4.1 The Resonant Capture Components

Despite the apparent success of the giant dipole resonance model in predicting
the average radiative strength, it is still unable to explain the observed
non-statistical effects. The Lane-Lynn theory (LL 60) is a rigorous treatment of the
capture reaction and allows inclusion of non-statistical processes.

The starting point of the Lane-Lynn theory was to derive an expression for the
collision matrix, U, which is related to the cross-section by the expression

K J

The collision matrix was split into three components, dropping the superscripts and
subscripts which are to be understood,

U = [/(internal resonance) + U(channel resonance) + U(hard sphere) (2.18)

2.4 The Lane- Lynn Theory
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where the first two components are resonant in nature. The hard sphere term is
non-resonant and will be neglected for the time being. The sum of the two resonant
terms has the form

r 1/2 (p 1/2 , /cr \\/2]

*

which for a single resonance can readily be seen to reproduce the Brcit-Wigner
form, cqn. (2.1), when applied in eqn. (2.17), and where the partial radiative
widths for the internal and channel resonance components are given respectively by

r Je -G.9(27+1);

and

(2.20)

These expressions are seen to be identical except that the first width is integrated
over the internal region only, using the resonance internal wave function A^'",
whereas the second width is integrated over the external region with the channel
wave function, X^' . A new wave function, X{ may be defined

= A"f r>a (2.22)

where a is the channel radius. With the integral carried out over all space, the
resonant partial radiative width is now given by (cf. cqn. (2.4))

2

rt>' ~ 9(27+1) \ftc7 '' A"er '" '''' ^ ' '

2.4.2 Channel Capture

Lane and Lynn (LL 60) showed that the channel component to resonance
capture, eqn. (2.21) could, in suitable circumstances be larger than the internal
resonance part by an order of magnitude. They derived an expression for the
channel capture width from eqn. (2.21),

kfl A

where kfl is the wave number for a neutron bound by energy E and 02, 02 are the
spectroscopic factors of the initial and final states respectively. The initial state
spectroscopic factor is given by the ratio of the neutron width to the single particle
Wigner limit,

0A2 = ^7 = T!TT (2.25)

ma

and the final state spectroscopic factor comes from (d,p) measurements. If the
channel radius, a, is taken to be 1.35 .A1/3 , then

-'- 6.44X10- - A A . M f (2.26)

2.4 The Lane-Lynn Theory
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where the angular momentum coupling factor. |/4.A/.|2. is l/4x for an
transition and \/2it for an s— »/?y2 transition.

This illustrates that channel capture shows a square dependence on gamma-ray
energy unlike the single particle model. The proportionality with spectroscopic
factors of the initial and final states is an important prediction and indicates that
channel capture effects should be observed most readily in cases where the reduced
neutron width and (d,p) final state spectroscopic factors arc large.

2.4.3 Non-Resonant Capture

The third term in the collision matrix expansion cqn. (2.18) will now be
considered. This arises from the potentially scattered wave function which is
present even in off-resonance regions. In this case the wave function of the initial
state has a node at the nuclear surface and, assuming a strong coupling model, it
does not penetrate the nucleus; the nucleus is behaving as a hard sphere. For
capture to a final p-wave state, Lane and Lynn derived the following expression

wherey = kfla and a is the hard sphere radius, taken to be the nuclear radius. The
statistical spin factor sum over s' accounts for the effect of limitations imposed by
the angular momentum coupling and only channel spins s' satisfying J = s' + I
should be included (here / = 1).

In the intermediate coupling assumption, there is another component to the
non-resonant capture cross-section. This contribution arises from non-local levels
in the resonance terms of the collision matrix eqn. (2.18). The sum of the hard
sphere term and the distant resonance terms (both internal and channel) is called
the potential capture term. The collision matrix may thus be rewritten as

U = U(local res) + U(pot) (2.28)

where

U(pot) = U(hard sphere) + U((listant res) (2.29)

Physically this corresponds to the penetration of the nuclear surface by the
incoming wave function, allowed in the intermediate coupling model due to the
finite mean free path of a nucleon within the nucleus. (Mathematically, with the
strong coupling model, the signs of the distant resonant terms were random and the
overall contribution was zero.) It can be shown that the potential capture can be
calculated in the intermediate coupling model by evaluation of the same overlap
integral used in hard sphere capture but taking the real part of an optical model
wave function for the initial state (LL 60). Such calculations predict that the
potential capture cross-section has a double peak in the 3s mass region (sec
Figure 2.2).

The form of the collision matrix above (eqn. 2.28) shows that in principle there
may be interference between the resonance term and the potential capture
resulting in asymmetric capture resonances. Experimental evidence of any such
effect is not conclusive.

2.4.4 Thermal Capture

In certain nuclides there are no resonance levels near to the neutron separation
energy and such circumstances provide a good testing ground for the Lane-Lynn

2.4 The Lane-Lynn Theory
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theory. Within the strong coupling model, the capture cross-section is given by the
hard sphere term of eqn. (2.18) but channel contributions from nearby (although
not dominant) levels may also be included (distant levels and nearby internal
resonance contributions will be ignored). The effect of this channel contribution is
to enhance the hard sphere capture by a calculable factor, giving

aw(thcrmal) = a^hardsphere) \ 1 + —^y^T^ \ (2.30)

where as is the coherent scattering length for thermal neutrons. The effect of the
correction factor due to resonance channel terms can be very large if the nuclear
radius a is significantly different from the scattering length. Good agreement in
absolute terms has been found (see references in chapter 1).

Finally, it should be noted that this predicted thermal cross-section depends
(approximately) linearly on the gamma-ray energy and so when looking for
correlations with final state spcctroscopic factors a reduction factor of £y rather
than E* should be used. An example of the improvement in correlations which may
be obtained by applying a reduction factor of E raised to a smaller power, is the
case of thermal capture in 37C1 (SA 73) which is illustrated in Figure 2.3. Here a
reduction factor of E^'~, which maximizes the observed correlation, is compared
with application of the normal E^ factor.

2.5 Valence Neutron Transitions

2.5.1 Average Partial Widths

It is possible to make an estimate of the resonance internal contribution as well as
the channel capture if certain simplifying assumptions are made and applied to the
general eqn. (2.23). Lynn (Lyn 68) considered the part played by the valence
neutrons i.e. single particle transitions in the presence of an inert core. Firstly, a
suitable basis set, v , is chosen on which to expand the initial wave function

Xpc = up(r)4>c (2.31)

where it (r) are radial wave functions of a set of single particle states p, and 0t.
contain the wave function of the core, the angular momentum coupling of the core
to the single particle and the angular dependence of the single particle. On this
basis the resonance wave function is then given by the expression

*A = S C* H (r)0c (2.32)
cp ' '

where the C*, arc coefficients of fractional parentage. This wavefunction is taken
to apply over all space; the single particle moves in the potential provided by the
inert core.

If the final state is also expressed in terms of a single-particle plus core
expansion,

<!>,, = 2 C^,«p.(r)0c, (2.33)

then the expression for the partial width, eqn. (2.23), becomes

~ C$ P'U,,>(r)<t>C'}\2 (2.34)

The core is considered to be inert so all terms for which c=¥c' drop out of the sum.

2.5 Valence Neutron Transitions
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This assumption has been justified by Lane (Lan 59) where he argues that the many
possible core-core transition terms should have random signs and not add
coherently. In addition, as any reasonable amount of mixing of single particle states
will lead to random signs for the coefficients of fractional parentage, all the
cross-terms drop out and the average partial valence width is given by

•dr
r \ if / \ i // / I // v ' // ^ '
'. Jocpp !'

where L, the angular momentum of state/;, is coupled to the spin of the core, 7C, to
give the total angular momentum of the resonance, J} and similarly state // couples
its angular momentum / , to the core spin to give the final state angular momentum

•V
Lynn derived an estimate for the value of \C*„)" by invoking the intermediate

coupling model for which only one single particle state would play a large part in
the resonance wave function. For its absolute value however he took the strong
coupling model prediction for the neutron strength function. For the value of
(c$_.) he assumed that the total strength of these states summed to the Wigner
sum rule (TW 52) and that this could be averaged out amongst the levels since the
resonance state was sufficiently complex that all core states appearing in O were
also present in XK. These assumptions lead to

fs I6jt , 3 1 4m -.i

o (2-36)
p

where K is the average wave number of a neutron in the nuclear potential and the
final average denotes the average of the sum of the squared matrix elements to a
specific single particle state /;'.

Typical values for the radial integral were derived by calculating single particle
wave functions for particles moving in a Saxon-Woods potential with a spin-orbit
coupling term added. The parameters of the potential were those of Ross et al
(Ros + 56). Lynn allowed the neutron to be bound by up to 1 MeV which takes
account of the fact that excited core terms are being included in the calculation and
only for unexcited cores should the neutron be unbound. The spin matrix elements
were also averaged over possible angular momentum values enabling the global
estimate of partial widths to be made,

T^tl(eV) = 0.16xlO-9£j(MeK)/l5/6D(7)(eVO. (2.37)

This compares favourably with an empirical fit due to Cameron, derived from total
radiative widths (Cam 59),

TrXll(eV) = 0.33 x 10 ~9 E^(MeV)A^lD(J)(eV). (2.38)

2.5.2 The Specialised Valence Model

Following the success of the global fit to average partial radiation widths using
valence transitions, a further specialisation was applied, initially by Mughabghab
(Mug + 71), where only the unexcited core components of the initial and final
states were considered. In this case eqn. (2.35) becomes

2.5 Valence Neutron Transitions
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xK/p/eWilMcVI2 (2-39)
where only a particular transition,/; top' , is being considered in the presence of an
uncxcited core.

This expression may be evaluated if the spectroscopic factors (c,*) and (Cft . )~

are known. (CQ • ) may be derived from a measurement of the neutron width and a
comparison with the single particle neutron width, F ,

*-. (2.40)
nsp

The value for (c/,' ,) is the spectroscopic factor for the (d,p) stripping reaction to
state ,[{.

In this special case, the initial state of the neutron is not bound so Lynn's values
for the radial integrals, used by Mughabghab, were incorrect. In addition, there are
uncertainties in the value of F to be used since the Wigner limit which is normally
adopted (TW 52), eqn.(2.25), applies only to the case of a square well potential. A
correction which can be applied for a more realistic well having diffuseness d has
been given by Vogt (Vog 62),

Fm/; = (1+ 6.7,/2)F7 (2.41)

but the approach is clearly not very satisfactory and such considerations have led to
the suggestion of alternative formulations of the valence model.

2.5.3 Alternative Forms for the Valence Model

Lane and Mughabghab (LM 74) used an optical model wave function at neutron
energy E, i/4"/<(), to describe the initial state. To extract the valence part of the
capture process it is necessary to evaluate the dipole matrix element between the
target state component of the initial state and the target state component of the
final state, these components being defined respectively as

4°"° = (<t>M?'"}} (2-42)
and

where

11
 fl
 = (0ol*,i) (2-43)

>0 is the target ground state. The expression for the valence width is then

" /.« / 7, \n\,.(opi) \ ~ ] 2

9 V/l/ y " A"| 7m tan
(2.44)

where the w are the radial components of the wavefunctions.

The essential features of the valence model are seen to be retained since the
width is proportional to the spectroscopic factors of the initial and final states.
However, it is now also apparent that there is a dependence on the resonance
energy through the optical model wave function in the overlap integral.

2.5 Valence Neutron Transitions
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Another approach, adopted by Boridy and co-workers, was to use a shell model
formulation of the reaction (BM 73 and CM 75). Although their approach should
be equivalent to Lane and Mughabghab's, they define their observable radiative
width differently. The apparent disagreement in values between Cugnon (Cug 76)
and Allen and Musgrove (AM 79) was noted by the latter authors but it can be
shown that formally they are identical (Lan 82) and that Lane and Mughabghab's
definition provides a more useful value of the width for comparison with
experiment.

The various methods for evaluating the valence width have been compared by
Halderson and Castel (HC 78) who conclude that the optical model formulation of
Lane and Mughabghab is the most useful one to use since it does not rely on an
evaluation of r,H/J , it includes external contributions to the photon width, and the
predictions are not very sensitive to the potential employed. It is therefore through
use of eqn. (2.44) that the calculations described in the next section have been
carried out.

2.6 Valence Model Calculations

2.6.1 Initial and Final State Wave Functions

Attention is restricted to the mass range of interest in which valence transitions
are of the form 35 to 2/j,/2 and 35 to 2p3/2.

The main task in evaluating the valence width expression eqn. (2.44) is to
identify the phase shift, 5, ;», and the radial matrix element. Firstly, solutions for
the wave functions are found by solving the Schrodinger equation for a particle in
the initial and final state potentials. For a central potential, V(r), the wave function
i/; corresponding to motion with angular momentum / may be split into radial and
angular parts in the normal way

(2-45)

Here Ylm is the spherical harmonic corresponding to angular momentum /, and m is
the z-component of angular momentum. The spin part of the wavefunction is being
ignored. The radial wavefunction wE(r) is determined by the equation

= " 2-46>

where n is the reduced mass of the system, E is the energy in the centre-of-mass
frame and vE(r) is related to wE(r) by

"i-to = ™E(r). (2.47)

The radial equation was solved numerically using an optical model potential of
the form

V»a'l (2-48)
where the form factor for the volume potential was taken to be a Saxon-Woods

1 (2.49)

and the surface absorption form factor was a Gaussian

2.6 Valence Model Calculations
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(2.50)

No volume absorption term was included as at low energies it is known that surface
absorption dominates (Hod 71). The factor (h/m^c)2 was set to 2 fm2 and the
other constants were provided by fits to experimental data, as described below.

The initial state wave function was determined using the full (complex) optical
model potential, specialised to the case / = 0, and with the value of E as the
neutron resonance energy. Normalisation of the wave function, corresponding to
unit flux incident on the target, was determined by the asymptotic behaviour of the
wave function; for / = 0,

wl
(Epl)(r) -» (sin kr + tan dopl cos kr) (2.51)

as r —> c°. Matching of this asymptotic form with the numerical solution outside the
range of the nuclear potential also provided the phase shift, 5 .

For the bound state wave function, only the real part of the optical potential was
used. The value of £, which in this case is the binding energy of the low-lying 2p]//2

or 2/;3/2 state, is initially unknown. E was therefore adjusted until the wave function
behaved as a decaying exponential at large radii. Once the binding energy had been
determined, the corresponding final state wave function was normalised to unity
over all space. The solutions for the bound state energies were compared with
values provided from other codes (Hod 82) and the agreement was excellent
(within 0.3%).

An example of the radial wave functions, calculated for both initial and final
states, is shown in Figure 2.4, together with the real part of the nuclear potential.
The real and imaginary parts of the optical model wavefunction are in anti-phase
near the origin since the imaginary part of the potential is zero except at the nuclear
surface.

Details of the chosen method of solution of the differential equation (Nel 82) and
the appropriate boundary conditions are given in Appendix A.

2.6.2 The Reduced VaEence Width
In order to compare these current valence model calculations with previous

estimates and also to make systematic trends clear, it is useful to define a reduced
valence width parameter, q(E), from which dependence on the gamma-ray energy
and the spectroscopic factors has been removed (AM 79),

q(E) = r;A,,Ey-
3 r 'r'£'2- (2-52)

The behaviour of q was examined using as a base the optical model parameters
suggested by Moldauer (Mol 63):

V(} = -46 MeV, Ws = -14 MeV, Vw = 1 McV,
d = 0.62 fm, b '= 0.5 fm, c = 0.5 fm,
R = \.\6Al/3 + 0.6 fm.

He found that this choice of parameters provided good agreement with
observations of the s-wave neutron strength function, total cross-section
measurements up to 1 MeV and elastic scattering cross-sections.

The predicted behaviour of quantities of interest are given in Figures 2.5 and 2.6.

2.6 Valence Model Calculations



Chapter 2: NEUTRON CA PTURE THEOR Y 19

In Figure 2.5 the dependence on mass number of q and binding energy is given for
final states of p,;2 and p3/, character, whilst Figure 2.6 (a) shows the ratio of q(E)
to q(Elh) (which is the value of q for a resonance at thermal energy) for A = 54.
Over the region of interest ( E =£ 100 keV ), the dependence on neutron energy for
this mass region may clearly be neglected. However, if the well depth is varied (so
changing the single particle binding energy) the variation in q is quite marked. This
is illustrated in Figure 2.6 (b) for both /?,/-, and py2 final states. On the log-log plot
shown, q varies approximately linearly with binding energy, the slope indicating
that q * E~l where the binding energy has been associated with the gamma-ray
energy. Thus an adjustment of the depth of the potential to provide agreement with
observed gamma-ray energies implies, through eqn. (2.52), that the overall valence
width varies as E~ in agreement with predictions for channel capture (eqn. 2.26).
This is expected since the major contribution to the valence width comes from the
external (channel) region when calculating the overlap integral.

It should be noted that the procedure of altering the potential until the energy of
the final state is that of an observed level is unsatisfactory as the initial and final
states will be non-orthogonal unless the optical model potential is also altered. The
effect of varying the optical potential has thus been investigated.

The .v-wave neutron strength function and the scattering radius implied by a
particular optical model potential may be deduced from the calculated phase shift
(see Appendix B). Figures 2.7 and 2.8 show a comparison with experimental data
for these quantities as the re, .; and imaginary parts of the optical potential are
varied. The experimental data on the figures is taken from the compilation of
Mughabghab et al (Mug + 81).

The behaviour with variations in the value of VJ, (the radius is fixed so the
product VQr" is being varied), suggests (sec Figure 2.7) that over this mass range a
value of V(] = —44 MeV would provide a better fit to the two observed quantities
than the original potential of Moldauer. However, the data are rather poor and no
fit appears to be very good so it would therefore seem that alterations of the well
depth by up to 2 MeV should be permissible. The effect on the reduced valence
width prediction for similar changes in V() is shown in Figure 2.9 where ± 2 MeV
variation in V0 gives rise to ±5% change in q.

As the imaginary part of the potential, JVV, is varied by ± 5 MeV, large changes
are produced in the two obscrvables (Figure 2:8). However, a similar variation
produced <1% change in q. Uncertainties in the value of W are therefore not
important.

These considerations suggest that the value of q to be adopted should be that
calculated with the well depth adjusted to give the binding energy of the observed
level, provided that the required well depth does not differ too much from the
Moldauer value. An error of 10% is ascribed to this value to account for the
uncertainty of the optical model parameters.

2.6.3 The Particular Cases 54Fe and 62Ni

To apply eqn. (2.52) to 54Fe and 62Ni, experimental data must be used for the
gamma-ray energies, the spins and spectroscopic factors of the possible final states
and the neutron widths of the resonances. Only the lowest energy .v-wave
resonance in each nuclide is considered and values for their widths and energies
were taken from the compilation of Mughabghab et al (Mug + 81).

2.6 Valence Model Calculations
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Details of the final states are shown in Tables 2.1 and 2.2 where only those states
known to be eitherp,*, or/>y2 are given. The energy and spin assignments arc those
given in the evaluations of Auble for 63Ni (Aub 79) and Enchcn ct al for 55Fe
(Enc + 85).

The spectroscopic factors of the states come from (d,p) measurements. The data
for 55Fe show a considerable spread of ~ 30% although the agreement between
(FM 63) and (KH 72) gives variations of only ~ 10%. The values adopted for this
study are therefore those of the evaluation by Enchcn ct al but with an uncertainty
of 10%. The 63Ni data appear to be much more consistent and the adopted values
are those of (Anf + 70). Although the quoted measurements agree to within 2%, it
seems unreasonable that this is a good estimate of the true errors since systematic
errors due to the similar analysis method may well be quite large. An error of 10%
is therefore tentatively proposed for these data also.

The final calculations for the two nuclides arc presented in Tables 2.3 and 2.4,
where the overall uncertainty in the valence width is estimated from the
(independent) contributions of the calculation of q (10%), the spectroscopic factors
(10%) and the neutron widths (2% for 54Fe and 10% for 62Ni). This gives an
overall error of ~ 15% for 54Fe and = 20% for 62Ni although a large part of the
errors for individual transistions may be correlated.

2.6 Valence Model Calculations
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Table 2.1

Summary of available data of the spectroscopic factors for 1/2 and 3/2 states in
Fe. The spin-parity assignments J" and energy levels Er are from a recent55

evaluation (Enc + 55). The identification of the 3.8 MeV level as 1/2"
(KH 72).

is taken from

Ev(MeV) /JT

0.0
0.413
1.925
2.058
2.478
3.035
3.559
3.800
5.775

3/2~
1/2-
1/2-
3/2-
3/2-
3/2-
3/2"
1/2-
3/2-

(KH 72)

0.73
0.59
0.07
0.08
0.15
0.03
0.11
0.50
0.04

Spectroscopic
(TC 80) (FM 63)

0.58
0.3
0.04
0.07
0.1

0.09

0.81
0.60
0.13
0.09
0.19
0.02
0.13
0.7
0.05

factor
(MP 64)

0.46
0.31
0.03
0.04
0.08
0.01
0.06
0.34

(Enc + 85)

0.78
0.6
0.1
0.09
0.17
0.03
0.12
0.6
0.05

Table 2.2

Summary of available data of the spectroscopic factors for 1/2" and 3/2" states in
63 M. The spin-parity assignments J* and energy levels E arc from an evaluation
(Aub + 79). The identification of the 1.327 MeV level as 3/2'

(Hut + 74).
is taken from

E,(MeV)

0.0
0.155
0.515
1.003
1.327

J"

1/2-
3/2-
3/2-
1/2-
3/2-

Spcctroscopic factor
(Anf + 70)

0.37
0.28
0.08
0.33
0.13

(FM 63)

0.38
0.27
0.08
0.33

(Aub 79)

0.37
0.28
0.08
0.33
0.06

2.6 Valence Model Calculations
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Table 2.3

Calculation of the valence widths to final states Ev in 5S Fe following capture in the
7.76 keV resonance. The neutron width is taken to be 1060 ± 20 eV from
(Mug + 81). The overall uncertainty in the valence width is estimated to be 15%.

E,(MeV)

0.0
0.413
1.925
2.058
2.478
3.035
3.559
3.800
5.775

E/MeV)

9.298
8.885
7.373
7.240
6.820
6.263
5.739
5.498
3.523

J"

3/2-
1/2-
1/2-
3/2-
3/2-
3/2-
3/2~
1/2-
3/2-

02 q(MeV~3eV1/2)

0.78
0.6
0.1
0.09
0.17
0.03
0.12
0.6
0.05

6.9
3.2
4.1
10.0
11.2
12.7
13.5
6.2
22.6

Valence width (eV)

1.21
0.38
0.05
0.10
0.17
0.026
0.09
0.17
0.01

Table 2.4

Calculation of the valence widths to final states Ev in 63 Ni following capture in the
4.54 keV resonance. The neutron width is taken to be 1880 ± 200 eV from

(Mug + 81). The overall uncertainty in the valence width is estimated to be 20%.

Ev(MeV)

0.0
0.155
0.515
1.003
1.327

£y(MeV)

6.838
6.683
6.323
5.835
5.511

J*

1/2-
3/2-
3/2-
1/2-
3/2-

02 q(MeV-3eVl/2)

0.37
0.28
0.08
0.33
0.06

5.0
12.0
12.7
6.1
6.5

Valence width (cV)

0.34
0.57
0.15
0.23
0.04

2.6 Valence Model Calculations



3 EXPERIMENTAL TECHNIQUES

3.1 Introduction

3.1.1 Neutron Spectroscopy

The experimental investigation of neutron capture gamma-ray spectra in the
resonance energy region requires the detection of gamma-rays as a function of
neutron energy. For each event of interest, it is thus necessary to record the energy
of the gamma-ray which is observed and the energy of the neutron which gives rise
to the capture event.

A Ge detector may be used to observe the capture gamma-rays, and it provides
the necessary information on the gamma-ray energy, with a resolution of typically
0.2%. The timing of the gamma-ray event may also be determined in such a
detector, a typical jitter achievable being 5 ns, and this may be used to determine
the neutron energy with the time-of-flight technique.

The time-of-flight technique is the most widely applied method for determining
neutron energies in the resolved resonance energy region and was used in these
investigations. A 'white' spectrum of neutrons is produced in a short burst from a
suitable machine such as an electron linear accelerator (linac) or a Van de Graaff
generator. The neutrons travel down an evacuated flight path and interact with the
chosen sample or detector at a station situated a distance / from the source. The
time / between the neutron burst and detection of an event, known as the
time-of-flight, determines the neutron energy E through the (non-relativistic)
relation

= 72.296 l(m) ( .
' ( >

The neutron energy resolution which may be achieved is determined by a
number of factors, which lead to uncertainties in either the flight path length or else
the timing of the events. For example, uncertainty arises in the flight path length
due to the finite thickness of the sample and the neutron target, and the angle at
which the flight path is positioned to the source. An uncertainty in the timing of the
event may come from the finite resolution of the detector, the width of the beam
burst, and any contribution from the binning of events into particular timing
channels. If the total uncertainties (FWHM) due to timing and flight path length
are A/ and A/ respectively, then the energy resolution is given by

In order to obtain the best resolution, the uncertainties A/ and A/ should be
made as small as possible, but in addition it is clear that, for any given neutron
energy, an increase in /wil l improve the resolution. The penalty which must be paid
for using a longer flight path is the smaller flux then available, and a suitable
compromise must therefore be reached between count-rate and resolution.
Another factor to be borne in mind when choosing a flight path length is the effect
of the gamma flash which is present on a pulsed machine such as an electron linac.
This intense burst of gamma-rays which accompanies every pulse of the machine is
caused by bremsstrahlung in the target as the electrons slow down. If the detector is
sensitive to gamma-rays, this will tend to disable detection for a period of time, and
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the recovery period will be longer for a short flight path where the gamma flash is
more intense.

When working at a high pulse repetition rate, it is necessary to take some
measures to ensure that slow neutrons from one pulse are not present when
observing the fast neutrons of the next pulse. This may be achieved by inserting a
boron filter of suitable thickness in the neutron beam. This has a large thermal
cross-section due to absorption in 10B, but with a \/v energy dependence. It is thus
possible to attenuate the overlap neutrons by a suitable large factor whilst still
allowing a reasonable flux of resonance energy neutrons to pass through. An
attenuation of lO4 at the overlap energy, which depends on the machine pulse
repetition frequency as well as the flight path length, is generally considered to be
sufficient in a capture experiment (Mox 82).

3.1.2 Data Collection

As the experimental observation of neutron capture gamma-ray spectra requires
the recording of two parameters for every event, each with good resolution, the
demands imposed on data collection arc quite severe. A computer is required in
order to cope with the large quantity of data which is accumulated, and several
different methods have been employed in the past:

(i) event-by-evcnt recording
(ii) gamma-ray spectra collection in selected time bins

(iii) accumulation of a 2-D histogram.

In method (i), whenever an event occurs, the two parameters are recorded
together without any form of sorting. They are held temporarily in buffers or on
disc in the computer until it is convenient to write the data to a magnetic tape. The
advantage of this system is that there is virtually no limit to how many bits of
information may be ascribed to each of the parameters to be recorded. The
disadvantage is that whilst data collection is taking place, there is no simple way to
view the time-of-flight or gamma-ray spectra, as finding the contents of a particular
channel (the number of events which have occurred within specified neutron and
gamma-ray energy ranges) requires a search through all the events which have been
recorded up to that lime.

In method (ii) several timing bins arc set ini t ia l ly which correspond to neutron
energies of known resonances. For each bin, the gamma-ray spectrum is
accumulated separately within the computer, using a code for the particular timing
bin (resonance) in which the gamma-ray occurred. This allows on-line inspection of
the capture spectra of the resonances of interest. The method is useful if no
information is required on the shape of the resonance and all resonances are known
beforehand, but it is not a very flexible approach since much of the available
information has been thrown away before any analysis.

Method (iii) is used when it is required that all the information is retained, whilst
still allowing spectra to be observed on-line when required. A 2-D histogram is set
up on disc in the computer, with axes corresponding to the timc-of-flight and the
gamma-ray energy. Each event which occurs increments the appropriate channel,
and spectra for the two parameters may be viewed by displaying the histogram of
one parameter summed over given channels of the other parameter. It thus
contains the best features of each of the above methods, the limitation on its use
being principally the storage and speed requirements imposed on the data
collection computer.

3.1 Introduction
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The method adopted for these investigations was the third one, given the
advantages outlined above. Once all the data had been collected, with off-line
analysis it was possible to observe gamma-ray spectra in regions away from a
resonance (i.e. background), the resonance shapes (allowing shape analysis) and
the identification of small resonances. Other features of this method are the ability
to observe the timing response of the detection system as a function of gamma-ray
energy (i.e. walk) and in principle the uncquivocable identification of a capture
gamma-ray as a primary transition by observation of the associated shift in
gamma-ray energy as the incident neutron resonance energy changes. Overall, the
method was shown to be a very powerful one.

3.2 The Neutron Source and Flight Path

3.2.1 The 136 MeV Harwell Linac - HELIOS

The neutron source used for these investigations was the Harwell 136 MeV
electron linac HELIOS (Harwell Electron Linear accelerator for the Investigation
Of radiation and neutron Science). The general layout of the machine is shown in
Figure 3.1. It was officially opened in 1979, the fourth in a series of linacs at
Harwell, each one being more powerful than its predecessor.

HELIOS is an electron linac of the travelling wave type in which a pulse of r.f.
power, produced by klystrons, is transmitted down a wave-guide which is loaded
with irises to break the guide into a series of resonant cavities. The size of the
cavities is chosen to ensure that the phase velocity of the electromagnetic wave is
just right to accelerate the electrons, which obtain energy from the longitudinal
component of the electric field.

The neutrons are produced by interactions of the electron beam with a heavy
metal target. Initially, the electrons are slowed down rapidly, emitting gamma-rays
due to brcmsstrahlung. These gamma-rays then induce photoncutron (and in
certain targets photofission) reactions releasing a 'white' spectrum of neutrons. The
primary spectrum is in fact a good approximation to a Maxwcllian distribution with
a temperature of 1 MeV. The spectral shape may be altered by placing some
moderating material next to the target. Typically, 2 cm of polythene is used and this
increases the flux in the region up to about 10 keV. It also defines the position at
which the neutron effectively originated more precisely, improving the neutron
energy resolution. Such a moderator was in place for the measurements made in
these investigations.

There are currently three separate neutron-producing targets on HELIOS, which
are chosen to cater for the differing requirements of particular experiments. For the
purpose of these investigations, working at keV neutron energies, the fast neutron
target (FNT) was the most suitable, as this can provide sufficient power (~ 5 kW)
in a pulse short enough (~ 10 ns) to give the necessary neutron energy resolution.
The condensed matter target (CMT) is used primarily for materials studies using
low energy neutrons, whereas the booster target is best when used for energies
intermediate between the CMT and FNT ranges. Figure 3.2 shows the
configuration of the FNT and CMT targets. They are identical except for some
differences in the cladding materials.

The low energy cell shown in Figure 3.1 is intended for photonuclear studies, the
electron beam being diverted after passing through only two of the eight
acceleration sections. This low energy beam is then used to produce gamma-rays by
striking a suitable bremsstrahlung radiator.

3.2 The Neutron Source and Flight Path
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A summary of the main characteristics of HELIOS and the use of the different
targets has been written by Lynn (Lyn 79).

3.2.2 The Neutron Energy Resolution

At the commencement of this work, the shortest existing flight path on the FNT
was one of 42 m in length. Preliminary experiments on this flight path confirmed
that, as expected, the count-rates would be too small for any useful measurements
to be made, and it was necessary to undertake the design and construction of a new,
shorter flight path and associated experimental station (blockhouse).

The most important decision which had to be made concerning the flight path
was the proposed length which, as discussed above, had to be a compromise
between achieving a higher count-rate with a shorter flight path and losing neutron
energy resolution. It was also known that the gamma flash recovery would be
slower on a short flight path, although this could be ameliorated in part by suitable
shielding. It was considered that, in principle, the flight path should allow data to
be accumulated for resonance capture measurements at up to 100 keV incident
neutron energy. In the mass region A ~ 60, an energy resolution of 1% would
enable most resonances to be separated, the mean separation of resonances for this
mass region being ~ 5 keV for even-even nuclei. Taking all contributions to the
resolution into account, and bearing in mind possible gamma flash effects, 12.5 m
appeared to be the shortest acceptable path length.

The various components considered which added to the resolution were:

• machine pulse width
• the target resolution, essentially due to its f ini te thickness

and the effects of moderation by the cooling water
• a geometry term, arising from the path length difference

across the sample which exists because the flight path is not
perpendicular to the FNT

• the channel width which results from the finite bin size of the
timing channels

• the timing jitter of the detector.

The results for the calculated resolution are shown in Table 3.1 where
uncertainties in path length have been converted to time uncertainties through the
relation

Af = ̂  (3.3)

where v is the neutron velocity.

Estimates of the target resolution were provided by Symc (Sym 82) and the
timing channel width, detector jitter and machine pulse width were taken to give a
total additional uncertainty of 16 ns, their contributions being 10 ns, 7.5 ns and
10 ns respectively.

At the time of the study of a proposed flight path, the position denoted F2, at an
angle of 15° to the normal of the FNT moderator, was still available. The new flight
path of length 12.5 m was therefore situated at this position.

3.2.3 The Collimation of the Flight Path

The collimation of a fast neutron flight path has to be undertaken with a great
deal of care (Len 70) in order to produce a well-defined beam which illuminates the

3.2 The Neutron Source and Flight Path
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Table 3.1

Neutron energy resolution AE/E as function of energy for a 12.5 inflight path at an
angle of 15° to the FNT on HELIOS. Also given are the associated time-of-flight
(TOP) and the contributions to the timing uncertainty from the target, Atlarg, and
from the flight path geometry, A/gcom. The sample diameter is assumed to be SO mm
with the diameter of the target collimated to 100 mm. Values for A/; are taken from
(Sym 82). The total timing uncertainty, Af/0/, assumes an additional uncertainty of
16 ns due to the combined effect of pulse width, detector jitter and timing channel

width.

E(keV)

0.1
0.2
0.4
0.7
1.0
2.0
4.0
7.0
10.0
20.0
40.0
70.0
100.0

TOF(//s)

90.3
63.9
45.2
34.1
28.6
20.2
14.3
10.8
9.03
6.39
4.52
3.41
2.86

AW(ns) A/wo,,,(ns) A/,0,(ns)
259
188
141
106
89
61
42
35
28
24
16
14
12

140
99
70
53
44
31
22
17
14
9.9
7.0
5.3
4.4

295
213
158
120
101
70
50
42
35
31
24
22
20

AE/E (%)

0.65
0.67
0.70
0.70
0.71
0.69
0.70
0.78
0.78
0.97
1.06
1.3
1.4

sample reasonably uniformly and minimizes scattering from pipe walls and
collimators, since this gives rise to background neutrons. Background in this sense
refers to neutrons which, although produced initially by the linac, arrive at the
sample with the wrong time-of-flight for their energy. It normally consists of both
time-dependent and time-independent components and should be minimised in
order to obtain a good picture of capture at a given neutron energy.

The collimation of F2 is shown schematically in Figure 3.3 where the scale along
the axis of the flight path has been reduced in order to enhance the important
angles in the collimation. Significant lines of sight have also been inserted. Special
features connected with the design of the collimation are discussed below.

Each collimator was constructed in three separate sections, made of different
materials: iron, boratcd resin and lead. These various layers were necessary in
order to provide adequate shielding from fast as well as thermal neutrons. The iron
has a sufficiently high cross-section for fast neutrons (above 3 McV), due to
inelastic scattering, to compensate for the rapidly diminishing effect achieved by
hydrogenous materials at these energies. The iron knocks fast neutrons down to
energies below 1 MeV where they are effectively moderated by the hydrogen and
carbon present in the resin. The boron in the resin has a very large cross-section for
capturing the thermalized neutrons, and finally the lead is necessary in order to
shield from the gamma-rays produced in the earlier collimators.

3.2 The Neutron Source and Flight Path
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The size of the umbra and penumbra of the beam depends on the positioning of
the first and last collimators between the neutron-producing target and the sample.
The umbra (the part of the sample which is illuminated by the maximum amount of
the target, compared to the penumbra in which only some of the target is visible)
should be made as large as possible in order to maximize the count-rate and ensure
that the illumination is uniform. However, this requires that the final collimator is
placed as close as possible to the sample. This is not acceptable since large amounts
of beam then scatter into the sample. The compromise reached was to place the
final collimator about 1.5 m from the sample.

In order to make the scattered beam seen by the sample as small as possible, it
was arranged that the sample could not see the walls of the outer pipe at any
position, and also that the target was not allowed to illuminate the pipe wall
directly. All this had to be achieved with as little collimation as possible since if
there is too much collimation, the beam tends to rattle inside the collimators as if
the inner diameter of the collimators is the pipe itself.

Because of the existing positioning of an experimental hall (CB) on the CMT, it
was necessary to bring the flight path through the wall of the FNT cell at a different
angle to the existing hole, in order to ensure that the sample position was at least
1 m away from the wall of CB. This was achieved by placing a smaller diameter
pipe inside, although not concentric with, the existing pipe which penetrated the
FNT cell wall. This inner pipe was supported at each end by a flange, and an
accurate alignment of the pipe could be achieved by use of a system of adjustable
supporting bolts. This arrangement meant that it was also necessary to provide
collimation externally to the inner pipe, in order to prevent neutrons escaping
directly through the FNT cell wall. It was also required that there was no pathway
through the gap between the small pipe and the external collimators, so an
additional collimator was placed inside the FNT cell, covering this gap.

3.2.4 Components of the Flight Path

The main features of the flight path are illustrated in Figure 3.4, showing the
target, through-wall pipe, fission chamber position, beam blocker, filter position,
sample position, blockhouse and dump pipe.

The flight tube was evacuated by a rotary pump in order to maintain a high
neutron transmission. Thin windows, made out of melinex, which provided
negligible attenuation of the beam, were used at the breaks between pipe sections.
These occurred in two places:

(i) just outside the FNT wall where there was a gap of ~ 1 cm
for the mounting of a fission chamber monitor, incorporated
to measure the neutron fluence of each run

(ii) between the pipe section containing the sample and the final
section of pipe work where there was a gap of ~ 50 cm to
allow insertion of the sample.

The beam blocker consisted of a large mass of iron, sufficient to attenuate the
neutron beam by a large amount, placed on runners, which could be driven into
place remotely by an electric motor. A system of electrical interlocks ensured that
access to the blockhouse was possible only when the iron block was placed in the
neutron beam, therefore providing protection against the danger of personnel
becoming irradiated by the neutron beam when the machine was still on.

The filter position enabled suitable filters to be placed in the beam as necessary.

3.2 The Neutron Source and Flight Path
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One such filter which had to be present for all resonance energy measurements was
the boron overlap filter. For these investigations a natural boron filter of thickness
0.36 gcm~ 2 was used. It was produced by sintering a fine boron powder, and
overall thickness uniformity was achieved to within about 5%.

All the pipe work was made of either steel or aluminium except for the section in
which the sample was placed. This was made of carbon fibre and resin, which
scatters neutrons less than an aluminium pipe and has little gamma-ray attenuation.
The sample itself was held in place by a lightly constructed carbon fibre framework
and the positioning of the sample was achieved by removal of the end window and
insertion inside the pipe to a known distance. The diameter of the samples was
greater than the beam diameter, estimated from the collimation, by 3 mm in order
to provide some lee-way against any possible misalignment of the flight path.

The blockhouse was constructed out of concrete blocks of 60 cm thickness and it
was arranged in such a way that no wall was closer than 1 m from the sample
position. This was to ensure that the number of neutrons which scattered back into
the sample from the blockhouse walls was kept to a minimum. The wall thickness of
60 cm was sufficient to shield from any neutron background which might exist
outside from scattering off collimators and from the nearby beam lines of other
experiments. The shape of the blockhouse was also determined by the necessity to
shield the sample from any direct line to the outside through the door which was
made out of wood.

The beam dump was a large block of concrete, 150 cm x 150 cm, with a recessed
hole into which the final piece of pipework was inserted. Its principal purpose was
to provide radiological protection for personnel without producing a significant
amount of scattering back into the sample. For this purpose it was placed some 4 m
outside the blockhouse wall.

3.3 Capture Gamma-ray Detection

3.3.1 Detectors and Geometry

Two detectors were incorporated in the experimental set up in order to provide
an increased count-rate. They were high purity Ge detectors made from n-type
rather than p-type material, since n-type detectors are known to be more resistant
to the effects of neutron damage (Peh + 79). This is a result of the collection being
dominated by electrons rather than holes in an n-type detector (the main effect of
neutron damage is to produce hole trapping centres (Kra -f 68)). One of the
detectors was provided by Princeton Gamma-Tech (PGT) and was of volume
101 cm3, having a relative efficiency of 25%. The FWHM resolution was initially
2.3 keV at 1.33 MeV. The second detector, provided by EG and G Ortec (EGG)
had similar characteristics, with 25% relative efficiency and a resolution quoted as
2.0 keV at 1.33 MeV. The resolution achieved with the electronics of the current
experiment was not as good as this, due to the extraordinary requirements for
gamma flash recovery, described in the next section.

The geometry of the sample-detector arrangement was very important as it has a
direct bearing on the count-rate and effects such as the gamma flash and neutron
scattering. The importance of increasing the count-rate determined that the
detectors should be as close as possible to the sample. In practice a limit was
imposed by the need to ensure that the detector was not within the neutron beam,
and in any case there was the physical barrier imposed by the pipe within which the
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sample was placed. The positioning along the pipe length was determined by the
need to minimize the gamma flash, and also the convenience and accuracy of
providing a simple geometry for which the attenuation of capture gamma-rays
within the sample could readily be calculated. The gamma-rays which come from
the gamma flash enter the detector only after having Compton scattered in the
sample. As Compton scattering is sharply forward peaked for all but low energy
gamma-rays, the detector was placed 'up-stream' of the sample. The chosen
geometry is illustrated schematically in Figure 3.5, where it is evident that the
correction for gamma-ray attenuation in the sample is quite simple, the range of
distances through which the bulk of gamma-rays travel to get out of the sample
being small. Figure 3.6 shows the experimental set up and electronics in the F2
blockhouse.

The gamma flash effect was investigated experimentally and found to be large
even in the chosen geometry. Two methods were proposed to reduce the effect of
the gamma flash; both reduce the count-rate as well. Lead could be placed in the
neutron beam (conveniently in the filter position), in which case the neutron flux
reaching the sample would be attenuated as well as the gamma-rays from the
gamma flash, and it would also add some structure to the energy spectrum of the
neutron beam. As an alternative, lead could be placed between the sample and the
detectors. This would reduce the gamma flash but it would also attenuate the
capture gamma-rays which were to be observed. In practice, a thickness of 1 cm of
lead was placed in the filter position and further thicknesses of 2 mm and 5 mm
were placed in front of the EGG and PGT detectors respectively. The extra amount
in front of the PGT detector was necessary since the recovery from the gamma flash
was inferior in this detector, which had a large number of events for which the
collection time was rather long, up to 2 or 3 jus.

3.3.2 The Kandiah Pulse Height Processing System

The gamma-ray energy pulse height was analysed using an electronics system
developed by Kandiah of the Instrumentation and Applied Physics Division at
Harwell (KW 81). This system consists of a prc-amplifier, pulse processor and
ADC which, however, can be better thought of as one complete unit since they
cannot be operated independently of one another. It has many advanced features,
employing in its original form opto-electronic feedback, a fixed processing and
restore period, allowing comprehensive pile-up protection, gain stabilisation and
zero stabilisation. The FET in the prc-amplificr and the various time constants in
the processor are each matched individually to the detector and the user's
requirements.

When an event has been processed, a digital word is produced by the ADC,
proportional to the gamma-ray energy, which is held whilst a restore sequence is
initiated. The restore sequence discharges the pre-amplifier, and resets the various
variable time constants ready for the next event. The pulse height word from the
ADC is placed on a data bus, awaiting transfer to a suitable storage device such as a
computer by means of a 'handshake'. The handshake consists of the ADC setting a
flag (a look-at-me or LAM) which indicates to the storage device that the data is
ready and transfer should begin. When the transfer has been completed, the
storage device sets a data-received flag, the ADC data lines are reset to zeros and
the pulse processor is ready to accept another event.

There are three ways in which an event may be rejected before the fixed
processing period is completed. In the normal mode of operation this occurs
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whenever there is pile-up. In addition, when operating in coincidence mode,
termination of the processing occurs if a coincidence pulse is not received within the
fixed processing period, or if an anti-coincidence pulse is received. In each of these
cases, the ADC does not convert the analogue signal, so zeros remain on the data
bus, and a restore period is initiated immediately.

For these investigations, the opto-electronic feedback was replaced by a more
powerful feedback loop able to provide a larger current to cope with the
exceptional demands imposed by the need to recover from the gamma flash within
~ 2.5 /is. This unfortunately resulted in an increase in electronic noise such that the
FWHM resolution at 1.33 MeV was increased to 4.5 keV for each detector.
However, for the high energy transitions which were primarily being observed, the
major component of the resolution arises from the counting statistics associated
with the collection of the particle-hole pairs in the detector, and the increased
electronics noise was therefore not important.

3.3.3 The Timing System

The pre-amplifier in the Kandiah system provides two analogue outputs; one was
used to derive the pulse height signal through the pulse processor and ADC, whilst
the other was used to derive the timing information of an event.

The first stage in producing the timing word was to shape the pre-amplifier
output using an Ortec 474 timing filter amplifier. This shaped pulse was then fed
into a Nuclear Enterprises ARC timing analyser NE4676, which uses the amplitude
and rise time compensated (ARC) technique to produce a timing signal with
characteristics of low jitter and walk. In principle, the ARC method gives no walk
for pulses having different rise times and amplitudes, provided that the slope of the
pulse is constant. This should be compared to the constant fraction technique which
only provides compensation for events having amplitude variations. The additional
independence from the rise time is provided by taking the constant fraction before
the pulse has reached its peak. The ARC method has been compared to other
methods (CC 71) and in general is found to be superior, particularly for large
detectors where the position within the detector at which the event is detected may
make a large difference to the signal produced by the pre-amplifier.

The PGT detector used in these investigations was particularly prone to
variations in the rise time of the pre-amplifier output, producing some pulses with
rise times of a few /is. The timing jitter from such slow signals cannot be in the
region required (a few ns), and so use was made of the slow rise time rejection
circuit which was available on the timing analyser. This circuit rejects all events
which take longer than a given time to cross a low-level threshold. The observed
jitter was therefore reduced, but there was an associated unavoidable loss of
events.

The measurement and optimisation of the timing resolution of the two detectors
is described in Chapter 5.

In order to produce a digital word for the time of the event, the output from the
timing analyser was used as the stop signal for a TAG, the start signal for the TAC
having been derived from the machine pulse using a toroid placed after the first
section of the accelerator. The timing jitter from this start pulse was believed to be
negligible compared with the width of the machine pulse. Finally, the pulse height
from the TAC, which was proportional to the time-of-flight of the event, was used
to produce a digital word with an ADC. The use of a single TAC was possible since,
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as is described below, the data collection worked in a single-shot mode, i.e. only
one event per machine pulse was ever recorded.

3.4 The Electronics and Computer Interface

3.4.1 Introduction

The pulse height processing system and the timing system described above was
duplicated for the two detectors, and it was necessary to develop some electronics
which would allow the two outputs to be interfaced separately to the data
acquisition computer. This was simplified by the adoption of a single-shot approach
so that only one detector at a time had to be dealt with whilst the other was
effectively gated out. The use of the single-shot technique caused very little loss in
counts, since the count-rate was so low that the chance of observing more than one
event during the live time of each machine pulse was typically only 5%. In addition,
with a single-shot approach, corrections for dead time were simple and accurate.

A block diagram of the complete electronics system is given in Figure 3.7. The
pulse height and timing sytems for each detector were situated in the blockhouse,
together with the specially developed electronic unit DECODER (Device for the
Electronic Combination Of Detectors and Event Recognition), described below,
which combined the output from the two detectors and ensured that timing and
pulse height signals were processed from one detector at a time. The other
electronic unit hi the blockhouse was the link transmitter. This is a parallel to serial
converter, described by Morris (Mor 83), which allows a 12-bit word to be
transmitted down a single coaxial cable.

The rest of the data collection system was situated in the counting laboratory
some 50 m away, where the data acquisition computer with its direct memory
access (DMA) and CAMAC interfaces was positioned. Here the stop pulse for the
event was input to the TAG, and the serial form of the pulse height word was
changed back to a parallel form before being input to the computer by the DMA.
The CAMAC interface enabled sealers, recording various experimental run
parameters, to be under computer control. In each run, sealers were set up to
record the number of machine pulses, the number of events, the length of the run,
and the number of counts in various neutron output monitors.

The various components of the data collection system arc now described in more
detail.

3.4.2 Combining the Two Detectors

Besides ensuring that each detector operated separately, so that individual pulse
height spectra could be built up, it was also fundamentally important that the
timing word and pulse height word were both derived from the same event. This
was achieved by the unit DECODER, the circuit diagram of which is given in
Figure 3.8.

There were five separate tasks which DECODER performed:

(i) it took the timing outputs from each detector and sent a
single stop signal to the TAC

(ii) it ensured that one detector at a time produced a pulse
height word to be transmitted down the serial link

(iii) it set an extra bit on the pulse height word, determining in
which detector the event was observed
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(iv) it ensured that only a single event per machine burst was
processed

(v) it ensured processing took place only for events occurring in
a given time interval.

To achieve the first task, the stop pulses from each of the two timing analysers
were fed into a simple passive 'or' gate, made from diodes and resistors, and the
output was sent up a coaxial cable to the TAG.

The second task was achieved by taking the outputs of the pulse height words
from the ADCs of the two detectors and combining the corresponding bits of each
word in integrated circuit 'or' gates. Provided only the detector in which the event
had occurred had any Is on its ADC output lines, then the output from the 'or'
gates represented the pulse height of the required event. To ensure that the other
pulse processor did not produce any Is on its output lines, both the systems were
operated in coincidence mode and a coincidence pulse was provided by the
appropriate detector's own timing output. It was therefore impossible to produce a
pulse height word without first producing a timing signal for the event.

The other functions of the unit may be described most clearly by following
through the sequence of events from a typical machine cycle in which a gamma-ray
is observed in one of the detectors. The timing diagram of Figure 3.9 indicates the
order of events.

A pre-pulse is emitted by the master timing unit (MTU), which is responsible for
triggering the machine, about 30 //s before the gun fires. This pulse is not accurate
enough for use as a start pulse, as it has about 20 ns jitter relative to the electron
gun firing, but it is perfectly adequate for inhibiting the pulse processors during the
gamma flash and enabling and disabling the processing for a given time interval,
using standard timing delay gates developed within the Harwell linac group
(Mor 83), which lock into the clock pulse stream of the MTU. A given time after
the pre-pulse, an inhibit signal is sent to each pulse processor. This holds the system
in restore mode, ensuring that the charge deposited by the detectors at the time of
the gamma flash is dissipated as rapidly as possible. After a time of ~ 2.5 jus, when
it is believed that the detectors have recovered from the gamma flash, an enable
pulse is supplied to DECODER. This sets a bistable within the unit which ungates
the output from the timing analysers. Up until that point, the output from the
timing analysers is gated out so that the gamma flash signal is not recorded each
machine cycle. When the first valid event occurs in a detector, the appropriate
timing analyser produces a stop pulse. Independent of which detector observed the
event, the stop pulse then initiates the following operations:

• it disables both the timing analysers by resetting the bistable
which gates them both out

• it sends a stop to the TAG so that the timing word for the
event is produced

• it sends a pulse to the coincidence input of the processor for
the detector which has observed the event

• it sends a signal to the link transmitter, commanding it to
transmit the pulse height data on the output lines of
DECODER after a set period of 30 ps, which is long enough
to ensure that the pulse processor ADC has produced a
pulse height word.

In addition:
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• a stop from the EGG detector (detector A) sets the most
significant bit of the pulse height word to a 1 so that the top
half of the pulse height spectrum corresponds to events in
detector A and the bottom half to events in detector B (the
PGT detector)

• a stop from the PGT detector sends an anti-coincidence
pulse to the EGG detector pulse processor.

The pulse processor produces an output word from the ADC after about 10 jus
and this is placed on the output data lines of DECODER through the 'or' gates
described above. When the transmit signal appears afterwards, the link transmitter
turns the Is and Os of the pulse height word into a series of long and short pulses
respectively. As soon as the last bit has been transmitted up the link, a
data-received signal is returned to the pulse processor. This resets the ADC datr*
lines to zero awaiting the next machine cycle.

The above is an example of a machine cycle in which an event is observed in a
single detector, giving rise to both pulse height and timing signals. However, the
system was also designed to cope with other possible sequences of events which
may have occuned.

If no event was detected in the time period of interest, a disable pulse (derived
from the MTU) was used to inhibit any further stop pulses in just the same way as if
an event had occurred. This ensured that the electronics was restored to its
prepared state well in advance of the next machine pulse.

It was possible for events to occur simultaneously in both detectors, in which case
both the pulse processors would be coincidenced. This was the purpose of the PGT
detector sending an anti-coincidence pulse to the EGG detector's pulse processor.
It ensured rejection of any event in the EGG detector once the PGT had accepted
an event for processing.

The Kandiah system produces a non-standard output from the pre-amplifier: a
square pulse of length equal to the processing time and of height proportional to
the gamma-ray energy. Because of this shape rather than the more normal shape
with a long tail, the timing filter amplifier produced a sizeable output, not only
when the event was detected, but also on the back edge of the pre-amplifier pulse,
i.e. at a time of one processing period after the detection of the event. Therefore, if
an event occurred before the system was enabled, but so close in time that by the
end of the processing period the system was live, then the back edge of the pulse
would provide an anomalous stop signal. To avoid this, the signal which the pulse
processor issues to restore the pre-amplifier was used to veto the stop pulse from
the timing analysers, ensuring that a stop pulse could only be produced at the
beginning of a processing period.

There were also occasions when, for some reason, processing of an event was
terminated by the Kandiah system before the ADC produced a word. This
occurred for instance when a pile-up event was detected by the processor or when
the stop pulse occurred before the processor had fully recovered from the gamma
flash. In each case the result was the same; namely that because the stop pulse had
initiated all the actions indicated previously, an event was recorded, but the pulse
height associated with the event was zero. This feature provided a useful check on
the frequency of such events.
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3.4.3 The Data Acquisition

Attention is now turned to that part of the electronics which was situated in the
counting laboratory. The pulse height word was received in serial form via a coaxial
cable from the blockhouse, whilst the stop pulse was received along a separate
cable. Also routed to the counting laboratory were signals from the fission chamber
monitor, the machine start pulse, the MTU signals and the neutron output
monitors situated in the roof of the FNT cell.

The serial form of the pulse height word was converted back to its digital form
and provided the least significant 12 bits of a 21 bit event word. The lowest 11 bits
were the pulse height, digitised to 2048 channels resolution, and the 12th bit was
the flag denoting in which detector the event had been observed. The most
significant 9 bits of the event word were provided by the timing signal from the
TAG, digitised to 512 channels resolution. The limit of 21 bits of information which
were recorded for each event was imposed by the data acquisition computer and its
associated software.

The interface of the two words to the computer was through the standard two
parameter time-of-flight sealer units which are used at HELIOS (Mor 83), except
for a modification to allow the time-of-flight word to be provided by an external
ADC, rather than the internal time digitiser. The use of a TAG and ADC, rather
than the more conventional approach of a time digitiser, was favoured here due to
its flexibility in providing any required timing channel width down to a very small
value. The disadvantage of an analogue system is its vulnerability to drift. Most
time-of-flight experiments use many more than the present 512 timing channels,
and the stability of a TAG in such cases would not be sufficient.

When both words of information were ready for transfer to the computer, a flag
was set and the data was read via direct memory access into a buffer on the
PDP-11/45. The data-received signal was then returned to the timing ADC and the
temporary buffers holding the time and pulse height word in the interface were set
to zero.

The handling of a two parameter experiment by the PDP-11/45 has been
described previously (Cha + 77). Briefly, it consists of a scries of buffer levels
which may be filled to cope with peaks in the count rate. The data is sorted
preliminarily in these buffers so that, when full, the writing to disc may take place
rapidly. A 2 byte per channel incremental histogram is firstly built up on the disc
and if any channel reaches its overflow value, i.e. 216, data collection is suspended
whilst the cumulative file, with 4 bytes per channel, is up-dated. Once this is
completed, data collection resumes. The cumulative file is also up-dated before
producing graphs of one parameter spectrum when summed over specified
channels of the other parameter, or when the run is ended.

When a run was completed, the up-dated cumulative histogram file was read out
to a magnetic tape, together with the contents of the CAMAC sealers and other
details of the run. The tapes were archived on the mainframe computer at Harwell
for subsequent off-line analysis.
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3.5 Neutron Fluence Measurements

To obtain an absolute value of partial radiative widths, it is necessary to know the
number of capture gamma-rays produced for a given number of neutrons incident
on the sample under study. The number of neutrons which strike a sample in a
given run, known as the fluence (= flux x time), in a given energy range, may be
deduced from a comparison of the gamma-ray output from the run with that from a
separate run in which a sample of known standard (n,y) cross-section is inserted in
the same sample position, provided also that the total neutron output is known for
each of the runs.

A much-used standard, applicable in the present investigations, for neutron
energies below 100 keV is 10B, since this provides a 478 keV gamma-ray from the
10B(/i,a)7Li reaction in 93.6% of all such absorptions. The cross-section for the
reaction has been evaluated (Wat 83), and its behaviour is nearly 1/v.

Observations were therefore made with a thin sample (7xlO~3 atoms b"1) of
boron, highly enriched in IOB, which was placed in the sample position on the F2
flight path, whilst the standard set up for gamma-ray detection remained unaltered
from the normal capture runs. The time-of-flight spectrum for the 478 keV
gamma-ray then provided a measurement of the neutron flux whilst the constancy
of the set up and detectors ensured that systematic errors in this flux determination
were minimized.

The normalisation of total neutron outputs for the different runs was achieved by
comparing counts recorded in the in-beam fission chamber monitor placed outside
the FNT cell wall. The chamber was a disc, 15 cm in diameter and 1 cm thick, filled
with an inert atmosphere of argon and methane, having a central foil coated with
fissile material and thin windows of beryllium through which the beam passed. The
central foil was platinum, of thickness 0.254 mm, and was coated with
2.047mgcm~2 of 235U, providing an active area of 126cm2 with which the
neutrons could interact. The ionisation caused by the fission fragments was
collected by the electric field, established by applying a voltage between the
platinum foil and the windows, and the pulse so produced was sent to a
pre-amplifier. The signal from the pre-amplifier was shaped in a main amplifier and
this signal was then sent to a discriminator. The level of the discriminator was set to
eliminate background pulses, present due to the alpha decay of the uranium.
Sealers recorded the number of events occurring in the chamber within two
different timing bins, one corresponding to neutrons in the keV energy region and
one covering a much lower energy region. Consistency between these two monitor
values was an indication that the flux shape was not varying.

To ensure that the flux shape was constant over the period of an experimental
run, the IOB flux measurement could be carried out at the beginning of each run
and then repeated at the end. If necessary, the average of these measurements
could then be taken.
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4.1 Introduction

This chapter presents the methods which were used to analyse the two parameter
data, collected as described in Chapter 3. In addition, some of the techniques
which were used for analysing the preliminary measurements (see Chapter 5) are
given. An important feature of all the analysis is the part played by the strong
correlations which exist between many of the observed variables. A rigorous
estimation of errors in such circumstances requires careful consideration of the part
played by the covariance terms. The manner in which these terms were
incorporated into the analysis is described below in principle, whilst the
mathematical detail may be found in Appendix C.

4.1.1 Analysis of Two Parameter Data

A typical portion of the two parameter data for a neutron capture gamma-ray
spectrum is illustrated schematically in Figure 4.1, where the axes represent the
number of events observed against the neutron time-of-flight and the gamma-ray
energy. The gamma-ray channel shows two peaks (resonances) in the time-of-flight
spectrum, whilst the time-of-flight channel shows three gamma-ray lines. The peaks
in this two parameter space correspond to particular gamma-ray lines in neutron
resonances, and the fundamental requirement of the analysis is to evaluate the
strength of particular transitions in resonances, i.e to evaluate the volume under
each of the peaks. The hatched area on Figure 4.1 illustrates the area over which
the integration of the volume would take place for a particular resonance and
gamma-ray line. To obtain the net volume under a peak, it is necessary to subtract
the underlying background volume, which is non-zero since the response of a Ge
detector does not go to zero for channels away from a gamma-ray line.

There are two equivalent approaches to extracting the volume integral; either the
time-of-flight spectrum for the gamma-ray line may be produced and then the area
over the resonance region extracted, or else the gamma-ray spectrum for the
resonance may be obtained and the peak area of the gamma-ray calculated. The
choice of which approach to adopt is determined by experimental effects, such as
the multiple scattering of the neutrons in the sample, as well as by the greater
convenience in the data handling provided by a particular method in the situation
being considered.

4.1.2 Peak Extraction Techniques

The response function of a Ge detector is complicated by the variety of processes
which can give rise to an output pulse. Gamma-rays interact in three ways within
the detector: Compton scattering, photo-electric effects and (for sufficiently high
energy gamma-rays) pair production. The result is that a high energy,
monoenergetic gamma-ray source gives rise to three distinct peaks, the full energy,
single escape and double escape peaks, plus a continuum background due to
Compton processes. Figure 4.2 illustrates the high energy region of the spectrum
obtained when the EGG detector used in these investigations was exposed to
monoenergetic gamma-rays, produced from a source using the l3C(a/,n)l6O
reaction (Mas 85).

When many different energy gamma-rays are present, as in the neutron capture
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case, the overall effect is to produce the required gamma-ray peaks on an
unknown, but smoothly varying background. The problem then faced is to
determine the area of such a peak.

For the highest resolution work, a great deal of effort has been expended in
deriving parameterisations of the peak shapes produced by Ge detectors, in order
to allow the fitting of suitable curves and the deduction of peak areas (see e.g.
(Cif 82)). However, such methods are best suited to low energy gamma-ray peaks
collected with good counting statistics, and such conditions do not apply here.
Instead a very much simpler approach was adopted, requiring no fitting of peaks, in
which it was assumed that the background under a gamma-ray peak was well
represented by a straight line.

The gamma-ray spectra, produced by summing over suitable time-of-flight
channels, were examined by eye, and upper and lower limits, defining peak and
background regions were fixed (sec Figure 4.3). A straight line, determined by the
least squares method (see Appendix C), was fitted through the points of the two
background regions, and then the area was evaluated as the integral in the peak
window minus the assumed straight line background. The same method was
applied in determining the gamma-ray spectrum for a particular resonance. In this
case, windows were set for resonance and background regions by observing the
time-of-flight spectrum summed over all gamma-ray channels corresponding to
events with energies > 2.5 MeV. This showed up the resonances more clearly, as
much of the contribution from background gamma-rays, which consisted mostly of
low energy lines, was being omitted.

Any inaccuracy in the straight line background assumption was ameliorated in
part by the fact that the same method for evaluating peak areas was applied when
measuring the efficiency of the detectors. Any systematic errors associated with the
method should be common to all determinations, so it was assumed that, to an
extent, they would tend to cancel out.

For gamma-ray lines where the signal-to-background ratio was large, this straight
line background assumption proved reliable, as indicated by the net volume under
a peak being the same, independent of the order of integration. However, for
smaller lines the method was not so successful. This may be understood since in
these cases the gamma-ray spectrum in each time-of-flight channel has very few
counts in it (the resonances were spread over more timc-of-flight channels than
were the gamma-ray lines), and so the statistics for extracting gamma-ray peak
areas from each timc-of-flight channel were poor. In these cases, it was better
therefore firstly to obtain the gamma-ray spectrum from the time-of-flight region of
interest, and then to use a more advanced technique to evaluate the net peak area
under the gamma-ray lines, which took into account the long-range smoothness of
the underlying background.

4.1.3 Experimental Complexities

Up until now, only the ideal situation has been considered in which the strength
of the transition (i.e. the partial radiative width) is taken to be proportional to the
net area under the gamma-ij'y peak in a particular resonance. There are however
several experimental complexities which can introduce differences from this ideal
behaviour. When investigating radiative capture in an .y-wave resonance, the
following effects may be observed

• capture following multiple scattering of the neutrons within
the sample
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• off-resonance potential scattering followed by capture in the
sample

• capture in p-wave resonances following s-wave resonance
scattering

• capture in the Ge detector from neutrons scattered by the
sample

The most apparent of these effects is the multiple scattering within the sample.
When a resonance energy neutron strikes the sample it may be captured
immediately, producing a gamma-ray, but it is also possible, and in some cases
most probable, that the neutron will be resonantly scattered. If the neutron does
not lose too much energy in this scattering event (from kinematic considerations,
the maximum fraction of its energy which a neutron may lose is 4M, A being the
mass number of the target nucleus), and the resonance is broad, it may then
undergo further interactions within the sample before eventually being captured.
The timing of such events does not correspond to the energy of the captured
neutron, but rather to that of the neutron before any interaction occurred, and the
result is a change in the shape of the time-of-flight spectrum.

It is also possible for off-resonance energy neutrons to undergo potential
scattering in which they lose enough energy to bring them to a resonance energy
where the interaction probability is large, and once more the shape of the
timc-of-flight spectrum may be altered.

In some circumstances, a /?-wave neutron resonance may lie close to, or within a
broad s-wave resonance which is to be investigated. Neutrons scattered in the
broad resonance may be captured in ihep-wavc state which, although narrow can
often have a capture area comparable to that of the s-wavc resonance. As the
gamma-ray spectrum for capture in the/;-wave state will in general differ from that
for the s-wave, the presence of the /?-wave resonance may not only increase the
strength of a line, but also affect the shape of the measured spectrum. Regions of
time-of-flight in which a scattered neutron can be captured in a ;;-wave resonance
have therefore to be excluded before deducing the required gamma-ray spectrum.

All the processes above necessarily give rise to more gamma-ray events than
would be expected in the absence of scattering, the precise enhancement being a
complicated function of the neutron cross-sections and the sample geometry. This
may however be calculated with a suitable computer code as discussed below,
which can predict the shape of the resonance for comparison with the experimental
data.

The final effect is that caused by the scattering of neutrons from the sample into
the surroundings, giving rise to capture gamma-ray lines from materials in the
immediate environment. By far the largest number of such capture events come
from within the Ge crystals of which the detectors are made, since the gamma-rays
then have a large probability of being observed. Although there are many such
events, the effect is not of great importance, as the energies of the gamma-ray lines
so produced correspond to transitions in the Gc isotopes, and these arc not of the
same energy as the gamma-ray transitions under study. In general therefore, the
effect is to add a smooth contribution to the underlying background below the
gamma-ray peaks of interest. It is possible that the Ge lines will overlap with those
under study, but any such occurrence should be clear from observations of the
time-of-flight of the particular lines since, if they arose from capture in Ge, they
should be enhanced at the position of the Ge resonances and not at the position of
the resonances of the sample under investigation.
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4.2 Expressions for the Partial Radiative Width

Expressions will now be derived which allow the partial radiative widths to be
deduced from the experimentally determined peak areas.

The peak area A(EYll,En) for a gamma-ray transition of energy Ey/J, to a final
state /i in a run with fluence Fs of neutrons with energy En is given by

where c(E ' ) is the detection efficiency for the gamma-ray, T^E ) is the
transmission of the capture gamma-ray through the various materials between the
sample and the detector, Q is the solid angle which the detector subtends with the
sample, and YS(E y/, ,£„) is the yield from the sample. The yield is defined as the
number of gamma-rays of energy E produced for each neutron of energy En

incident on the sample. Neglecting any possible resonance-resonance interference
terms, for neutrons undergoing capture in a resonance A, the yield is proportional
to the partial radiative width of the transition, T , . The constant of proportionality
may be evaluated with the aid of a computer code such as REFIT (Mox 85), which
calculates the cross-sections of the constituent isotopes of the sample and evaluates
the capture, taking into account such effects as the multiple scattering in the
sample. The partial radiative width may therefore be expressed as

where the constant of proportionality £,(£„) is calculable.

From this expression however it is clear that the relative partial radiative widths
may be evaluated without the need to evaluate A'V(E,,), Q or Fs. If the relative
strength of a line is defined as

E \ -
"C,,) - e(E

then the partial width for the transition to another final state, [i1 may be deduced
from the equation

Over energies En corresponding to a single resonance, the ratio between the
partial widths, determined according to eqn. (4.4), should be constant. Therefore,
the method of area analysis can be adopted, in which the areas used in cqn. (4.3)
are integrals over all neutron energies (i.e. all time-of-flight channels)
corresponding to the resonance A. Application of this method to the present
analysis is discussed in section 4.5.

To evaluate all the partial radiative widths, when their relative values have been
determined from the area analysis above, only one absolute measurement need be
established. This is achieved by relating the yield for one of the transitions to the
yield from a run in which the standard 10B is replaced for the sample under study.
The area under the 478 keV gamma-ray obtained when a 10B sample is exposed to
neutrons of energy En is given by

A\*(En) = e\A&Wv>(En) (4-5)
where the subscript denotes that the quantities are those defined above but for the
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10 B gamma-ray. The fluences obtained in the sample run and boron run are
proportional to the counts obtained from the fission chamber monitor in the
corresponding runs, Ms and M10 respectively, and the geometry (and therefore Q)
is the same for each run, so

r - ^(V£«) £io TJQ Mio yio(£>.) ,4«
yA" M*«) <£y/1) T(EY(t) Ms ks(En) • ( - >

The value for the yield from the boron sample is given by

(4.7)

where oT(E) and onx^(E) are, respectively, the total cross-section and the
cross-section for the production of the 478 keV gamma-ray from 10B for neutrons
of energy E, and n is the thickness of the sample in atoms b ~ l . The value adopted
for the absorption cross-section (in barns) for 10B was 610/\/£'(eK) and the
scattering cross-section was taken to be constant at 2.23 b (AM 70). It was assumed
that 93.6% of absorptions gave the 478 keV gamma-ray (MG 68).

This expression for the 1(IB gamma-ray yield gives only the primary yield, i.e.
those contributions from absorptions after scattering are ignored. For the sample
used in these measurements, and in the energy range considered, this
approximation gives no more than a 2% error, which is less than that (~ 4%) due
to using the approximate form for the 1()B cross-section given above.

An examination of eqn. (4.6) reveals that for a particular gamma-ray transition,
and for neutrons of energy En,

(4.8)
-4 „,(£„) YW(EH)

which implies that the measured ratio of the areas for the sample run and the
flucnce-mcasuring boron run varies for different neutron energies, even within the
same resonance (unlike the corresponding areas for different gamma-ray
transitions). This means that there is more information available than is used if the
areas are simply integrated over all neutron energies covering the energy range of
the resonance (i.e. area analysis). Instead, the areas can be evaluated for each
timc-of-flight channel in turn, and fitted to the theoretical yield point-by-point.
This procedure, called shape analysis, is described in section 4.6.

From eqns. (4.3) and (4.6), it is clear that in order to obtain the partial widths, it
is necessary to calculate peak areas, the relative efficiency for detecting different
energy gamma-rays, and the transmission of gamma-rays through various
materials. These calculations are discussed below.

4.3 Gamma-ray Transmission Calculations

Any capture gamma-rays produced within the sample exposed to the neutron
beam are attenuated as they travel through a variety of materials before entering
the detector. The transmission of the gamma-rays through these materials must be
calculated in order to evaluate the expressions given in section 4.2 for the partial
radiative widths.

Figure 3.5 showed the sample-detector geometry in which the data were
collected. If a gamma-ray event of energy E occurs at a distance d into the sample,
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which has a gamma-ray attenuation coefficient of /<v(£y) per unit length, and
travels at an angle 6 to the perpendicular of the sample, then it is clear that the
fraction of such gamma-rays transmitted through the sample, 7^(Ey), is

The assumption was made that gamma-ray events occurred uniformly
throughout the sample, as the capture probability was low. The value adopted for d
was therefore half the thickness of the sample, since this would be the average
distance into the sample at which the gamma-rays were produced, and the
attenuation was almost proportional to d for the small thicknesses of material
involved. The angle d was chosen to be that subtended by a line from the centre of
the sample to the centre of the detector, which again was assumed to represent the
average behaviour. Values for the attenuation coefficients were taken from the
evaluation of Hubbell (Hub 82) with interpolated values produced by fitting
orthogonal polynomials to the data (sec Appendix C).

The effect of any inaccuracies involved in assuming the average behaviours for d
and 6 was investigated by allowing their values to vary as an uncertainty, i.e.
calculating the difference in transmission produced by errors in d, 0 and /<,(£y) of
Ad, A0 and Ajt<v(£y) respectively. The implied overall error on the calculated
transmission for a particular energy gamma-ray was calculated using the methods of
error propagation described in Appendix C. The variables d, 9 and /<s are
uncorrelated, but as the assumed errors in d and 6 are the same for all gamma-ray
energies, the errors in the calculated transmissions at different energies arc
correlated. It can be shown that the covariance between the transmission calculated
for two gamma-rays of energies E • and E • is in fact given by

= , . , ." '

' ( J

Using the calculated uncertainties for the attenuation coefficients provided from
the fitting procedure, and giving generous allowances for the errors on d and 0, the
predicted error on the transmission was still small, and therefore the approximation
of average behaviour could be assumed to be valid without affecting the overall
assessment of the gamma-ray transition strengths.

Attenuation of the gamma-rays occurred not only within the sample itself, but
also in the canning of the sample, in the pipe walls and in the lead shielding. These
contributions were calculated from the known geometry of the experiment, and the
total transmission was given by the product of the individual factors. Covariances
between these different components (through the common angle 0) were found to
be negligible when propagating the error on the total transmission of the capture
gamma-rays.
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4.4 The Detector Efficiency Determination

The gamma-ray detection efficiency of a Ge detector is a complicated function of
the cross-sections for the various gamma-ray interactions which give rise to
particle-hole pairs, the collection efficiency for these pairs, the size and quality of
the sensitive volume of the detector, the source-detector geometry, the various
materials encasing the detector, and the response of the electronic processing
system. The net effect is to produce a smooth dependence with gamma-ray energy,
and so it is convenient to attempt to fit a suitable smooth analytic function,
dependent on not too many parameters. This was the procedure adopted in this
study, in which the full energy peak efficiency at gamma-ray energy £y, £pE(E^),
was assumed to be well represented by the function

m

>" *re(£y)
 = E P/*/(ln £y) (4-U)

/'=!

where the $,- are orthogonal polynomials and the p-t are m parameters which may
be varied in order to provide the best fit to experimental measurements of the
efficiency at different gamma-ray energies (see Chapter 5). The linear least squares
fitting of orthogonal polynomials to data for which correlations exist, applicable
here, is described in Appendix C. The best fit so produced then allowed the
efficiency to be predicted for any gamma-ray energy, together with an estimate of
the associated error, and of the covariance between estimates for different
gamma-ray energies.

It was only necessary to evaluate a relative efficiency curve for each detector, and
experimental data for this purpose were provided from standard gamma-ray source
measurements, and by observation of the gamma-ray spectra following thermal
neutron capture in a variety of materials. In each case, the relative strengths of the
gamma-ray lines present were known from published data, so a comparison with
observation allowed a series of relative efficiency curves to be deduced, one for
each source or capture gamma-ray spectrum. Each of these curves was normalised
by eye to obtain a reasonably consistent set of data, but as this normalisation,
applied to all measurements from the same source, was to an extent uncertain,
correlations resulted between some of the data. The gamma-rays were also
attenuated in passing through materials before entering the detector, just as in the
case of the capture spectra discussed above, and this also lead to correlations
between the estimates of the efficiencies at different energies. The covariance
terms were evaluated and used when obtaining the best fit. The need to take the
covariances into account in such circumstances has been discussed by Debertin
(Deb 85).

The above procedure was applied to the full energy peak efficiency curve, but it
was also necessary to deduce the single and double escape peak efficiencies. These
were determined by fitting a smooth function to the ratio of the full energy peak
area AFE(E^) to the single escape peak area ASE(E), for lines of the same
energy, E •. Similarly, the ratio of the efficiency of the single escape peak to the
double escape peak (which is constant for different gamma-ray energies) could be
determined by noting the ratio of the single escape peak area to the double escape
peak area ADE(E^). The expressions for the efficiencies (quantities denoted by
subscripts SE and DE refer to the single escape peak and double escape peak
respectively) are then
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and

*DE(£*) = KDS*SE(E*) <4-13)
where RSF^YI) 's Provided by a polynomial fit to experimentally observed area
ratios for lines of energy Ey;-,

and where the constant RDS was evaluated from the experimental measurements of

The covariances between estimates of efficiency from the different peaks,
implied by the above relations, were determined and included in calculations of the
relative transition strengths.

4.5 Area Analysis of Gamma-ray Transitions

4.5.1 The Gamma-ray Spectrum

Attention is now turned to the problem of extracting the gamma-ray line peak
areas in a resonance, for the purpose of deducing the relative partial radiative
widths of the primary transitions through eqn. (4.3). The first stage is to produce
the gamma-ray spectrum for the resonance under consideration. To do this the
method of section 4.1.2 was used, where firstly the windows for resonance and
off-resonance regions were established by observing the time-of-flight spectrum for
all gamma-ray energies > 2.5 MeV in order to show up the resonances clearly. An
example of such a time-of-flight spectrum, for capture in 54Fe, is shown in
Figure 4.4.

Any number of foreground (resonance) and background (off-resonance) regions
could be set, so that if a /j-wave resonance occurred within a broad s-wave
resonance, the time-of-flight segment corresponding to the ;;-wave capture could
be omitted. The gamma-ray spectrum for the resonance was then obtained by
adding all the foregound regions and subtracting the off-resonance background
spectrum. Figure 4.5 shows part of the gamma-ray spectrum obtained from the
7.76 keV resonance in 54Fe.

4.5.2 The Underlying Background

Once the gamma-ray spectrum for a particular resonance had been obtained, it
was necessary to evaluate the areas under the gamma-ray peaks. As was discussed
above, for small lines, the method of fitting a line under the peak through nearby
background regions proved unsatisfactory, and a method was adopted in which the
overall smoothness of the underlying background could be taken into account. The
method was based on that of Westmeier (Wes 81).

The first stage in processing the spectrum was to take a region of 50 channels,
starting at channel zero, and to fit a straight line through all the data points. If there
are no peaks in a particular region, and a straight line is a good approximation to
the background in this region, the number of points in the spectrum which lie above
and below the straight line should be equal. Therefore the straight line fit to the 50
channel region was examined to determine if there were too many points below the
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line. If the number was too large (at some statistically significant level), the point
deviating most above the line was rejected as belonging to a gamma-ray peak, and a
new straight line was fitted to the remaining points. This process continued until
there were an acceptably equal number of points above and below the straight line
fit. The final line so obtained was taken as an estimate of the background over the
50 channel region. The entire process was then repeated for another 50 channel
region, which started 10 channels higher than had the previous region, and so on
until the complete gamma-ray spectrum had been covered. This resulted in five
different background estimates for each channel, and these were then averaged
point-by-point. Finally a three-point smoothing function was applied to this
averaged background.

An example of the background calculated by this method for a typical spectrum
is shown in Figure 4.5. The points on the spectrum marked with a line are those
which were rejected as being too high when the straight lines were fitted. Also
shown on the Figure is a graph of the channel-by-channel differences of the
measured spectrum from the calculated background, in which the peaks shows up
clearly, and off-peak regions appear to have suitably few net counts.

4.5.3 Extracting the Peak Area

The above technique provided an estimate of the background b(i) at channel / in
the gamma-ray spectrum. If the spectrum value in channel / is s(i) and the
gamma-ray peak extends from channels / to m, then the peak area A is given by

A = S- B (4.16)

where

in
S = E s(i) (4.17)

/=/

and

m
B= S b(i) . (4.18)

! = /

Assuming for the moment that the background estimate is not systematically
wrong, then the error, A/4, on the peak area is simply governed by the counting
statistics, so

A/12 = S + B. (4.19)

An attempt was made to discover whether the calculated background was a good
estimate of the true background by examining a region, from channels /,, to uh,
near to the peak under investigation, in which it was believed no lines were present.
The mean square deviation of the spectrum points from the background over this
region was evaluated, and was assumed to represent the variance on the
background estimate for each channel. For a region of (m— /+!) channels the
variance is then just (m-l+l) times as large, so the variance implied on the
background to be subtracted from the peak area is

("b ~ = '
*

The estimate of the error produced using this formula was very close to that
produced when the error in the background determination was presumed to be due
to counting statistics alone, i.e. eqn. (4.19). This indicated that the calculated

4.5 Area Analysis of Gamma-ray Transitions



46 Chapter 4: METHODS OF ANA LYSIS

background was satisfactory, as had been expected from examination by eye of
graphs of the spectra and fitted background.

4.5.4 Relative Gamma-ray Transition Strengths

To obtain the final estimate of the relative strengths of the transitions in a
resonance, the peak areas obtained above were used to calculate the relative
strengths from eqn. (4.3). The covariance between estimates of the strength of two
gamma-ray lines, of energy E^ and E^ is then given by

( }

Various estimates of the strength of the same line are provided from
measurements of the single escape and double escape peak areas as well as the two
independent results available from the two detectors. To combine these estimates,
the ground state transition was arbitrarily chosen to be normalised to 100 for each
detector, and then best estimates of the strengths for other transitions could be
obtained by combining all the data for the particular transition, using the least
squares method for evaluating a single variable. Details of this process, where
covariances as calculated from eqn. (4.21) can be taken into account, may be found
in Appendix C.

4.6 Shape Analysis

4.6.1 The Time-of-flight Spectrum

The method of shape analysis was applied in order to provide the absolute scale
for the transition strengths, once the relative strengths had been deduced by the
area analysis method. It was necessary to obtain the time-of-flight spectrum, which
is used in shape analysis, for only one of the capture lines, so the strongest line
could conveniently be chosen. Windows were set in peak and background
gamma-ray regions, and the net area was calculated for each time-of-flight channel
by the method described above, in which the background was assumed to be well
represented by a straight line through off-peak regions. This approach was suitable
here since the peak had a large signal-to-background ratio.

The windows defining the peak and background region were progressively
altered for each time-of-flight channel to account for the changing energy of the
primary gamma-ray with the kinetic energy of the incoming neutron. To set the
windows for the given line, the gamma-ray spectrum was obtained for events over a
small neutron energy range, chosen to ensure that the line required was clearly
visible (for example the spectrum shown in Figure 4.5). The appropriate number of
channels were subtracted from windows determined from this spectrum, so that
they corresponded to those channels in which the gamma-ray line would have
occurred had the incoming neutron had no kinetic energy. For each time-of-flight
channel, the corresponding neutron energy was calculated and converted to the
appropriate number of gamma-ray energy channels which were then added to the
window limits before extracting the peak area. The resultant time-of-flight
spectrum for the ground state transition in 54Fe capture is shown in Figure 4.6.
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4.6.2 Corrections to the Observed Spectrum

The raw time-of-flight spectrum obtained in the manner above had to be
subjected to two corrections

(i) for the effects of single-shot operation
(ii) for events which occurred in the channel corresponding to

zero gamma-ray energy.

If the total number of events (of all gamma-ray energies) recorded in
timc-of-flight channels up to and including / was 2;, and there were N machine
pulses in the run considered, then the correction that was applied to account for the
effects of single shot operation was to multiply the number of events in
time-of-flight channel / by

C,,(0 = N . (4.22)
/v ^/-i

The correction for events in channel zero was also readily applied. If
time-of-flight channel / h;>.d Z/ events recorded in gamma-ray channel zero, it was
assumed that these should have been distributed throughout the gamma-ray
spectrum in the same proportion as events which were recorded, i.e. pile-up events
which lead to channel zero being incremented were considered to occur randomly.
Thus for every gamma-ray channel at time-of-flight i, the number of events was
increased by the factor

(4-23)

This correction applied to each of the gamma-ray channels within time-of-flight
channel /', so when a gamma-ray peak area was deduced, the factor C,e(i) could be
applied to the area itself rather than to the individual gamma-ray channels. Both
the above corrections to the spectrum could therefore be applied simultaneously,
by multiplying the counts in time-of-flight channel / by the product of the factors
CM(/)andCM(/).

The accuracy of these corrections was tested by observing gamma-rays from a
radioactive source, with a suitably long half-life, placed above the capture sample
during the experimental run. This provided several lines for which a time-of-flight
spectrum could be obtained. When subjected to the above corrections, the spectra
for these lines were indeed flat, as was expected for a source with a constant decay
rate. The presence of the source also meant that a check could be maintained on
the detector efficiency, to ensure that it was not subject to electronic drifts, by
noting that the relative strengths of the lines from the source remained fixed.

4.6.3 The Yield Curve

In order to provide the yield curve for extraction of the radiative width (eqn.
(4.6)), it was also necessary to obtain the time-of-flight spectrum of the 478 keV
gamma-ray from the run with the 1()B sample. This was obtained in the same way as
for observations of primary transitions in a normal sample, except that the windows
for the peak were not moved up as the incident neutron energy increased, because
the 478 keV gamma-ray comes from de-excitation of the first excited state of 7Li
formed in the (o^n) reaction, and therefore does not shift in energy as the incident
neutron energy is altered. The spectrum obtained was however subjected to the
single-shot and zero-channel corrections described above.

4.6 Shape Analysis
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4.6.4 Fitting of the Yield Curve with REFIT

The code REFIT (Mox 85) was used to analyse the yield curve resulting from the
above calculations. This code predicts the yield to be expected from a sample in a
given geometry in a timc-of-flight experiment. The multiple scattering within the
sample is taken into account, and the neutron resolution function is calculated by
providing the parameters of the machine pulse (width, shape, etc.) and the
orientation of the flight path and moderator in front of the neutron-producing
target. The cross-sections for the interactions in the sample are calculated using the
R-matrix multi-level formalism, and these are subsequently Doppler broadened.
Many of the parameters which arc fed in may be allowed to vary, including an
overall normalisation, an underlying background, and all the widths and positions
of the resonances.

The calculation of the yield by REFIT uses a lot of CPU time, due principally to
the need to follow through the history of a neutron passing through a sample in
which capture may take place after undergoing multiple scattering, and so the
fitting was limited to allowing the program (o provide the best normalisation factor
and any necessary background. An example of the fit to the observed yield of the
9298 keV gamma-ray emitted following capture in 54Fe is shown in Figure 4.7.

4.6.5 Analysis of Transmission Data

Chapter 5 includes the results of a transmission measurement, carried out on the
F2 flight path, which was intended to provide an estimate of the neutron
background present in the time-of-flight capture measurements. The method used
to estimate the background was the 'black' filter method in which the transmission
sample was chosen such that at particular resonance energies essentially all
neutrons interact within the sample. Any remaining neutrons being detected at
these energies are assumed to be background. In practice, a resonance is rarely
completely black, due to effects such as Doppler broadening and the finite timing
resolution of the machine, and a code is needed to estimate how much of the
remaining transmission observed at the black resonance energies arises from
background neutrons. For this purpose, the REFIT code was used to analyse the
transmission curve obtained, and provide an estimate of the experimental
background.

The sample used for the measurements was made from manganese, and its
thickness, n atoms b ~ ' , was such that the transmission,

T(EI{) = exp(-ar(E» (4.24)

at the resonance energies EK in the region of interest (~ 1 kcV - 20 keV), was
small. The transmission was measured by collecting time-of-flight spectra for
gamma-rays produced by a 10B sample, which was placed in the normal capture
position. Two separate runs were needed; one run was with an open beam, and the
second run was with the Mn sample placed in the filter position on the flight path.
The transmission curve was deduced by dividing the yield obtained from the 10B
when the Mn was in the beam with that when it was not present.

The resulting transmission curve could then be input to the REFIT program,
which was run in its transmission analysis mode. The code determines the
transmission from the calculated cross-sections and the neutron resolution function
in much the same way as in the capture case described above, except that the
computational effort required is considerably less, since there is no need in this case
to account for multiple scattering in the sample. Any interaction within the sample
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is considered to remove that neutron from the beam immediately. This saving in
CPU time allowed more parameters to be varied by the code than was permitted in
the analysis of the capture data, and several resonance parameters could be varied
as well as the normalisation and the background. The background necessary to
obtain the best fit to the data was considered to be a good indication of the true
background, since at the energies of the black resonances, the fit was sensitive to
the underlying background.

4.6 Shape Analysis



5 PRELIMINARY MEASUREMENTS

5.1 Detector Efficiency Measurements

As indicated in Chapter 4, it was necessary to establish relative efficiency curves
for each of the detectors used in these investigations, in order to be able to deduce
the strengths of gamma-ray transitions in resonance capture. To cover the whole
gamma-ray energy region of interest, two different sets of efficiency measurements
were undertaken: one using radioactive sources and the other using thermal
neutron capture spectra. The measurements are now discussed in more detail.

5.1.1 Thermal Neutron Capture Measurements

The observation of spectra following thermal neutron capture gives gamma-ray
lines of known relative intensity up to high energies (~ 10 MeV), and enables
values of the detector efficiency to be determined for use in the smooth function
fitting process described previously. Table 5.1 shows details of the three different
samples which were used in these investigations to provide the capture
gamma-rays. The advantage of using thermal neutrons to produce the high energy
gamma-rays was that the measurements could be made in situ on the F2 flight path,
with exactly the same geometry as was used in the resonance capture
measurements.

The experimental set-up was identical to that described in Chapter 3, except that
the boron overlap filter was removed to allow thermal neutrons to be captured in
the samples. Each of the samples was placed in the neutron beam in the normal
position, and the machine was operated at a pulse repetition rate of 100 s~ ' which
gave an overlap energy of 8 mcV, well below the peak of the Maxwellian
distribution for thermal neutrons at room temperature. The enable gate was set to
2.5 ms after the machine pulse and the disable gate was set at 4.5 ms. Events were
therefore recorded over the energy range 40 meV to 130 mcV, which range
provided the greatest count-to-background ratio. The timing of events within the
thermal neutron timing gate was unimportant, so all events were combined into a
single timing channel off-line before analysis of the gamma-ray spectra.

Once the data had been obtained, the analysis proceeded as described in
Chapter 4, with the peak areas being evaluated for each of the strong lines, and
corrections being made for the attenuation of the gamma-rays through the sample.
A degree five polynomial provided an adequate fit to the relative full energy
efficiency values, which were obtained by dividing the observed peak areas by
published values of the relative strengths of the lines, taken from (Tul 83) for Ti
and from (LT 72) for the Cr and Cl. Figure 5.1 shows the fit obtained for the PGT
detector, for which a x~ °f '-7 per degree of freedom was obtained. The
corresponding plot for the EGG detector is almost identical.

In addition to this ful l energy efficiency curve, the single and double escape
peaks were deduced as ratios. Figure 5.2 shows the three degree polynomial fit to
the ratio of the full energy peak to the single escape peak efficiency for the EGG
detector. The x2 for the fit shown is 1.2 per degree of freedom. Once again the
results were almost identical for each detector. The ratio of the double escape to
single escape peak efficiency was found to be consistent with a constant value for
each of the detectors (0.77 for the PGT detector and 0.83 for the EGG detector).
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Table 5.1

Details of the thermal capture samples used to establish the relative efficiency curves
at high gamma-ray energies for the two detectors.

Element

Ti
Cl
Cr

Chemical Form Thickness (atoms b ' )

metal
NH4C1

metal

0.072
0.013

0.016

5.1.2 Standard Source Values
Complementary to the thermal measurments described above, it was necessary

to obtain detailed values for the efficiency at low gamma-ray energies, particularly
since the value at 478 keV must be known in order to deduce the absolute widths,
and also because the efficiency is varying rapidly at this point with a large number
of events being rejected through having a long rise-time.

Once more the measurements were made in situ with the point sources being
placed at the position corresponding to the centre of a capture sample, inside the
flight tube. All the electronics remained the same with a pulser providing 'start'
pulses, the machine itself being off. The timing of the gamma-rays from the sources
was not important so, although collected with 128 channels resolution, all events
were again combined off-line into a single timing channel before carrying out the
peak analysis. The two sources used were 56Co and 152Eu which provided an
abundance oflines in the range 350 - 3500 keV. The results for the EGG detector,
with a six parameter fit which gave a x2 value of 2.9 per degree of freedom, is
shown in Figure 5.3.

The measurements with sources did not share precisely the same geometry as
those of the capture gamma-ray samples, since for the capture case, the
gamma-rays could originate in any part of the sample (depending on the neutron
beam profile), whereas for the sources, the gamma-rays essentially came from a
single point. The effect of placing the sources in different positions was therefore
investigated. Only small variations were found (~ 5%) and these followed a
systematic behaviour, with the ratio of the efficiency of detection of high energy to
low energy gamma-ray lines being larger when the sources were very close to the
detector. The reason for this behaviour was believed to be that when originating
from a point close to the detector, more of the gamma-rays pass through the Ge
crystal at a steep angle, and therefore on average travel through a greater thickness
of the Ge detector dead layer. This increase in distance has more effect in
attenuating the low energy gamma-rays than the high energy gamma-rays, and
hence the relative efficiency for detection of high energy gamma-rays appears to
increase. However, these effects were small, and were not considered significant,
especially since the profile of the neutron beam in the capture experiment was
known from the geometry of the collimation to have a maximum in the centre and
to diminish towards the outside of the sample. The relative efficiency as measured
at the centre of the sample was therefore adopted.
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5.1.3 Combining Low and High Energy Determinations

The measurements outlined above provided two sets of full energy efficiency
curves: the first set, for gamma-rays of energy > 2.0 McV, came from the thermal
neutron capture spectra, and the second, for gamma-rays < 3.5 MeV, arose from
observations of the radioactive source spectra. From the small overlap of the two
sets, and from the general trend of the data, a normalisation could be made to
ensure that both curves were consistent in the overlapping energy range. Values for
the efficiency below 3.5 MeV were then deduced from the six parameter fit to the
source measurements, and those over 3.5 McV from the five parameter fit to the
thermal neutron capture gamma-ray data.

5.2 The Timing Resolution

It was necessary to ensure that the timing of events relative to their true
occurrence, as obtained with the system described in Chapter 3, was made with
good resolution (low jitter) and without a systematic move with respect to
gamma-ray energy (walk). To measure the timing response as observed in the
capture gamma-ray measurements, as much as possible of the system was kept
unchanged.

Coincidence gamma-rays can be obtained from a W)Co source, with 1333 keV
and 1173 keV gamma-rays being produced in a cascade. Such a source was placed
at the sample position whilst the machine was off, and in addition to the two
detectors, a photomultiplier tube (PMT) with a fast scintillator was placed next to
the source. The pulses from the PMT were input to a constant fraction
discriminator and used as start pulses in the otherwise unchanged experimental
set-up described in Chapter 3. The two parameter data were collected with the
TAG set at 100 ns full scale, so that adequate resolution was obtained using only
128 timing channels. An exact timing calibration was provided by inserting delay
cables of known length. As well as a random background, coincidence events were
detected showing up as a peak in the timing spectrum. An example, for gamma-ray
events occurring in coincidence in the range 810 - 920 kcV for the PGT detector, is
given in Figure 5.4. (Such gamma-ray events correspond to a 1332 or 1173 kcV
coincidence gamma-ray depositing its energy in the detector by Compton
scattering. The timing response of the system is assumed to be the same as that
which would have been observed had it been the full energy of the gamma-ray.)

The behaviour of the response function could be investigated by determining the
timing spectrum over small ranges of gamma-ray energy, and extracting the
FWHM of the peak. Figure 5.5 shows the results for the EGG detector. (The PGT
detector has a similar behaviour.)

The timing response so obtained included all the factors which contribute to the
experimental resolution, such as the use of discriminators to clean up the pulse
shape. The additional resolution of the PMT was also present in these measurments
but was negligible. The walk, as indicated by a change in the position of the peak
centre, was very small (< 1 ns) and could be neglected, whilst the jitter was also
small over the range measured, and was expected to continue decreasing as the
gamma-ray energy increased. For the analysis of results taken with a machine pulse
width of 30 ns, as in the measurements of 54Fe and 62Ni capture to be presented in
Chapter 6, the timing response of the detectors could be ignored.
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5.3 The Neutron Background Determination

In Chapter 4. it was indicated how the background present in a neutron
time-of-flight experiment could be estimated using the 'black' resonance technique,
and obtaining a fit to the observed transmission curve from the code REFIT. Such a
measurement was carried out for the F2 flight path by placing a manganese sample
in the filter position (see Figure 3.4) whilst a 10B sample was placed in the sample
position. By observing the 478 keV gamma-ray line from the 10B, the sample acted
as a neutron detector, and the transmission through the Mn could be deduced by
comparing the 10B yields with and without the filter in place.

The Mn filter was made by sintering powder into a disc of 15 cm diameter, which
was large enough to cover the whole neutron beam at the filter position. It was
12.2 gcm~ 2 thick, which is equivalent to 0.133 atoms b"1. Details of the U1B
sample arc given in the next section. Each run lasted 16 h with HELIOS producing
~ 4 kW of power in a 30 ns pulse, at a repetition frequency of 300 s"1. This length
of run provided sufficient counts to give the necessary statistical accuracy.

Figure 5.6 shows the transmission curve and the best fit to these data as provided
by the code REFIT. The parameters for the s-wavc resonances used to give the fit
are given in Table 5.2 (p-wavc resonances were also included but had very little
effect on the transmission). The value of the assumed constant background which
provided this fit was (9 ± 1) x 10~3, and the corresponding x2 value was 1.2 per
degree of freedom.

One problem associated with measurements using the 'black' filter method is the
effect that the filter itself has on the background that is being measured. In general,
the filter will attenuate the background neutrons, so the true value for the
background may well be higher than that deduced from a fit to the data. It is often
assumed that, for a given time-of-flight, any background neutrons also present are
still close in energy to the in-time neutrons. This is supposed since the scattering
from collimators, which gives rise to most of the out-of-time neutrons, only tends to
reduce their energy by a small amount. Some experimental measurements appear
to bear this out (Has 78). Over the region of these measurements, the
off-resonance transmission is ~ 0.5 so it is likely that the true background is ~ 2%
rather than 1%. This is still not significant for the present capture measurements,
and the background was therefore neglected.

Additional evidence of the presence of only a small background component to
the neutron spectrum came from consideration of the off-resonance capture when a
single gamma-ray line was being observed, such as that illustrated in Figure 4.6. As
the potential capture is negligible at these neutron energies, any off-resonance
capture can only arise from background neutrons. The small value observed
therefore supports the direct measurement of a negligible background.

5.4 10B Sample Thickness Measurements

The 10B sample used in determining the neutron flux from the FNT (see section
4.2), and for the background measurement described above, consisted of 7.3 g of
boron powder inside an aluminium can of diameter 8.3 cm. The boron was
enriched to 95.2 atom % of UIB and a chemical analysis showed that 97.6% of the
material was boron. The aluminium can was made in two sections; a base of
thickness 0.5 mm on which the boron was spread out as evenly as possible, and a lid
made from aluminium of half this thickness, which was placed on top of the boron

5.4 IOB Sample Thickness Measurements
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Table 5.2

The s-wave resonance parameters used to fit the *5Mn transmission measurements on
flight path F2. The spin-parity of the ground state of^Mn is 5/2 ~.

Energy (keV)

-2.83
-0.078
0.337
1.10
1.81
7.179
8.90

17.8
18.05
20.9
23.74
26.7
27.0
30.3
35.3
35.5

Jn Neutron Width (eV) Radiation Width (cV)

2~
3~
2~
3~
3~
2~
3~
3~
2~
3~
2~
2~
3~
2~
3~
2~

269.0
0.045

22.1
17.4

583.0
437.0
366.0

16.7
57.6

793.0
274.0
360.0
151.0
14.9

137.0
1320.0

0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5

powder and pressed down firmly. Repeated removal of the lid and spreading of the
powder enabled an apparently uniform layer of powder to be produced. When the
uniformity was considered to be satisfactory, the lid was replaced and glued into
position using an epoxy resin adhesive. A small hole was drilled in the side of the
can in order to allow air to escape when the sample was placed in the evacuated
flight tube.

In order to see if such a thin sample (~ 2 mm) was uniform, a transmission
measurement was made, to provide a direct value of the number of atoms per barn,
which could be compared with that calculated on the assumption that the powder
was spread uniformly throughout. The measurement was carried out using an 8.7 m
flight path on the condensed matter target (CMT) of HELIOS, which had been
specifically set up for transmission experiments with low engrgy (~ cV) neutrons.
The neutrons, observed with a lithium-glass scintillator detector, were recorded as
time-of-flight events, and a sample changer allowed various filters and samples to
be moved in and out of the beam remotely, whilst separate data for the
filter/sample combinations were collected by a PDP-11/45 computer.

For this measurement, the 10B sample was moved in and out of the beam over
periods of about half-an-hour, and a run of 24 hours duration was sufficient to
provide the neccessary counting statistics. The transmission at four different
energies was calculated by finding the ratio of the counts collected with and without
the 10B sample in the beam, within a small interval of time-of-flight channels. The
results are summarized in Table 5.3. This simple calcuation of the transmission was

,105.4 B Sample Thickness Measurements
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Table 5.3

Results of the transmission measurement carried out on an 8.7 m flight path of the
CMT on HELIOS, to determine the thickness of the "'B sample used in neutron flux
measurements. CT and Co are the counts per channel obtained repectively for the
transmitted beam and for the open beam over small regions of time-of-flight centred

at the value given in column 1.

TOP (/is)

68
120
220
324

Energy

85.
27.
8.
3.

(eV)

2
8
1
8

C

1254
841
394
193

T

±

±

±

±

Co Transmission (T)

12
10
8
4

1771
1630
1592
1494

±
±
±
±

14
10
16
10

0.71
0.52
0.247
0.129

±
±
±
±

0.01
0.01
0.005
0.003

justified because the neutron background in the energy range considered is known
to be less than 0.1% for this flight path (Mox 84).

For these neutron energies, the transmission T through a 10B sample of thickness
n atoms b"1 may, to a good approximation, be written as

where E, the neutron energy, is related to the time-of-flight and path length by
eqn. (3.1). A plot of In T against time-of-flight (Figure 5.7) for the observed values
of T is a straight line, and the value for n, obtained from its slope, was
7.0 ± 0.1 atoms b~ ' . This was consistent with the value, 7.2 atoms b~ l , deduced
from the weight of the sample, on the assumption that it was of uniform thickness.

The value of 7.0 for n was adopted in all calculations of the neutron flux, as this
was a direct measurement of the thickness, whereas it was quite possible that some
material may have been lost in the side of the cans, so creating a small error in the
value deduced from weight considerations.

5.4 B Sample Thickness Measurements
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6.1 54Fe Measurements

6.1.1 Experimental Details

Measurements of the capture gamma-ray spectrum following resonance neutron
capture in 54Fc were made using a separated isotope sample provided by the Oak
Ridge National Laboratory. The 54Fe was in the form of an oxide, Fe2O3,.and its
isotopic composition is shown in Table 6.1. The sample was made in the same way
as the 10B sample described in Chapters, with aluminium canning of a similar
thickness. The quantity of iron oxide involved, 45.22 g, ensured that a good
uniformity could be achieved, and the diameter of the can, 8.3 cm, provided
6.3 x 10~3 atoms b"1 of 54Fe.

The experimental running was carried out in the manner described in Chapter 3,
with the linac producing a 30 ns wide pulse at a repetition rate of 300 s"1, which
provided ~ 5 kW of beam power. Separate runs of 24 h duration were made and,
after checking that there were no inconsistencies between the runs due to drifts in
the electronics, they were added together for off-line analysis. The total period of
running was the equivalent of 12 days.

Two runs were carried out with the 10B sample in place, each run lasting for a
period of ~ 12 h. These were also checked for consistency before being used as
measurements of the neutron flux.

The data were collected with 512 time-of-flight channels and 2048 gamma-ray
energy channels for each of the detectors. The TAC was set to give a timing channel
width of 30 ns, and the start pulse was delayed by a suitable length of cable so that
the neutron energy range covered was from 3 keV to 80 keV, although with a 30 ns
pulse width, the resolution was rather poor at the higher neutron energies. These
data were analysed by the methods described in Chapter 4, and the results so
obtained are given below.

6.1.2 The s-wave Resonances

The timc-of-flight spectrum for all gamma-rays produced in the 54Fc sample
having energy > 2.5 MeV is shown in Figure 4.4. The.v-wavc resonances at 72, 52,
and 7.8 kcV are evident, but the neutron energy resolution for the 72 and 52 keV
resonances was insufficient to ensure separation from any narrow p-wave
resonances and, together with a low count-rate, meant that analysis of the
gamma-ray spectra in these resonances was not feasible. However, the gamma-ray
spectrum for events occurring in the 7.8 keV resonance, part of which is shown in
Figure 4.5, was suitable for analysis. The results of the analysis of this spectrum,
providing information on the relative strengths of all the known El transitions, are
given in Table 6.2.

Upper limits are given for the strengths of those transitions for which no
gamma-ray lines could be seen in the spectrum. These limits were determined by
setting peak windows at the positions where the lines should have appeared, and
taking the calculated errors for the peak areas as an indication of the sensitivity for
detection of the line. For the purpose of comparison, Table 6.2 also includes the
strengths for the transitions expected from the valence model, and the only other
known experimental determination of relative strengths (Ram + 80).

56 6.1 54Fe Measurements
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Table 6.1

The isotopic composition of the samples used for the capture gamma-ray
measurements. The abundances of each isotope are given in atoms per cent.

Sample

54 Fe

62 Ni

Ni

Mass Number
54 56 57 58 60

97.69 2.263 0.045 < 0.02

0.47

68.3

0.55

26.1

61

0.15

1.1

62

98.83

3.6

64

0.02

0.9

The absolute value for the transition to the ground state was determined by the
shape fitting method described in Chapter 4. Figure 4.6 shows the time-of-flight
spectrum for this single gamma-ray transition, and the best fit to the deduced yield
is shown in Figure 4.7. The value for the partial radiative width implied by the fit
was 1.5 ± 0.3 eV, from which the values for the other partial widths, given in
Table 6.2, were deduced. A breakdown of the components which contribute to the
total error on the partial widths is given in Table 6.3, and may be used in assessing
the correlations between the results for the different transitions.

If it is assumed that the four strong primary gamma-rays observed in the 7.8 keV
resonance account for all of the gamma-ray strength, then the partial radiative
width of the ground state transition will be approximately two-thirds of the total
width. The implied total radiative width is then ~ 2.3 ± 0.5 eV, which is consistent
with the recommended value of 1.8 ± 0.3 eV given by Mughabghab et al
(Mug + 81).

6.1.3 The p-wave Resonances

Although the study of /;-wave resonances in this mass region is not of importance
in considering the role to be played by non-statistical models such as the valence
model, for completeness the available data on the spectra have been analysed.
Referring to Figure 4.4, it can be seen that a sufficient number of events to merit
analysis were observed in the /;-wave resonances at 9.5, 11.2 and 14.5 keV.
Figure 6.1 shows an example of one of the capture gamma-ray spectra; that
observed in the 9.5 keV resonance. The results of the analysis of the spectra in the
9.5 and 14.5 kcV resonances are summarised in Table 6.4, where, for gamma-ray
energies less than 6 MeV, only transitions seen by Raman et al (whose data are
included for comparison), or in the present measurements have been included.
Because of the smaller number of events observed in these resonances, the errors
on the relative strengths of the transitions are dominated by the component due to
the uncertainty in the determination of the peak area. When analysing the data, a
small correction was made to allow for the anisotropic nature of dipole transitions
from p-wave capture. (The spins of the threes-wave resonances are all believed to
be 3/2 (Mug + 81).) No details for the 11.2 keV resonance are shown because for
that resonance, the only gamma-ray observed was the strong transition to the
ground state of 55Fe.

6.1 54Fe Measurements
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Table 6.2

The relative strengths (normalised to 100 for the ground state transition) and partial
widths for gamma-ray transitions E from the 7.S keV s-wave resonance of' Fe to
final states Ev in 55Fe. For comparison, the valence model predictions for the relative
and absolute strengths, and the data of Raman et al for the relative strengths
(Ram + 80) are also given. The values for the gamma-ray energies are those

corresponding to capture by thermal neutrons.

Ex (MeV) t

0.0
0.413
1.925
2.058
2.478
3.035
3.559
3.800
5.775

Ey (MeV)

9.298
8.885
7.373
7.240
6.820
6.263
5.739
5.498
3.523

Relative Strength
Present (Ram + 80)

Measurement

100 ± 10
35 ± 4

5.2 ± 2
< 5
6.4 ± 2
< 7
< 6
< 6
< 9

100 ± 26
36 ±4
8 ± 4

< 3
13 ±4

< 4
< 4
<5
< 7

Valence
Model

100
31

4.1
8

14
2
7

14
0.1

Partial Width
Present

Measurement

1.5 ± 0.3
0.5 ± 0.1

0.08 ± 0.03
< 0.08
0.10 ± 0.04
< 0. 1 1
< 0.09
< 0.09
«).14

(eV)
Valence
Model

1.21
0.38
0.05
0.1
0.17
0.03
0.09
0.17
0.01

Table 6.3

The contributions (in per cent) to the total error for the partial radiative widths
determined from the observations of capture in the 7.8 keV resonance in 54Fe. The
components which contribute to the total uncertainty are the peak area
determination, the detector efficiency, the attenuation of the capture gamma-rays in
the sample, and the normalisation either to the flux measurement run or to the

ground state transition partial width as appropriate.

EY (McV)

9.298
8.885
7.373
6.820

Error Components (%)
Peak Area

2
3
30
30

Efficiency

8
8
4
4

Attenuation

5
5
5
5

Normalisation

15
18
18
18

Total Error (%)

18
22
37
40

6.1 Fe Measurements
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Table 6.4

The relative strengths (normalised to 100 for the ground state transition) of
gamma-ray transitions Ey from the 9.5 and 14.5 keV p-wave resonances of54Fe to
final states Ex of spin-parity Jn in 55Fe. The values for the gamma-ray energies are

those corresponding to capture by thermal neutrons.

Ex (MeV)

0.0
0.413
0.931
1.925
2.058
2.478
3.035
4.450
4.494
5.123

Ey (MeV)

9.298
8.885
8.367
7.373
7.240
6.820
6.263
4.848
4.804
4.175

J*

3/2-
1/2-
5/2-
1/2-
3/2-
3/2-
3/2-
1/2 +

9

9

Relative Strength
Present

9.5 kcV

100 ± 20
88 ±20

<20
18 ±9
30 ± 15
20 ± 10

<30
<30
<30
<30

Results
14.5 keV

100 ± 30
125 ± 30
<30

76 ± 30
<30
<30
<30
<30
<40
<40

(Ram
9.5 keV

100 ± 26
110 ± 23
36 ± 16
58 ± 19
46 ± 19

< 16
30 ± 19

<29
< 29
< 33

+ 80)
14.5 keV

100 ± 22
78 ± 20

< 10
104 ± 25
< 15
34 ± 20

< 22
79 ±40

100 ± 48
84 ±42

From the fit to the yield for the ground state transition (Figure 4.7), the
corresponding partial radiative widths for the 9.5, 11.2 and 14.5 keV resonances
were deduced to be 0.17 ± 0.03 eV, 0.46 ± 0.1 eV, and 0.16 ± 0.03 cV
respectively. These may be compared with total radiative width values of
0.27 ± 0.03 eV, 0.35 ± 0.04 eV, and 0.35 ± 0.04 eV respectively, given by
Mughabghab et al (Mug + SI). From the values for the ground state partial
widths, and the relative strengths given in Table 6.4, the partial widths for all the
other observed transitions may also be deduced by a suitable normalisation.

626.2 Ni Measurements

6.2.1 Experimental Details

Measurements of the capture gamma-ray spectra in 62Ni were made, as for the
54Fe case, using a separated isotope sample provided by the Oak Ridge National
Laboratory. The isotope was in elemental form and had the composition given in
Table 6.1. The sample itself was canned in aluminium in the same way as the 54Fc,
with a weight of 80.55 g, giving a thickness of 1.42 x 10 3 atoms b ' of "'Mi.

The machine running conditions were similar to the 54Fe run, but the period
over which the capture was observed was only 5 days. Once again two runs of 12 h
duration were made with the IOB sample in position to provide the neutron flux
measurement. The 512 timing channels, each of width 30 ns, covered a neutron
energy range from ~ 70 keV - 2.8 keV.

6.2 ~Ni Measurements
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6.2.2 The s-wave Resonances

The timc-of-flight spectrum for all gamma-ray events over 2.5 MeV in energy is
shown in Figure 6.2. Over the energy range covered, the only s-wavc resonances
arc those at 43 and 4.5 keV, and the 43 keV resonance has too few counts for
analysis. However, the 4.5 keV .v-wave resonance dominates the tinic-of-flight
spectrum, and may be clearly seen, with additional structure due to the effect of the
capture of scattered neutrons in Gc resonances as discussed in Chapter 4. A
portion of the gamma-ray spectrum from the 4.5 keV resonance is given in
Figure 6.3, and results of the calculations of the relative strengths are given in
Table 6.5, where they arc compared with valence model predictions and
experimental thermal capture measurements (Ish + 77). Table 6.6 shows a
breakdown of the errors which contribute to the partial widths (which were
obtained by normalisation to the ground state width obtained using a natural nickel
sample (sec below)).

An attempt was made to determine the absolute value of the strong ground state
transition strength by the shape analysis method used previously. However, a good
fit to the yield curve for this gamma-ray line, deduced from the time-of-flight
spectrum (see Figure 6.4), could not be achieved, despite attempts with a variety of
different resonance parameters. The best fit which could be obtained, and which
clearly docs not have the correct shape, is illustrated in Figure 6.5.

It was thought that the inability to fit the data with the code REFIT was a result
of inadequate modelling of the large amounts of multiple scattering taking place in
the sample (REFIT predicted that the proportion of captures which occurred
following multiple scattering was an order of magnitude larger than the primary
capture). To test if this was the reason for the bad fit, a further measurement was
undertaken, but using instead a natural nickel sample, in which the isotopic
abundance of 62Ni h only 3.6 % (see Table 6.1). Calculations showed that in the
4.5 keV 62Ni resonance the natural nickel sample should have a factor two more
primary captures than captures following multiple scattering, enabling REFIT to
model accurately the various contributions. The measurements made with the
natural sample are presented in section 6.3.

6.2.3 The p-wave Resonances

The only/;-wave resonance for which sufficient events were observed to permit
analysis was that at 9.4 keV. The gamma-ray spectrum for this resonance is shown
in Figure 6.6, and strong transitions are seen to occur to the ground state and the
first two excited states in 63Ni. As these states are known to have spin-parities of
l/2~, 5/2~ and 3/2" respectively (Aub + 79), and assuming that Ml primary
transitions are dominant over E2 transitions, a spin assignment of 3/2 may be given
to this resonance.

The results for the relative strengths of the transitions which were observed is
given in Table 6.7, where the components due to the peak area determinations
dominate the errors. The gamma-ray observed corresponding to a transition to a
final state at ~ 1670 keV has not been seen in thermal capture (Ish + 77),
although (d,p) measurements have indicated states at 1657 and 1677 keV
(Anf + 70). It seems likely that one of these states is being observed here and that
its spin is 5/2, accounting for its absence in thermal spectra and in the 4.5 keV
.s-wave spectrum, whilst permitting an El or Ml transition from the 3/2" p-wave
state.

6.2 62Ni Measurements
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Table 6.5

The relative strengths (normalised to 100 for the ground state transition) and partial
widths of gamma-ray transitions E from the 4.5 keV s-wave resonance of^'Ni, to

final states Ev of spin-parity Jn in ~Ni. For comparison, the valence model
predictions for the relative and absolute strengths, and the results of the relative
strengths in a thermal capture measurement (fsh + 77) are also included.

Gamma-ray energies are those corresponding to capture by thermal neutrons.

Ex (MeV)

0.0
0.155
0.515
1.003
1.327

Ey (MeV)

6.838
6.683
6.323
5.835
5.511

Relative Strength
Present Valence Thermal

Measurement Model Capture

100 ± 5 100 100 ± 7
1.3 ±0.5 168 1.7 ±0.1
2.5 ± 0.3 44 4.8 ± 0.3
5.6 ± 0.6 68 7.6 ± 0.5
2.3 ± 0.4 12 2.0 ±0.1

Partial Width (eV)
Present

Measurement

3.0 ± 0.6
0.04 ± 0.02
0.08 ± 0.02
0.17 ± 0.04
0.07 ± 0.02

Valence
Model

0.34
0.57
0.15
0.23
0.04

Table 6.6

The contributions (in per cent) to the total error for the partial radiative widths
determined from the observations of capture in the 4.5 keV resonance in ~Ni. The
components contributing to the total error are the peak area determination, the
detector efficiency, the attenuation of the gamma-rays in the sample, and the
normalisation either to the flux measurement run or else to the ground state transition

partial width as appropriate.

Er (MeV)

6.838
6.683
6.323
5.835
5.511

Error Components (%)
Peak Area

0.1
40
12
8

15

Efficiency Attenuation Normalisation

4 3 20
4 2 21
5 2 21
4 2 21
4 2 21

Total Error (%)

21
45
25
23
26

6.2 62Ni Measurements
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Table 6.7

The relative strengths (normalised to 100 for the ground state transition) of
gamma-ray transitions E from the 9.4 keV p-wave resonances of''2Ni to final states
Ev of spin-parity 7'T in 63Ni. The values for the gamma-ray energies arc those

corresponding to capture by thermal neutrons.

Ex (MeV)

0.0

0.087

0.155

0.515

1.003

1.327

1.668

Ey (MeV)

6.838

6.751

6.683

6.323

5.835

5.511

5.170

J*

1/2-

5/2-

3/2-

3/2-

1/2-

3/2-

5/2 ?

Relative Strength

100 ± 20

210 ± 33

150 ± 20

< 70

<70

<70

110 ± 22

The yield curve for this transition (Figure 6.7) was produced and was adequately
fitted by REFIT, using a value of 0.36 eV for the neutron width and 1.0 eV for the
total radiation width. This gave a value of 0.2 ±0.05 eV for the partial width of the
transition, from which the other partial widths may be deduced.

6.3 Natural Nickel Measurements

6.3.1 Experimental Details

As indicated above, it was necessary to carry out some measurements of the 62Ni
capture using a natural nickel sample in order to reduce the contributions from
multiple scattering events in the 4.5 kcV resonance. The sample used was a disc of
nickel metal, of 99 % chemical purity, and with a thickness of 1.8 g cm"2, which
gave 6.6 x 10"4 atoms b"1 of ft2Ni.

The machine running conditions were similar to the previous measurements and
the total running time was 12 days for the Ni sample, and one day for the 10B
sample.

6.3.2 The 4.5 keV 62Ni s-wave Resonance

The yield curve for the ground state transition was produced in the normal way,
and the fit provided by the code REFIT, using a neutron width of 2075 eV
(Mox 74), is shown in Figure 6.8.

The statistical errors on the points are large due to the small count-rate achieved
with such a low abundance of 62Ni in the natural nickel sample, but the fit is seen to
be acceptable and the associated value deduced for the partial radiative width of

6.3 Natural Nickel Measurements
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the transition is 3.0 ±0.6 cV. Using this value, other partial radiative widths were
deduced from the relative strengths of the transitions (see Table 6.5).

If it is assumed that all the strength in the resonance was observed in the
measurements using the separated isotope, then the partial radiative width to the
ground state accounts for approximately 85 % of the total width, i.e. the total
width is predicted to be 3.5 ± 0.7 cV. This is rather large compared with the
measurement of Hockenbury ct al who give the value of 0.76 cV (Hoc 4- 69).
However, the evaluation by Moxon (Mox 74) casts doubt on this figure, since an
unreasonable value for the neutron width (1.3 kcV) was used, and he suggests that
the Hockcnbury ct al measurement may imply a total width as large as 1.7 eV.
Bearing in mind the large uncertainty in the present measurement, and the lack of
good data elsewhere, the discrepancy may not be as large as it at first appears.

6.3 Natural Nickel Measurements



7 DISCUSSION AND CONCLUSIONS
7.1 Capture in 54Fe

The results for s-wave capture in 54Fc, presented in Chapter 6, show clear
evidence of the applicability of the valence model. The data on the partial widths
given in Table 6.2 are illustrated graphically in Figure 7.1, where a comparison
with the valence model is made. The agreement is seen to be good, at least for the
transitions to the low-lying states. It should be noted that this agreement is one of
absolute values, and that it confirms and extends the findings of Raman et al
(Ram +80) that the relative strengths are as predicted by the valence model.

It should be noted that the present comparison of the absolute values of the
partial widths is a more severe test of the valence model, since any capture
mechanism which predicts a correlation between transition strengths and the (d,p)
spectroscopic factors of final states leads to an apparent agreement of relative
strengths. The additional prediction of the valence model is that the radiation
widths of a resonance are also proportional to the neutron width of the resonance.
This aspect of the model may only be confirmed by observing spectra from several
resonances; by comparing measured total radiation widths with the valence model
predictions (and assuming that t'nr o are no strong transitions other than those used
in the valence model calculations); or by finding an agreement with absolute values
of partial radiation widths in particular resonances (as in the present studies).

Besides valence capture, it was thought that these measurements might show
some signs of resonance-resonance interference in the capture channel. The effect
of such interference would show up as asymmcteric resonance shapes in the
time-of-flight spectrum of a single gamma-ray line. Interference may be evident in
such a case because only a single channel is being examined, unlike in a total
capture measurement in which the sum of several decay channels is observed, for
which the random signs of the interference terms will lead to cancelling of the
effect. Asymmetric resonances which have been observed in total capture
measurements are usually attributed to the effect of scattered neutrons in the
detectors, and a convincing case of interference in a capture channel has not yet
been observed. Examination of the yield curve for the transition to the ground state
from the 7.8 keV.y-wave (Figure 4.7), shows no evidence of any asymmetry, the fit
provided by the code REFIT being perfectly adequate without inclusion of
interference effects. The absence of any such effects may be attributed to the fact
that the 7.8 keV resonance is well separated from any other s-wave resonances.

7.2 Capture in 62Ni

The results of the capture in the 62Ni 4.5 keV resonance (Table 6.5) show a
marked difference from the corresponding data for the 54Fe 7.8 keV resonance. In
the 62Ni case, there is no evidence for the applicability of the valence model, with
both the relative and the absolute strengths of the transitions being poorly
reproduced. How can this difference be explained?

When considering the valence model, it is important to remember that higher
order (compound) nuclear processes may still take place during capture. If the
valence component to the partial width from resonance A to final state n is denoted
r.^, and there is an additional compound nucleus (statistical) component to the
width, TyP, then the complete expression for the partial width is given by

64 7.2 Capture in 62Ni



Chapter 7: DISCUSSION A ND CONCL US IONS 65

where it is apparent that a cross-term exists between the valence and the statistical
component of each partial width. The effect of this cross-term, which should be of
random sign, can be large even for small values of the compound nucleus
contribution. For example, even if the valence component is an order of magnitude
larger than the compound nuclear part, the value of the width will still differ from
that due to the valence part alone by +70% or -50%, depending on the sign of the
interference term. As the compound nuclear component is governed by
Porver-Thomas statistics, large values for this component can be expected, even
when the average partial width is small. It is therefore not surprising that valence
.effects are often obscured, and this appears to be the case h. 62Ni.

The reason that the model works so well for 54Fe appears to be due to the fact
that 54Fe has a closed neutron shell, leading to predictions of very large valence
components, sufficient in fact to ensure that the compound nuclear part does not
significantly perturb the partial widths.

How might vaLice effects be uncovered in the presence of a statistical
component to the capture? A comparison of the absolute values of the strengths
should be more sensitive than a comparison of relative values, as the absolute
values should fluctuate about the predictions of the model. There is in fact some
indication of this in the 62Ni measurements made here, where the data on the
absolute strengths of the three lowest energy transitions arc at least of the correct
magnitude. It should also be possible to uncover the effects more readily if
measurements arc averaged over a series of resonances.

Having seen very little evidence of valence effects in 62Ni capture, there is still
the possibility that interference effects might be occurring. In particular, is this the
reason that it was impossible to get a good fit to the capture data obtained with the
separated 62Ni isotope?

The fit to the natural nickel data (Figure 6.7) appears to be adequate without
needing to include any interference terms, but there are two possible anomalies
requiring some further consideration. Firstly, is there evidence of some additional
structure in the region of five timc-of-flight channels at about 5 kcV, and secondly,
is the value for the radiation width too large compared with the measurement of
Hockenbury et a I (Hoc + 69)?

The question of some structure at about 5 kcV might be answered by the
presence of a previously unknown p-wave resonance. However, using reasonable
values for the parameters of a /?-wave resonance, it was not possible to reproduce
such structure using the code REFIT. It is therefore possible that there is a more
fundamental reason for the unusual shape.

One possibility is that the 4.5 keV resonance is in fact two separate, interfering
resonances which are close together, and appear as one. However, this was
dismissed on the grounds that the gamma-ray spectrum observed in the high energy
portion of the resonance was the same as that observed in the low energy part. This
indicates that only one resonance is present, since similar spectra from two
resonances would only be expected in the case of some non-statistical process such
as valence capture, and this has been shown to be most unlikely.

Another possibility is that the shape is the result of interference with a bound
level (there is evidence of a close bound level provided by the fact that the coherent
scattering length is negative). If such a level contributed a large amount to the

7.2 Capture in 62Ni
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capture at thermal energies, it would determine the corresponding gamma-ray
spectrum. In Figure 7.2, a comparison is made between the transition strengths
observed in the 4.5 kcV resonance spectrum, and the corresponding thermal
neutron capture data of Ishaq et al (Ish + 77) (see Table 6.5), and it is apparent
that the two spectra are very similar. It would therefore appear that thermal
capture is largely accounted for by the tail of the 4.5 keV resonance, and that the
contribution from bound levels is small. Although possible, it therefore seems
unlikely that any interference terms could be large enough to produce the structure
observed.

Taking the above arguments into account, it would seem that the structure at
5 keV is just a product of the poor statistics of the data. It may, however, be
necessary to investigate further the possibility of the existence of cither a /j-wavc
resonance at 5 keV, or of interference effects.

A corollary to the argument given above, that the contribution to thermal
capture from bound levels is small, helps to answer the second question posed,
concerning the measured value for the radiation width of the 4.5 keV resonance. If
there is only a small contribution from bound levels, all the capture at thermal
energies must be accounted for by the 4.5 keV resonance (and higher energy
resonances). This implies that the radiation width of the resonance is 2.3 eV
(Mox 74), which is within two standard deviations of the value deduced from the
current observations (3.5 ± 0.7 eV), but contradicts the value of Hockenbury et al
(0.76 ± 0.12 eV). There appears therefore to be no reason to reject the current
figures for the partial radiative widths.

7.3 Future Measurements

These measurements have highlighted the usefulness of analysing gamma-ray
spectra to deduce information concerning the capture process, and of observing
single channels (gamma-rays) as a function of neutron energy to obtain absolute
partial widths. They have been achieved with small systematic errors, made
possible by measuring the neutron flux and detector efficiencies in the same
geometry as the capture measurements, and by taking into account covarianccs in
the efficiency determination.

However, the need to extend these measurements is evident, particularly by
looking at higher neutron energies, and observing several resonances from one
nuclide simultaneously. In the case of 54Fe, it would be of interest to see if
subsequent s-wave resonances provide the same spectra as the 7.8 keV resonance,
in accord with the valence model and, if so, whether their strengths are
proportional to the neutron widths. Further studies of 62Ni capture would be of
interest in revealing whether residual valence effects were present when averaged
over several resonances, and in allowing more investigations of the shape of the
capture resonances. It would also be useful to make measurements in other nearby
nuclides, although the arguments advanced to explain the failure of the valence
model for 62Ni would appear to limit the number of nuclides in which valence
effects would be apparent.

These investigations are part of a continuing study, and the suggestions for
measurements given above are in hand. It is intended that the nuclides 58Ni and
52Cr (which has a closed neutron shell) will be studied, and that the extension to
higher energies will be possible with increased machine output, and with running
conditions optimised for this type of experiment. Although it appears that in the

7.3 Future Measurements
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mass region A ~ 55, single particle effects in s-wave capture will only be apparent
when the valence model predicts a transition strength at least an order of
magnitude larger than the statistical model, there is clearly much more exciting
work to be done in this area of capture gamma-ray spectroscopy.

7.3 Future Measurements



APPENDIX A
SOLVING THE SCHRODINGER EQUATION

A.1 Introduction

This appendix describes the numerical methods which were used to solve
Schrodinger's equation in order to evaluate the valence width estimates. The wave
function solutions correspond to the motion of a single neutron in a central
potential produced by an inert nuclear core, and solutions were obtained for two
different cases: an initial unbound state and a final bound state. For the initial state,
a complex optical model potential was used (it was, however, real at the origin) and
only the s-wave, i.e / = 0, part was considered. The filial state was bound in a real
potential with / = 1.

A.2 The Radial Equation

Given a central potential, V(r), the Schrodinger equation

//i/; = [T + K(r)]V = Ety (A.I)

may be solved by the separation of variables method (see e.g. Merzbacher
(Mer 70)), so that if

i/;(r) = K(r)Y/m(0,4>) (A.2)

where V/m(0,0) are spherical harmonics, then R(r) satisfies the equation

L 2/ir2 dr\ dr

where n is the reduced mass of the system and E is the centre-of-mass energy.

By making the substitution

u(r) = rR(r) (A.4)

it is found that u obeys the radial equation

= En (A.5)
^ '2/ir

so the equation may be written in the form

(A.6). 2 " v / J v"'1 /•

A.3 Numerical Method

The equation was solved numerically, taking steps of 0.1 fm from the origin to a
radial distance of 30 fm (where the nuclear potential, V(r), may be taken as zero),
using eqn. (A.6) and the following relations which may be deduced from a simple
linear approximation:

u(r + 0.1) « u(r) + O.ln'(r + 0.05; (A.7)

and

u'(r + 0.05) « u'(r - 0.05) + O.lw"(r). (A.8)

In addition, it was also necessary to establish some initial values for the wave

68 A.3 Numerical Method
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function and its derivative near the origin, u(0) and «'(0.05). These were obtained
by considering the boundary conditions for the radial equation.

A.4 Boundary Conditions

Boundary conditions were determined by the behaviour of the radial equation as
r-» 0. Firstly, as the wave function must be finite everywhere, it follows from eqn.
(A.4) that »(()) must equal zero. Values for the derivative near the origin in general
depend on the form of V(r). In the two cases being considered, V(r) is a negative
real constant near the origin so that cqn. (A.5) approximates to

!!L+Htt _ k*u = o. (A.9)
dr1 r2-

For the bound state, A: is a completely imaginary number whereas for the unbound
state it is a real number. The solution of this equation depends on the value of /, the
angular momentum.

(i)/ = 0

In this case, eqn. (A. 9) becomes

^ - fc2u = 0. (A. 10)
dr2

Only the behaviour of an unbound state needs to be considered for the case of zero
angular momentum, so k is real and the general solution to this equation is

/<(/•) = Asm kr + ZJcos kr (A. 11)

for some constants A and B. The value of B must be zero in order to satisfy the
condition that u(0) is zero, giving, for small r,

u(r) = Asm kr » Akr (A. 12)

and

u'(r) = kAcos kr « Ak. (A.13)

The value of //(O.I ) may be chosen arbitrarily, as normalisation takes place
subsequently. It was set to be 1.0 so that «'(0.05) took the value 10.0.

(ii) / 4= 0

For small r, the centrifugal term dominates the potential, and so eqn. (A. 9)
becomes

d2ii 1(1 + 1) „ .....
— =- - v , 'u = 0 (A. 14)
dr r

which has the general solution

u(r) = Arl+l + Br~l. (A. 15)

Once more, B must be zero in order to maintain a well-behaved wave function at
the origin, and the most general physically reasonable solution is

n(r) = Arl+l (A. 16)

which implies that

«'(r) = (/ + l)Ar' = (/ +

A.4 Boundary Conditions
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The bound state being considered has / = 1 so, for this state, choosing »(().!) to
be 1.0, required i<'({)-05) to be 10.0 once more.

A.5 Finding the Bound State Energy

For the bound state, the energy E was unknown (for the unbound state it was just
the energy of the neutron approaching the target nucleus), and had to be found in
an iterative manner. The procedure adopted was to set E to zero initially, and carry
out the numerical solution of the radial equation out to 30 fm. The number of
nodes (i.e. places where the wave function crosses the axis) was counted, and if
there were no more than required (two for 2pl/2 and 2p3/2 states provided that the
node at the origin is included), then no bound state existed for that particular
potential and the procedure was aborted. Provided there were too many nodes, the
value of E was reduced, initially in 5 MeV steps, until there were the correct
number of nodes or fewer. Once the value of E was determined to be too negative,
the energy increment of 5 MeV was reduced, and E was incremented by the new
value until it was too positive (i.e until there were too few nodes). At this point the
increment was again reduced and E was decremented in value until it was once
more too negative. This process continued until a criterion for the final solution was
reached, or until it was clear that, within rounding errors, the best solution had
been found.

The criterion adopted to decide if the final solution had been found was to ensure
that the wave function had the correct number of nodes and behaved as a decaying
exponential for large radii. In practice, the behaviour at large radii was satisfied
provided the absolute value at 29.9 fm was greater than that at 30 fm.

The convergence to solution was rapid as the energy increment to be applied was
found by interpolation of the wave function values at a radius of 30 fm for those
closest energies E known to be larger and smaller than the required solution.

A.6 Normalisation of the Wave Functions

The bound state wave function was multiplied by a constant N so that its integral
over all space was unity. N was therefore determined by the condition

J Nu(r)2 dr=\ (A. 18)

since u(r) is real and equals rR(r).

The unbound state was normalized so that it represented unit flux incident on the
target. For an / = 0 wave function, the asymptotic solution as r-»<» corresponding
to unit flux is

K
ill _ 0(r) ~ -v / — 2 (sm kr + tan 60 cos kr) (A. 19)

where <5() is the s-wave phase shift and k is the wave number of the incident
neutron. The corresponding asymptotic behaviour of the derivative of the wave
function is given by

u'i = 0(r) ~ -\3~2 (^cos kr — kian 6() sin kr). (A.20)

The value of tan <50 was found by matching the numerical solutions for the
complex values u(a) and u'(a) to the asymptotic values provided by eqns. (A. 19)

A.6 Normalisation of the Wave Functions
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and (A.20). The radius a was chosen to be 15 fm, which was large enough for the
asymptotic solution to be valid. The value of tan<50 was then given by

s _ fe(»(fl)cos ka - »'(fl)sin ka) ,. 9n
lan O() — JT-TT ; , . . ; (f\.£l)

u (a)cos ka + u(a)sm ka

Having found tan <50, eqn. (A. 19) was used to normalize the numerical solution at
radius fl, and subsequently for all radii.

A.6 Normalisation of the Wave Functions



APPENDIX B

EXPRESSIONS FOR OBSERVABLES

B.1 The s-wave Scattering Matrix Element

The solution of the optical model wave function for / = 0 allows certain
experimental observables to be estimated. Thes-wave scattering matrix element 5()

is related to the .s-wave phase shift, (50, by the expression

1 + /tan A,
Sa = : ^. (B.I)0 1 - /tan <50

B.2 The s-wave Neutron Strength Function

The above relationship may be used to deduce the .s-wave neutron strength
function from the formula (Hod 63)

T?
where F," is the mean of the reduced neutron widths of the s-wave resonances (the
reduced widths are defined as Vn-\J\eV/ER for a resonance at energy ER with
neutron width Fn), and D() is the mean level separation of the .s-wave resonances.
gj is the usual statistical spin factor for a resonance of total angular momentum J.

B.3 The Scattering Radius

The scattering radius R' may also be deduced from 50,

|1 - So I
R' = ̂ p11 (B.3)

where k is the neutron wave number.

72 x B.3 The Scattering Radius



APPENDIX C
ERROR ANALYSIS USING COVARIANCES

C.1 Introduction

When carrying out an error analysis of experimental data, it should be
remembered that correlations may exist between the variables which contribute to
the total error. If these correlations are small, they may usually be ignored without
producing any significant differences to the result of the analysis. However, if the
correlations are large, inclusion of their effects may change not only the estimate of
the experimental error, but also, when fitting functions to experimental data for
evaluation or interpolation purposes, the value of the fitted function itself.

It was realized that there were strong correlations affecting much of the data
analysis of the capture gamma-ray spectra in the present work, and therefore
covariance information was included wherever it was deemed to be significant. This
appendix describes the mathematical detail involved in propagating the errors of
functions having correlated variables, and also the use of the least squares fitting
procedure for the case of correlated data points. Examples are given which
illustrate how the general formulae apply to some specific cases in the analysis of
the capture gamma-ray data.

C.2 Definitions

If there are n random variables xf (/ = !,...,«) described by some joint
probability distribution function, the covariance of any two variables x: and .v- is
defined as

COV^A-,.] = COV[A-;.,JC,.] s £[(*,. - /!,.)(*,. - /*.)] (C.I)

where E[x] denotes the expectation value of variable x, and where fj./. = E[A'A.].

The special case of the covariancc of a variable with itself is the familiar variance
statistic

(C.2)

and the error on the variable *, is just the square root of the variance, a(jr(.). This
leads to the definition of the correlation coefficient p(xt ,jc.) for the variables xf and
Xj , which is a number lying between -1 and + 1 indicating the degree of correlation
between the variables. It is related to the covariance by

Frequently the values for the covariances or correlation coefficients are put into
the form of an («x/j) matrix. The covariance matrix Vx has components

(l/.),y = COV[A-,,.V,.] (C.4)

and the corresponding correlation matrix Cx has components

Similarly, the error vector Ex for the variables Xj may be defined as a column vector
with components

(£,). = a(A,.). (C.6)

C.2 Definitions 73



74 Appendix C: ERROR ANALYSIS USING COVARIANCES

From these definitions it is apparent that the diagonal elements of the covariancc
matrix are the variances of the variables. Therefore, once the full covariancc matrix
has been established in a particular case, the errors are also known and a separate
calculation is unnecessary.

C.3 The Propagation of Errors

An experiment frequently involves the measurement of n variables
X; (i = !,...,«) from which some quantity of interest,/, which is a function of these
variables may be deduced. As the variables are only determined to within
experimental errors and, in general, also have covariance terms relating them,
there is an associated uncertainty in the calculated value of/. More generally, a
second quantity g may be deduced from the same set of measured variables xr In
this case there will be non-zero covariance terms between the estimates of/and g.

It can be shown (see e.g. (Smi 81)) that

covlAg] = (Sf - EX)T - Cx - (SR • Ex) (C.7)

where Sh denotes a sensitivity matrix of size (/ix/i) for the function h with elements

(C.8)

Ex is the error vector for the variables *;, and Cx is the corresponding correlation
matrix.

Further, it may readily be shown from cqn. (C.7) that the covariance between a
particular variable *;- (which may itself be a function of other variables), and a
function /is given by

cov[y>,] -

Successive use of eqn. (C.9) allows all the necessary error propagation to be carried
out.

C.4 Example: Relative Transition Strengths

In the body of the text, it is shown that the relative strength /?(£,) of a
gamma-ray line of energy E-t may be deduced from the measured peak area A (£,),
the gamma-ray detector efficiency E(£,-)- and the transmission of the gamma-ray
through the sample and shielding T(E^, with the relation

It is necessary to know not only the error on the value of /?(£/) but also its
covariance with the relative strength deduced for another gamma-ray line, R(E\.
The covariance will be non-zero because, although the peak areas for different
gamma-ray energies are not correlated, the efficiency and transmission terms arc.

C.4 Example: Relative Transition Strengths
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If the following identities are made,

,-) (C.ll)

then the example may be seen to belong to the general set of problems of
evaluating cov[/( £,.),/(£;)] for a function,/, of the form

p

To solve this problem, eqn. (C.9) may be applied, giving

cov

k

Using eqn. (C.9) a second time, it is found that

so the covariance is determined by the equation

^ ^

For the problem being considered, the covariances between A .̂ and xt are all zero
unless k = /, so

E c o v / l £ . , / l £ . ]
"

l/7XE,)l/7T(Ey) ' ( J

It can be shown from eqn. (C.9) that

•> ~>
x~v

and also that, as the peak areas are uncorrelated, the only non-zero covariancc
term for the variable A is the variance, A/t2(E(.), so

cov[fi(E,).fi(Ey)]

cov[T(£,.),r(£y)]
-

C.5 Linear Least Squares Fitting

The dependence of an experimentally determined quantity y on a variable x can
frequently be expressed in the linear functional form

C.5 Linear Least Squares Fitting
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j(-v) = £ pkVkW (C.19)

where the m parameters 7;̂ . (k = !,...,/«) arc unknown. The fitting problem is ' ;
determine values of the parameters which best explain the observed behaviour of y
as a function of x. This may be achieved by making a series of n experimental
measurements of y for different values of .Y, yielding n pairs of points,
(_y(-,.Y,) (/ = !,...«). The best estimates of the parameters 7;̂ ,. may then be defined
as those values which minimize the x2 statistic, defined as

X2 = (Y - Y)T • V;1 • (Y - Y) (C.20)

where the column vectors Y and Y have components

Y, = y, (C.21)
and

m

YI = £ Mk(*,) (c-22)
*=1

and where Vy is the covariance matrix for the observed values yt.

If the values pk are expressed as a column vector p so the ith component is the
value of p j , it can be shown (Mar 71) that

p = v. - AT • V;1 • Y (C.23)

where V^ is the covariance matrix for the parameter values and is given by

V0 = ( A T - V ' -A) - 1 . (C.24)

The design matrix A relates the values of Y to the parameters p through the
equation

Y = A • p (C.25)

so that

*im = V>,,,(*/). (C.26)

Once the best set of parameters has been determined using eqns. (C.21 - C.26),
values of y may be predicted for different values of x using eqn. (C.19). Any two
such estimates, y{ and y2, for x values je, and x2 will have correlated errors, since
they depend on the same set of parameters p, which are uncertain through the
covariance matrix V- .

By application of eqn. (C.9) to expressions for two different estimates of _y, it can
easily be shown that

cov[yl0>2] = W J r - V . W2 (C.27)

where V, is a column vector with components

= V, * ) - (C-28)

C.6 The Fitting of Polynomials

One simple choice for the functions \j>k in eqn. (C.19) is

</;„,(*) =*"'-' (C.29)

so that 3 is expressed as a polynomial in x of order /«, and the fitted parameters are
just the coefficients of the polynomial. There is, however, a problem encountered

C.6 The Fitting of Polynomials
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when this choice of functions is adopted, due to the ill-conditioned behaviour of the
covariance matrix for the parameter values, defined by eqn. (C.24). It is possible to
choose a set of polynomials, known as orthogonal polynomials, which avoids this
problem. They are defined by the relations

ViW = V2
V;2(.v) =

W+1 (*) = (2-v

and the functions /3 and y are given by

-2 £ W(Xj)Xjtf(Xj)
R = —_J r = 1,2,... (C.31)

E W(*7)V,2(*,)
;'

and

- E w(Xj)Xjtf(X].)
v . = —j = r = 2,3,... (C.32)
"' £ WtytyjL^)

/

where the weights W(Xj) are the reciprocals of the variances of y. at the points ,v-.

With this choice of functions, the resultant covariance matrix for the parameters,
V& is well-defined. If the covariance matrix for the experimental data points has
zero off-diagonal elements (i.e. there are no correlations present), then this choice
of polynomials diagonalizes the parameter covariance matrix. In the more general
case where some correlations are present, it allows the use of single precision
arithmetic on a computer without introducing problems due to rounding errors,
provided that the values of x. are also normalized to lie within the range
-1 <Xi < 1.

The equations of section C.5 may now be applied, once the design matrix, A has
been constructed using relations (C.26) and (C.30).

C.7 Applications of Polynomial Fitting

The simplest application of the method given in the previous section is the
evaluation of the best estimate of a single physical variable of which several,
correlated measurements have been made. This may be looked upon as fitting a
polynomial of degree one (i.e. a constant) to the various measurements. A useful
feature of following this procedure is that the evaluation so obtained has an
associated x2 statistic as well as an error. Some idea is therefore given of how
consistent the contributing data are.

If the precise behaviour of a physical variable y as a function of A- is unknown, or
is highly complex, but its general behaviour is thought to be smooth (e.g. the
detection efficiency of a Ge detector as a function of gamma-ray energy), then it
can be useful to attempt a polynomial fit of In y in terms of In X. In this case the
following substitutions are made

z = In y (C.33)

and

/ = In X (C.34)

so that z is fitted as an (orthogonal) polynomial of /.

C. 7 Applications of Polynomial Fitting
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To apply the equations of section C.5, it is necessary to find the covariance
matrix for the new variable z, from the covariances of y, the measured variable.
Eqn. (C.9), and the definition of z gives the required relation

l. (C.35,

Once the fitted set of parameters has been obtained, values of z may be predicted
for any value of / in the normal way for a polynomial. The corresponding values of
y and A- are then obtained from eqns. (C.33) and (C.34), and the covariances
between the estimates of y are deduced from calculations of the covarianccs for z,
eqn. (C.27), and the transformation to the variable y with eqn. (C.35).

C.7 Applications of Polynomial Fitting
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Fiji. 3.6. The electronics and experimental set up in the F2 blockhouse (top) and a

close-up of the detector arrangement (bottom).
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the data.
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Fig. 5.4. A measurement of the PGT detector timing response function for

gamma-rays in the energy range 810 - 920 keV. Start pulses were provided by a

photomultiplier tube which detected gamma-rays in coincidence with the Ge

detectors. The smooth curve through the points was drawn by eye.
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Fig. 5.6. The transmission observed through a 0.133 atoms b ' sample of Mn
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decreasing energy scale, and that at an energy of ~ 8 keV both the energy and the
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(with energies corresponding to thermal neutron capture).
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Fig. 6.4. The time-of-flight spectrum for the transition to the ground state
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structure on the 4.5 keV resonance (see Figure 6.2) due to Ge resonances is no
longer present.
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marked (with energies corresponding to thermal neutron capture). The strong
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Fig. 6.7. The yield for the transition to the state at 1.67 MeV in 63Ni following
capture in 62Ni. The curve is the best fit provided by the code REFIT and gives a
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Fig. 6.8. The yield, obtained using a natural nickel sample, for the transition to
the ground state of 63Ni following capture in 62Ni. The curve is the best fit provided
by the code REFIT and gives a value for the partial radiative width of this transition
as 3.0 ± 0.6 eV. Note that the abscissa is an energy scale.
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