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GLOSSARY OF SYMBOLS 
term in stopping cross-section formula, Eq. 
(20) (10~15 MeV-eV-cm2/molecule). 
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E 3 ( E ) 
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atomic weight; collimator orifice area 
(cm2). 2 
standard collimator orifice area ( = 3 cm ). 
term in stopping cross-section formula, Eq. 
(20) (Xn 1/MeV). 
center-of-mass system, 
detector dead layer thickness (nm). 
particle detection rate (particles/sec). 
energy-conversion efficiency of Moxon-Rae 
detectors: energy observed in detector per 
unit gamma-ray energy incident on the con-
verter (dimensionless). 
neutron energy (eV or MeV). 
average energy, 
charged particle energy. 
energy deposited in detector as observable 
ionization. 
neutron energy, uniquely related to t, Eq. 
(l), for a particular experiment -where I 
is fixed. 
energy of a charged particle entering an 
energy-degradi ng material, 
initial energy of a particle emitted from 
a nuclear reaction. 
neutron beam spectrum differential, = 
(neutrons/eV, at E). 
total neutron beam current differential, 
= ̂  (neutrons/sec, at t). 
total beam current differential obtained 
in a particular experiment normalized to AQ 
and YQ for comparison with those of other 
experiments. 
unit of energy release in a nuclear explo-
sion (kilotons of high explosive equiva-
lent). 
neutron flight path (m). 
standard neutron flight path, lQ = 200 m. 
neutron flight path to a designated target 
used as a reference on a particular experi-
ment. 
laboratory system, 
mass. 
mass of a particle emitted from a nuclear 
reaction (atomic weight). 
neutron beam spectrum differential, = ~ 

n(t) 

N 
N, 

Q. 
R 
amp 

R(t) 

S(E) 

t 
T 

v 
V(t) 

x 
Y 

Z 
a 

°(E) 
da 
df) 

tp 
u,(eL ,ec) 
0 

(neutrons/cm eV, at E). 
neutron beam current differential, — rj-p 

2 (neutrons/cm sec, at t). o 
molecular density (molecules/cm ). 
areal density of detector atoms (atoms/ 
barn). 
areal density (atoms/cm2 or lO1^ atoms/cm2), 
nuclear reaction energy (MeV). 
amplifier input impedance (ohms). 
nuclear reaction rate (reactions/sec), 
total neutron yield from explosion source 
(neutrons). 
differential neutron spectrum of explosion 
source, s ̂  (neutrons/eV, at E). 
neutron flight time (usee). 
ratio of transmitted to incident neutron 
beam current (dimensionless). 
velocity (ra/usec). 
voltage signal at amplifier input as a 
function of t (volts), 
path length in stopping material (cm), 
yield of nuclear explosive in kt. 
standard yield for comparison of neutron 
currents and spectra; Y^ = (i/200) • 
atomic number. 
ratio of efficiencies of incident and 
transmitted beam current detectors in 
transmission measurements (dimensionless). 
atomic stopping cross section (10"15 eV-2 
cm /molecule). 
detector angle with respect to neutron 
beam direction. 
Total areal density of deposited target 
material (e.g., oxide) normal to target 
surface (mg/cm ). 
neutron cross section at 2200 m/sec (cm , 
barn). 
neutron cross section at energy E. 
differential cross section (cm /sr or 
barns/sr). 
azimuthal angle. 
C-to-L conversion factor (dimensionless). 
target-detector solid angle (steradian). 
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HEUTRON FLUX DETERMINATION IN TIME-OF-FLIGHT CROSS-SECTION 
MEASUREMENTS USING UNDERGROUND NUCLEAR EXPLOSIONS 

by 
W. K. Brown, P. A. Seeger, and M. G. Silbert 

ABSTRACT 
Time-of-flight measurements of neutron cross sections involve 

determination of the neutron-beam flux by use of various "flux monitors." 
The unique features of the Los Alamos Scientific Laboratory explosion-
source measurements have necessitated development of special instruments 
and methods for the flux determination for each type of reaction studied. 
General measurement techniques and neutron-beam flux characteristics are 
reviewed. Properties of flux monitors for fission, capture, and scat-
tering, and for low neutron energies are discussed, as well as total 
cross-section measurement by transmission. Computer programs for data 
reduction are outlined, and the scheme for handling the propagation of 
errors is presented. 

1. INTRODUCTION 
The Los Alamos Scientific Laboratory is en-

gaged in the time-of-flight measurement of neutron 
cross sections using underground nuclear-explosion 
sources.̂ " The source generates an extremely in-
tense neutron pulse. A well-collimated beam passes 
through targets at the end of a known flight path 
(see Fig. 1). Signals from detectors placed close 
to the targets are directly proportional to the 
cross section of the reactior. and to the neutron 
flux, which is essentially the same through all 
targets. Therefore, a convenient intermediate step 
in determining unknown cross sections is the deter-
mination of the time-dependent neutron flux using 
one or more targets of known cross section. It is 
also necessary to predict the flux vith reasonable 
accuracy before the experiment in order to preset 
recording sensitivities to prevent loss or"compro-
mise in quality of data because of limitations in 

g 
the dynamic range of the recording system. 

Flux-measurement techniques in this type of 
experiment differ in one major aspect from conven-
tional laboratory techniques. Because only a sin-
gle pulse is available, enough events must be de-

tected in each resolved time interval to give ade-
quate statistical accuracy. The high reaction rates 
preclude use of conventional counting circuitry, and 
the data are in the form of current signals whose 
levels depend in part on the energy deposited per 
particle and on the cross section of the flux moni-
tor. Because high signal levels are necessary to 
limit the effect of amplifier noise and baseline 
uncertainty, the Q-value of the reaction is as im-
portant as the cross section. This fact weighs 
against the use of hydrogen elastic scattering, for 
example, as a flux monitor, and supports the use of 
fissionable targets. However, at the lower end of 
the scale of available neutron energy (tens of eV), 
the large fluctuations in fission cross sections 
make preferable the use of (n,p) and (n,a) reactions 
on light nuclei, as commonly used in laboratory 
measurements. It is advantageous to use a flux 
monitoring reaction similar to the unknown to be 
measured, in order to reduce background and effi-
ciency uncertainties when taking signal ratios. 

Besides precision recording of the signal cur-
rents, absolute flux determination or cross-section 
ratio determination requires accurate measurement 
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Fig. 1. A diagram of the experimental apparatus 
for neutron time-of-flight cross-section 
measurements. The nuclear explosion 
source is at the "working point" which was 
185 m underground for this, the Petrel, 
event. 

of monitor target thicknesses and target-detector 
solid angles. Methods for measuring these quanti-
ty's and for calculating the energy losses of the 
various charged particles are described 'below, 

•a 

Processing-1 of the background and flux monitor 
signals after dav-Si collection begins with the digi-
tization of analog signal traces recorded on photo-
graphic film. The digitized data are converted to 
signal across the amplifier input in mV vs time of 
flight in Usee by the use of amplitude and time 
calibrations recorded on the film along with the 
data. The background is then subtracted from each 
signal, and each is divided by its cross section 
and multiplied by appropriate geometrical and kine-
matic factors to obtain the flux. Finally, the 
fluxes determined from various signals are combined 
by weighted averaging. Random and systematic un-
certainties are propagated through each step. 

2. DISCUSSION OF METHOD 
a- Tlme-of-Flight Principles 

For neutrons, the relation between energy, flight 
path, and time of flight is given by 

E = mV2 = (5226.95 eV Usee8 m"2). 2 t* (1) 
Typical flight paths used in explosion-source meas-
urements are 200- to 300-m long. By placing a mod-
erator in the line of sight above (or beside) the 
explosion source, as indicated in Fig. 1, an energy 
spectrum between 10 eV and several MeV is obtained. 
Fission neutrons begin to arrive at the targets 
after-10 to 20 usee, and the last neutrons in about 
5 msec; this defines the required recording time 
span. 

The time resolution in the neutron beam depends 
on the 0.1-M-sec burst time, the physical size of 
the source, and (at lower energies) the source time 
of the moderator. The rather complicated result of 
these combined effects has been discussed else-1 k 
where. ' All other system components are designed 
to match the shortest time, 0.1 usee, associated 
with the source. 

To achieve a nominal statistical accuracy of 3$ 
in the analog signal, it is necessary to plan the 
experiment so a3 to obtain 1000 detected events per 
resolved time interval. The first step in planning 
for such a level is to obtain advance knowledge of 
the approximate neutron spectrum. Calculations both 
from theory and from previous experimental results 
are discussed in Section 3-
b. Current-Signal Principles 

The reaction rate, R(t), is the product of the 
total neutron beam current, I(t), and the reaction 
probability, which for thin targets is the average 
target thickness parallel to the beam, Ng (atoms/cm ), 
times the nuclear cross section, o(E(t)): 

R(t) = I(t)lj(E). s (2) 

The quantities denoting beam current, I, and spec-
trum, n, are related by 

I(t)dt =A n(t)dt = A n(E)dE s i(E)dE, (3) 
where A is the collimator orifice area. Above the 
orifice, l(E) is independent of the distance from 
the source; l(t) for neutrons of fixed energy is 
inversely proportional to the flight path. The area 
of reacting material on the target foils is normsily 
made larger than the beam, so that only the target 
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density and the total beam current enter into the 
calculation of the reaction rate. 

Detectors appropriate to the type of measure-
ment being performed are placed just outside the 
neutron beam, and view the reaction area on the 
target foil. For particles that always cause a 
pulse when they strike the detector (e.g., charged 
particles in a solid-state detector), the detected 
particle rate is given by 

D(t) = Kt)*, ^ ( E , ^ CO 
•where the differential cross section in the labora-
tory, L, coordinate system is evaluated at the angle 
@L of the detector, and C^ is the laboratory solid 
angle of the detector, evaluated "by integration 
over both the reaction area and the sensitive area 
of the detector.1 If the angular distribution var-
ies markedly over the angular spread involved, the 
integral should be so weighted. The relative solid 
angles of all detectors are measured ill situ before 
each experiment by inserting an. alpha source shaped 
like the reaction area into each target foil posi-
tion. 

If 0£ is the center-of-mass angle correspond-
ing to 0L, Eq. (4) is equally valid in the center-
of-mass system if the detector solid angle is cor-
rected by 

dĈ , sin ecd6cdtp 
Uj(eVsc) s = sin eLdeLdtp 

sin26T 
cos(e - e T ) , (5) 

where the last equality is a result of nuclear kin-
ematics. Then 

D(t)= I(t)Ns|^(E,ec)^(eij,ec). (6) 

For s-wave neutrons, the angular distribution in 
the center-of-mass system is isotropic, do/dĈ , = 
c/V. Combining this with Eqs. (2) and (6), 

Vwave^) = ̂ ( V ^ l EP 
where the approximation is for low neutron energies 
for which cu = 1. 

Finally, the voltage signal, V(t), is the prod-
uct of the detector current and the amplifier input 
impedance, R amp 

q D(t)E, (E) V(t) = „deP R v ' W amp 
= ̂ ^dep^anp^^3 x 10~8 110 MeV_1)' (8) 

vhere E,jep(E) is the energy deposited per particle 
and W = 3-62 eV5 is the energy required to create 
an ion pair in 'the Si detector. Electronic charge 
q = 1.6 x 10"13 nC. The calculation of Edep(E) for 
different types of measurements will be considered 
in the following sections. Note that uncertainties 
in W or q cancel because all measurements are ratios 
of two signals. 

A second criterion can now be applied to the 
signal, in addition to the requirement on D(t) for 
adequate statistical accuracy. The signal must be 
large enough that it is not significantly affected 
by stray currents induced after the detonation of 
the nuclear explosive. The amplifiers used have 
lin-log gain characteristics capable of accepting 
input signals varying over several decades of dynam-
ic range. Experience has shown that we cannot 
achieve 3% accuracy for V(t) of less than 0.5 mV 
using "high-gain" amplifiers or for V(t) of less 
than 3 mV using "low-gain" amplifiers.1 

3. HEUTRON-FLUX CHARACTERISTICS 
a. Prediction from Theory 

The total number of neutrons produced by a nu-
clear explosive can be estimated from its energy 
yield. Given the yield in kilotons, using the 
standard conversion factors (l lb TNT = 2 x 1013 
ergs and 1 23^U fission = 200 MeV), and estimating 
that of the 2.5 neutrons produced per fission 1.1 
are consumed in producing the next generation, we 
calculate that a yield of about 3 kt is required to 
produce 1 mole of neutrona, more or less, depending 
on the neutron absorption in materials surrounding 
the nuclear explosive. 

The shape of the neutron spectrum can be esti-
mated from the fission spectrum.^ The source is 
surrounded by hot (~ 1 keV) hydrogenous material 
(high explosive) at the time of neutron emission.^ 
If a moderator is used, the typical l/E slowing-down 
spectrum and Maxwellian "thermal" distribution of 
the heated, shocked, and moving moderator material 
are also present. If there is no moderator (as in 
the I96U Parrot event), the typical source spectrum, 
S(E), can be normalized to the total neutron yield, 
S, by 
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S = J 5(E) dB, (9) 0 
and the observed neutron current will be S(E) re-
duced in magnitude by the fractional solid angle 
subtended by the collimator orifice; 

When a moderator (usually polyethylene, some-
what protected from gamma heating by a lead sheath) 
is placed between the source and the collimator, 
sosae of the fast neutrons are removed from the beam. 
Of those removed, some leak from the moderator while 
slowing down, seme are thermalized, and some are 
captured. Because neutrons leak from the moderator 
in all directions, the leakage must be considered a 
second source, typically separated from the source 
or fission neutrons by l/2 m. The moderator is 
heated initially by gammas and neutrons to about 
10 eV, and is compressed, heated, and accelerated 
by a strong shock after about 4 Msec. At that time, 
most of the neutrons are boiled and squeezed out of 
the moderator in a sharp-rising pulse having an ex-
ponential tail with a 1- to 2-psec time constant. 
The bulk motion of the moderator up the flight path 
sets a lower limit on the neutron velocity. 

The nuclear explosive may be placed out of the 
line of sight to prevent the high-intensity ganna 
flash from reaching the targets. This geometry 
eliminates the possibility of seeing fast neutrons 
direct from the device; the moderator is the sole 
source of neutrons. In this case, it is even more 
difficult to predict the spectrum; a Monte Carlo-
type calculation 1b required. 
b. Shot-to-Shot Comparison 

Because of the difficulties and uncertainties 
in calculating the beam spectrum, further confi-
dence can be obtained by intercomparison of the 
spectra obtained in previous experiments. This 
process is facilitated by adopting a standard ref-
erence flight path, collimator orifice, and explo-
sive yield. 

The beam current, 1(E), is related to the 
source spectrum by the solid-angle ratio of the 
collimator orifice: 

1(E) = - A - S(E). (10) 

A major factor affecting the current magnitude is 
the fact that if a higher yield device is used, it 
must be buried deeper to prevent escape of radioac-

. tive debris. In such experiments, in which a rela-
tively large vacuum pipe extends to the surface, 
the depth-to-yield relationship has been approxi-
mately 

i-lflOJ^3, (H) 
vhere YQ approximates the actual yield and can be 
considered a nominal yield in kilotons defined by 
this relation. Because the number of neutrons pro-
duced is proportional to the yield, and yield is 
related to flight path by Eq. (ll), the beam current 
per unit time is 

• I(t) = 1(E) I3 = AE3/2. (12) Idtl jfZ A 

Thus, the beam current, I(t)/A, plotted vs E should 
be directly comparable from shot to shot, and the 
signal level at any energy from the same target 
should also be the same, unless the type or arrange-
ment of the nuclear explosive or moderator is 
changed. Including variations of the orifice area 
and deviations of the actual yield from YQ( £), the 
properly normalized quantity for comparison is 

I'(t) = I(t) ( i - U 1 , (13) o 
where the collimator orifice has been normalized to 2 
AQ s 3 em to retain the units of current. Table I 
lists the pertinent quantities (where available) 
for four events. The beam currents for these events, 
normalized to aid in prediction of neutron currents 
in future events, are plotted in Fig. 2. 

TABLE I 
SHOT CHARACTERISTICS FOR FLUX COMPARISON 

Event Date iiHl A(cmg) Y(kT) *0(KT) 
(A.L.) kW 

Furot Sec. 1&* 181.3 1.0>t 1.2 1.0a O.lll 1.07 
Petrel June 1955 101.3 a.85 i .a 1.0a l . i a 1.07 Pe?ain»n Feb. 1967 300.6 a .97 N. A. It. 66 
Fonurd March 1958 aiu.6 8-97 1-3 1.69 0.76 0.83 
\> " 3 , • SOC e, (ife)3-

To predict a current for a future experiment, 
one uses 

^predicted = S ^ ^ ' t V ' ^ 

Such a prediction must be used with caution, par-
ticularly if any fundamental change is made in the 
nuclear explosive or moderator or in their arrange-

h 



NEUTRON CURRENT C N ' S E O VS. ENERGV CEV5 NORMALIZED RREfi, V IELD 
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Fig. 2. Total neutron current vs neutron energy. 

ment and location with respect to the line of sight. 
If changes are not too drastic, and nothing unfore-
seen occurs, it should be possible to predict the 
beam current in a future event to within a factor 
of two or three over at least part of the energy 
range. 

Plots of neutron current such as those in Fig. 
2, although in the most useful form for prediction 
of reaction rates, do not offer a basis of compari-
son to those familiar with various accelerator neu-
tron sources, (a,n) sources, or nuclear reactors. 
Moreover, the l'(t) vs E plot is not esthetically 
pleasing because it involves a time-varying quanti-
ty plotted vs energy, and is certainly not directly 
integrable in any sense. For these reasons, Fig. 3 
has been included to display plots of E * n(E) vs E. 
This figure shows the actual (unnormalized) spectra 
obtained in the various events. Inspection of the 
foregoing equations reveals that if one wished to 
normalize the energy-dependent flux in the sense 

given above, the proper plots for comparison would 
be 

\"1 /i \-l 
-) vs E, n(E) g - f J 0 0 • n(E) * JT T o xo 

where iQ, an arbitrarily chosen flight path of typ-
ical 200-m length, has been introduced for conven-
ience in retaining the spectrum units. The normal-
ization factor has been included in Table I. 

Graphical display of flux in the E n(E) or 
E l(E) form is convenient for several reasons. If 
the cross section of the target nucleus (or the 
target/detector combination) exhibits l/v behavior 
and the cross section o^ at v = 2200 m/sec is known, 
then 

o(E) = o. 2200 = 0 . 0 0 2 2 o 0 1' (15) 
Because 

I(t) l(E)|f|= 2 f 1(E), (16) 

the reaction rate from Eq. (2) is proportional to 
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Fig. 3- Comparison of neutron spectra from the Parrot, Petrel, Persimmon, and Pommard events. The ordinate 
is in units of neutrons/eV-cm^ multiplied by the neutron energy in eV. 

E 1(E): 
0.0022 a 

R(t) = 2 E 1(E) j 2. (i7) 
Further, if l(E) « l/E, as in the moderator slowing-
down spectrum, then E l(E) and, hence, R(t) are con-
stant in this energy range—an optimum result as is 
discussed below. Thus, a l/E spectrum appears as a 
horizontal line on this type of plot and gives rise 
to a constant signal in the l/v case. The E 1(E) 
form obviates the need for plotting over many dec-
ades for this type of spectrum (as in the l(E) case) 
and therefore displays greater detail. This type of 
plot has become standard among health physicists and 
reactor physicists, who will recognize the ordinate 
units as being neutrons per unit "lethargy," i.e., 
per natural logarithmic energy decrement. Note that 
when flux is plotted vs log E, the unit energy 
changes in length along the abscissa, whereas the 
logarithmic energy decrement does not. 

c. Optimum Spectrum Shape 
For the purposes of this method of neutron 

cross-section measurement, an optimum spectrum (be-
sides being generally intense) is that which results 
in the least dynamic range of the time-dependent 
analog signal, which is proportional to l(t)o. The 
recording system capability is 5 decades with de-
creasing accuracy in the lowest (linear) portion. 
Fluctuation in fission cross sections, for example, 
can reach 3 decades in the resonance region, so it 
is clearly desirable to hold the variation of l(t) 
across this range to less than 2 decades. 

If the cross section to be measured were con-
stant (approximately true for scattering cross sec-
tions, and for nonthreshold fission cross sections 
0.1 < E < 6 MeV), a constant I(t) would be ideal. 
On the other hand, if the cross section varies as 
l/v (the low-energy flux monitors ^He(n,p)^H, 
6Li(n,t) He, 10B(n,a)7Li, or a scattering cross 
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section where the detector is l/v), then Eq. (17) 
shows that a constant E 1(E) would serve the pur-
pose. 

We conclude that for the recording problem 
alone, the following current spectrum, expressed in 
terms of the various representations, would be op-
timum. 

Spectrum 
Representation 10 eV < E < 0.1 MeV 0.1 <•' E <6 MeV 

l(t) l/t const 
1(E) l/E l/E3/2 
E 1(E) const 1//E 
Figures 2 and 3 show that the functional vari-

ation for E < O.J. MeV is approximately correct be-
cause of the l/E slowing-down spectrum produced by 
the moderator. Above 0.1 MeV, the actual fluxes 
are larger than this optimum. 

U. FISSIOM FLUX MONITORS 
The most suitable flux monitor for fission 

cross-section measurements is one employing a well-
known fission reaction. Because considerable effort 
has been put forth to obtain high precision cross-
section values for 23̂ U(n,f),^~^ this reaction is 
an obvious choice. The use of a reaction similar 
to that being investigated has clear advantages in 
reduction of systematic errors. 

In any case, backgrounds present at early 
times make it imperative that signals be large at 
high energies. The background is measured by allow-
ing the neutron beam to pass through a blank foil 
backing, using identical geometry and detectors, 
and the early-time flux monitor signals must be 
sufficiently larger than the background so that the 
subtraction does not result in unacceptable uncer-
tainties. Use of the fission reaction, which typ-
ically yields ~85 MeV per fragment, is a conven-
ient way to generate high signal levels. 

Below a few keV, fluctuations in the 235U(n,f) 
cross section compromise its use as a flux monitor. 
Nevertheless, the low-energy 235U(n,f) signals can 
be used together with a flux generated from the 
light-nuclei (n,p) and (n,o;) reactions to derive 

235 
the U(n, f) cross section, which can be integrated 
over standard energy intervals and compared to data 
of other experimenters to furnish a check on the 
low-energy flax. 

The fission-fragment energy observed as cur-
rent from the silicon detectors is less than the 

fragment kinetic energy released in fission because 
of three factors: (l) energy loss in the fifsile 
deposit, (2) energy loss in the detector froi,c dead 
layer, and (3) incomplete conversion of fragment 
energy into observable electron-hole pairs in the 
silicon, termed fragment energy defect. The com-

3 bined result of these factors has been measured in 235 
a thermal neutron beem using the same U oxide 
foil as one of the underground experiments, and five 
of the same detectors, with window thicknesses from 
0.9 to 3-1 Wn- Using the empirical relation of 
Viola and Seaborg10 for the initial kinetic energy, 
and using a nominal value of 12.^ MeV for average 
energy loss emerging at through half the thick-
ness of a 1 mg/cm -dense foil, gives (in MeV) 

dep 
g 

= (o.iosu -A- + 23.2̂ /2 
A ' 

- 12.1*(ps - 0 .586 mg/cm2) - 17.1- 8.3 d, 

0.0532 1̂ 73 + 1.8 12.4 pg - 8.3 d, (18) 

where A is the compound nucleus mass, p the sur-
face density of the target (oxide) in mg/cm , and d 
the detector window thickness in urn. Uncertainties 
in this expression result from standard deviations 
of these measurements of E^ . p , and d, and the dep' s' , 
errors of extrapolation away from U and away from 
Ps = 0.586 mg/cm . Taking a 10% uncertainty in the 
coefficient of Z^A1/3, 30$ in the estimate of dE/dx, 
± 0.1 (im in d, and ±0.6 MeV in K ^ from the thermal 
measurements, ve get 

<6Edep>2 = 0.0051 - 1370JJ + (12.b &ps)< 

T3-7( Ps - 0.586 >T + (0.83)' 
+ (0 .6) 2 (I.92 + 0.81 d+ 0.38 d2). (19) 

Thus, the observed average kinetic energy per freg-
ment from the standard U foil in a 1-Hm window 
detector is 59-0 ± 1.3 MeV. For neutron bombarding 
energies of interest, the kinetic energy of fission 
fragments is independent of excitation energy, so 
the quantity Edep(E) in (8) is a constant; re-
call, however, that there are two fragments of en-
ergy per fission event. 

5. MONITORS FOR LOW-ENERGY NEUTRONS 
Below 1 to 10 keV, light nuclei are more suit-

able for flux monitors because .their cross sections 
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are smoother than fission cross sections. Rela-
tively low signal levels axe acceptable because 
backgrounds are negligible. Desirable attributes 
of the flux monitor include a large, smooth, well-
known reaction cro3S section, a high reaction ener-
gy, and small energy loss for the detected parti-
cles. The last quantity depends on the physical 
and chemical form of the foil. Three familiar can-
didates immediately present themselves: 
^Li^t^He, and 10B(n,a)7Li. Advantages and dis-
advantages of each are discussed below. 

As each of these reactions involves the detec-
tion of a relatively low-energy charged particle, 
careful attention must be paid to the energy losses 
of charged particles in matter. The stopping cross 
section, e, in eV-cm^/molecule can be expressed"*"*" as 

n dE 
- I F ' ^ ^ c ^ ^ c (20) <Ec) 

where for protons end for atomic number Z the con-
stant a is 0.2395 2 x 10~15 MeV-eV-cm2/atom, and b 
is about 5 - In Z if E, the particle energy, is in 
MeV. For molecular foils or for very low particle 
energies, this expression has no physical meaning, 
but values of a and b can be found to fit experi-
mental data1"1" over the ranges of interest. 

The foils used are thick enough that e varies 
Expanding considerably over the thickness Ng = Nx. 

the particle energy in powers of Ns, 

E (K ) = E n+ cv s' cO 

But dE / m = c' s 
aS 

- m s E, * I
 N

s
2C" 

dN 
ds_ 
an. 

fco 

de 
dE 

dW 
cO 

5= 
c ® s 

de 
dE (21) 

.varieB with the incident neutron energy, it is in-
cluded with the statistical, rather than the sys-
tematic, errors. Relevant values of a and b are 
discussed below and listed in Table II. 

The quantity Ejep(E) for Eq. (8) is found by 
solving the nuclear kinematics for the initial en-
ergy, E^, of the detected particle of mass M^: 

re&L-Mi 
e 3 ( e ) = 

(MgE)1/2 
A-t-l cos 0_ + ll A+l Q. 

+ A£fE + (A+l) 
2o 2 003 L 

PL/2 
(23) 

Equations (20) and (22) are evaluated at E^, and 

Differentiating Eq. (20), the average energy loss 
in half the thickness (atoms/cm2) is 

, e(E „) r -i/N_\2 
t ^ r ^ T f - R - O c o ) -

This approximation has been compared to a calcula-
tion by D. W. Watkins of this Laboratory, in which 
the foil was divided into a large number of zones 
and the average emerging energy was found by con-
sidering the particles that originated in each zone 
and passed sequentially through other zones to the 
surface. The approximation was adequate for the 
foil thicknesses used. An error of 10$ of the cal-
culated AE is assigned to the result; because US 

W E ) e 3 ( e ) A E C ( E 3 ) . (a*) 
a. The ^He(n,p)^H Reaction 

The large thermal cross section, 5327 ± 10 
barns, is known to vary as l/v up to 11 eV,'1"2 and 
although there are no published measurements of en-
ergies between this and 5 keV, a good theoretical va 
extrapolation of the data gives confidence to 
within a few per cent. The Q-value is 0.764 MeV. 
The stopping-power parameters a and b given in Table 
II are from Ref. 11. 3 

A He gas target was used as a flux monitor in 
the Persimmon event. The atomic density was found 
by measurement of temperature and pressure, and the 
chamber was arranged with the detectors within the 

lU o 
gas at 90 to the beam; tritons do not contribute 
to the signal for E ^ Q. The energy loss in the 
gas for this experiment is shown in Table II; note 
that the thickness Ax is the total gas between the 
center of the active area and the detector. The l8 2 
active areal density was 9.13 x 10 atoms/cm . The 
additional energy loss in a 1-Wn silicon detector 
window is also shown in Table II. Because the pro-
ton velocity is too low for use of the true Bethe-
Bloch expression in silicon, the parameters were 
fitted by least squares to data in the energy range 
of interest. 

There was a background for E > 2 keV in the 
Persimmon event which did not appear in the accom-

k 
panying He monitor. As this was probably due to the 
gamma flash at t = 0, positioning of the source out 
of the line of sight may help. The geometry used 
included a ring of detectors around the beam; to 
first order this corrects for any beam asymmetry. 
The resulting geometry, however, thus differs from 
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TABLE II 
QUANTITIES USED IN CALCULATION OF E 

Q 
Initial Ec 
for E = 0 

Material (MeV) (MeV) 
3He 
6Li 

0-764 
4.786 

Ep = 0.573 
Et = 2.735-

6LiF 4.786 
Eq = 2.051-
Et = 2.735-

ioB 2.344 
Ea = 2.051-
E = i - ^ s 

Si Ep >0.2C0 
Eq = 0.6 Ej 
Eq «1.4 

(10"15 MeV-eV-cm2) 
0.̂ 79 
10.8 

36.1* 
24.9 
2.83 
44.8 
53-5 

dep 
b 

(-in MeV) 
3-99 

1.276 

1.137 

1.391 
2.850 
0.751 
1.09k 

typical Values 
AE„ 

(1018 cm"2) 
26.5 

25.0 

8 .0 

6.0 
5-2 
5-2 
5-2 

(MeV) 
0.080 

0.2̂ 9 

0.251 

0.181+ 
0.066 
0.167 
0.298 

dep 
(MeV) 
0.427 

1-977 
x 2 

1-975 
x 2 
1.010 

that of most other targets, making comparison 
slightly more uncertain. 
b. 6Ll(n,t)\e and 6Li(n,a)3H 

Either the triton or the a may be detected from 
a reaction. The thermal cross section is 91*0.3 ± 
1.6 barns,1'' and a « l/v (with increasing uncertain-
ties) to a few keV.16 The Q-value is 4.766 MeV. 
Table II includes stopping-power parameters for both 
lithium metal and LiF; the latter, as a vacuum evap-
orated foil, has been our principal low-energy flux 
monitor. Note that if it were feasible to use ̂ Li 
metal, three times as much lithium could be used 
with the same energy loss. 

Detection of both the triton and the alpha 
complicates the energy loss calculations. First, 
energies of the reaction products emitted at 15, 
55, and 9O0 were calculated for bombarding energies 
from 0 to 10 MeV. It was found that the average of 
the 0: and the t was given to within 0.3$ by a sin-
gle kinematic calculation assuming an emitted par-
ticle of mass 3-1/2. To find the stopping power 
for this imaginary particle, the average of ea(E

a) 
and «t(Et) was plotted vs E&v = (EQ + Et)/2 for all' 
of the above bombarding conditions. The plot was 
extended to slightly lower values of E assuming that 
E = 0.75 E. (as for zero bombarding energy), and 

cc t 

then the parameters a and b were fitted by least 
squares to the averaged data. The resulting energy-
loss calculations agree to within 1% with the aver-
age of separate calculations for a and t. 

The same procedure was carried out for the 
silicon detector window, using EQ = 0.6 E^ (as is 
the case when the particles leave a typical LiF 

foil), and considering the energy range of from 
1.3 to 2.4 MeV, for which ea and «t could be derived 
from data in Ref. 11. The resulting stopping powers 
are nearly identical to those of LiF, and we have 
customarily added the silicon atoms to the LiF and 
made a single calculation. These calculations were 
checked by bombarding a LiF foil with reactor neu-
trons and measuring pulse heights in silicon detec-
tors. The calculated average energy loss was within 
the experimental uncertainties. 

The thicknesses given in Table II are half 
those of typical targets and represent the average 
amount of material traversed by escaping particles. 
Note that for ̂ Li the typical E^^ values are for 
either of the two particles, and should be doubled 
to give the total detectable energy per reaction, 
c. 10B(n,a0)7Li and ^ ( n ^ ^ L i * 

The reaction proceeds principally to the first 
excited state, the ground-state branch being only 
6.3$ for thermal neutrons1^ and remaining constant 18 
Tip to 30 keV. The average Q-value has been taken 
to be 0.063(2.792) +• 0.937(2.314) = 2.344 MeV. If 
necessary, the effect of the variation of branching 
ratio above 30 keV, which produces a slight increase 
in Q, can be simulated to first order by a variation 
in the assumed cross section, because the signal 
strength depends on the product of a and E 'dep- The 
2200-m/sec cross section (aQ + 0^) is 3835 ± 7 
barns, and the variation is within about 4% of l/v 
up to and above 100 keV 18,20 Stopping-power param-

21 
eters were fitted to data on proton energy losses 
adjusted for the a-particle mass and charge.11 The 
thickness used in the example is half that of a 
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200-Hg/ cm foil. Parameters have also 'been fitted 
to silicon data in the appropriate energy range. 

This monitor has the advantage that the foil 
10 22 

is vacuum-deposited B metal. It is therefore 
physically and chemically stable, and there is no 
danger of leakage, as in the case or 3He, or flak-
ing, as with ̂ LiF. It should be possible, with 
care, to use a foil for years. 
d. Comparison of 3He, ̂ Li, and 10B 

The three flux monitors should be conipared on 
the basis of the criteria discussed earlier—the 
relative detected event rate per resolved time in-
terval (statistics), and the energy deposition rate 
(signal level). Because each event produces only a 
very small signal, satisfaction of the latter cri-
terion ensures satisfaction of the former. For a 
given neutron energy, E, the signal level is pro-
portional to 

ps c(E) ft E d e p(P s ,E,Q). 

The quantity a(E) /E is a constant for each reac-
tion over the l/v range of its cross section. Note 
that Edep is a function of foil density as well 
as of E and Q. A curious fact is that for these 
three reactions, the product a0Edep is nearly the 

same; for the values of N used in Table II, it dif-r , s _ _ 
fers by % between Li and B, and slightly more •3 
between these and He. This holds until the foil 
thickness approaches the range of the primary ener-
gy-carrying particle as is shown in Fig. 

One might conclude from Fig. 4 that ̂ LiF or ̂ Li 
metal foils hold a distinct advantage. This would 
be true except that foils of ̂ LiF cannot easily be 21 made appreciably thicker than 0.01 x 10 molecules/ 2 6 cm , and that Li metal foils present many practical 
difficulties. 6LiF foils of essentially infinite 
thickness can be made if some internal structural 
support is provided. The response is more complex 
than that of a thin, pure target, but such foils 
may be used to advantage in transmission measure-
ments (see Section 8). 

At present, we feel that the reactions 
3He(n,p)3H, 6Li(n,t)^He, and 10B(n,cO^Li have rough-
ly equal merits for use as flux monitors at low neu-
tron energies. This may no longer be true if the 
background generated by the gamma flash can be re-i li 
duced, or if the monitors are used at higher neu-
tron energies where the angular distributions of 
the emitted particles become an important factor. 

UJ 
>100 

< 2 O 
to 
I-z 
UJ 
cc 
cc 
Z3 o 
tlJ 
> 

< UJ 
cc 

10 
PERSIMMON 

1.0 
0.001 0.01 0.1 

L i F 

AREAL DENSITY ( x | 0 Z l MOLECULES/cm2) 
1.0 

Fig. Comparison of alternative materials for flux measurement at low neutron energies, in terms of rel-
ative signal level vs areal density of the target material. 
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6. SCATTERING FLUX MONITORS 
Although the flux determined by fission and 

light-element (n,p) and (n,a) reactions might be 
used for scattering reactions, the use of a known 
scattering reaction for the flux monitor has the 
advantage of canceling uncertainties in 
background by the use of identical detectors for 
the monitor and the unknown signal. The quantity 
E ĝp(E), average detected energy per scattered neu-
tron, is a complicated function of energy includ-
ing cross section and kinematics of the reaction 
used to convert the scattered neutron to a detec-
table charged particle and the energy loss of that 
particle before detection. Clearly, a thicker tar-
get must be used, and the scattered-neutron detec-
tor must have a relatively high efficiency because 
of the low signal levels obtainable per detected 
event. In principle, the seme reactions used for 
direct flux measurement can also be used to detect 
scattered neutrons, and the discussions of Sections 
^ and 5 are applicable. 
a. Scattered-Neutron Detectors 

A high-pressure -'He gas scintillation detec- • 
tor has been successfully used for measurement of 
scattering cross sections. Operating at 2^0 atm, 
the detector has high neutron efficiency and low 
sensitivity to gamma radiation. Another form of 

•3 
detector using He, which will be used in the next 
experiment, has a stack of 10 silicon detectors in 
a vessel filled with ̂ He at about 25 atm, at which 
pressure the range of the emitted proton is equal 
to the distance between detectors. The character-
istics of this type of detector arrangement have 

2^ 25 
been studied elsewhere, ' and look promising for 
this application. 235 Another possibility involves placing U foils 
between the silicon detectors in the stack. Since 

235 
the U cross section is feu: from smooth, a block 
of polyethylene (l cm thick) would be placed in 
front of the detector to spread the energies of the 
incident neutrons. Unfortunately, the polyethylene 
also prevents a large fraction of the neutrons from 
reaching the detector, so that the signal level 3 
would be no larger than the He signal. 

The above detectors are sensitive to fission 
neutrons as well as scattered neutrons. To measure 
scattering from a fissile target, a second detector 
stack with CH^ gas could be used to measure the 

fission neutrons for subtraction from the signal 
from a similar stack in JHe. This subtraction will 
also correct for 7-ray background. Because the two 
signals will be nearly equal, it would be advanta-
geous to balance the detector responses very care-
fully and subtract the analog signals before record-
ing. 
b. Monitor Target 

The 
n,n) reaction offers several advan-

tages as a flux monitor for scattering cross-section 
measurements. Natural bismuth is monoisotqpic and 
has a constant, relatively large, well-known cross 
section. The capture cross section is small. A 
large scattering resonance at 800 keV will verify 
the energy scale and the resolution of the system. 
The thickness of the Bi can be determined by weigh-
ing. Lead is a possible alternative to bismuth, al-
though its capture cross section is slightly larger. 

7. CAPTURE FLUX MONITOR 
On all, experiments to date, the flux determined 

by fission and light-nuclai monitors has been used 
for the capture cross-section measurements as well. 
This has not been adequate because systematic errors 
are introduced by the use of gamma detectors with 
characteristics differing from the flux detectors. 
The situation is expected to be improved on the next 
shot by using identical detectors to measure flux at 
several points in the spectrum by observing known 
resonances in a monitor target. 

The ideal detector for capture measurements in 
these experiments would have a high efficiency inde-
pendent of the incident photon energy; its response 
would thus be independent of the cascade following 
capture in any particular isotope. The detector used 26 is of the Moxon-Rae type, with Bi 0 added to the 

27 graphite converter to flatten the energy response, 
28 

and with a solid-state detector, replacing the 
photomultiplier of the original design. This design 
is expected to have a constant response per MeV of 
incident gamma energy for photons between 1 and 8 MeV. 

Calculation of the efficiency of this detector 
to better than about ±20jt is difficult. ̂  An effi-
ciency measurement will be attempted in our next ex-

29 
periment: the neutron beam will be passed through 

238 
gold and V foils mounted inside a rapidly ro-
tating drum. The tangential velocity of the foil 
will be sufficient to resolve capture resonances 
between ̂ K) and 330 eV, so that each of the activated 
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resonance areas nay be cut out (in the manner of 
the J<os Alamos "wheel" experiments),30 and the ac-
tivity of each determined by standard counting 
methods. From the residual ̂ ^Au and g_ac_ 
tivities, the total number of captures that occurred 
in each resonance will be determined. Multiplying 
the number of captures in each resonance by the 
gamma energy and by the calculated geometric solid 
angle of the converter gives the total energy that 
struck the converter. Signals from Moxon-Rae detec-
tors viewing the reaction area on the foil will be 
recorded in the normal fashion, giving the total 
converted electron energy deposited in the detec-
tors. The efficiency, e, is simply the 2-atio of 
the observed electron energy to the calculated 7-
energy, and the quantity Edep(E) "to 1>e used in Eq. 
(S) is 

W E ) = (Q + TT1 E)e< "depx"' V1 ' A + 1"/'" 
This efficiency measurement will permit use of 

a (stationary) gold foil as a capture flux monitor 
as long as the design of the Moxon-Rae detectors is 
not altered. 

8. TOTAL CROSS SECTION BY FLUX MEASUREMENT 
Total cross sections can be measured by com-

paring flux measurements made simultaneously on both 
sides of a sample in the neutron beam. Suppose that 
I^(t) and Ig(t) are signals from two essentially 
identical flux monitors and that a is the relative 
normalization factor of the two monitor detectors. 
Then 

-V T(E) a I2(t) = Ix(t) e 
and -we may write for the transmission ratio, T, 

T = exp(-N8oT) = 

OR(E) = I- In I. 

(26) 

(27) 

(28) 

To determine the precision with -which such a 
cross section can be measured, consider first the 
case in which the signals I1(t) and Ig(t) are re-
corded separately. The nominal uncertainty of any 
signal recorded within the logarithmic region of 
the amplifier characteristic, including comparison 
to the calibration signal, is and we may assume 
that a can be measured to ± 2 I f the two foils 
are similar thicknesses of the same material, un-
certainties in monitor cross section and E. (E) dep* ' 

cancel; if, further, the uncertainties in background 
subtraction are negligible, the result is . 

• 6T/T * [(it*)2 + (It*)2 + (2*)2]1''2 = ±6* 
for any value of T large enough to keep Ig(t) with-
in the log region. By differentiating Eq. (28), 

Bo _ | 1 |6T 1 6T I 1 i&T 'liTT'T V T T (29) 

so that for high transmission the resulting uncer-
tainty in Oj, is great. To keep the recording tin-
certainty below 10$, the transmission must be less 
than 55%> or NgaT must be greater than 0.60. 

The final equality in Eq. (27) indicates the 
possibility of recording the difference signal, 
1.̂  - Ig, rather than Ig itself. Several new diffi-
culties arise. (1) The time difference between the 
two signals becomes significant at moderate to low 
energies, being 4 Usee for 50-eV neutrons if the 
two detectors are separated by Q.b m. (2) Because 

« Ig, the difference signal is not usually in the 
log region of the amplifier unless a is appreciably 
greater than 1. (3) The recorded signal, although 
small, will have statistical fluctuations corre-
sponding to the sum of I1 and I2; this may cause 
broadening of the line recorded on the film. If we 
limit discussion to energies above 100 eV, take 
a £ 1.03, and assume smoothing of - 2 usee on the 
eunplifier inputs, we can calculate the best obtain-
able recording precision by propagation of errors 
inEq. (27). 

8T/T = {(£#)2 + (± - 1)2[«)2 + (H)2]}1/2, 

where Ea/a has been taken to be ±2$ and each record-
ing is assumed good to Applying Eq. (29), we 
find the range of transmission values over which 
6a/a & 10* to be 0.35 < T < 0.75, corresponding to 
0.3 « NsOt £ 1.0. 

It appears that some advantage may be gained 
by use of ̂ LiF foils that are effectively infinitely 
thick. The tendency of LiF targets of this thick-
ness to crack and flake necessitates some type of 
internal structural support. Larry D. Allen of 
this Laboratory has achieved some success in making 

o 
targets in the 6- to 7-mg/cm LiF range by using 
backing foils etched in a crosshatch pattern to 
provide the needed support. 

These foils yield signal currents about five 
times as high as the thin (oA-mg/cm2 LiF) foils 
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normally employed. If the foils are thicker th&n 
the range of the particles, the signal does not de-
pend on the thickness. However, estimation of the 
average energy loss per micrometer of the silicon 
detector window is very complicated because parti-
cles of all energies from zero to maximum are pres-
ent. Therefore it is probably not feasible to make 
an absolute flux determination from a thick foil. 
A difference signal, on the other hand, can be 
measured if the two detectors are carefully select-
ed to have identical windows. 

9. DATA REDUCTION 
The computer programs for data reduction are 

described generally in Ref. 3« Once the data re-
cordings have been digitized and converted to the 
signal (mV) vs time (usee) form, the SIGER (SIGma 
and ERror) program may be used to find the flux by 
any of the methods given in Sections 4 through 8. 
The basic functions of SIGER are to convert the 
time to energy by Eq. (l), to average signal read-
ings within time channels of a specified width, to 
subtract a background and divide by a reference 
(e.g., cross section) interpolated at the appropri-
ate energy, to normalize, and to estimate statisti-
cal errors and propagate them through all opera-
tions. The experimenter selects program options by 
the values of constants and the background and ref-
erence functions that he supplies. 

Combining Eqs. (6) and (8) and solving for 
I(t), 

I(t) = 
v(t)/(cy. R x x 10' s amp 

- 8 HC-MeV 
E dep^ " ^ L ' V % <E'0C 

(30) 

(31) 

Expressing the background subtraction explicitly 
and vising in part the notation of SIGER, 

T(. > V(t)/EFF - BKG(E)/EFBKG 
Edep(E)«OMEGA*REF(E)/EFREF' 

where OMEGA = <u(0L,ec); the relative efficiencies 
EFF, EFBKG, and EFREF, as given, include the numer-
ical and geometric factors in Eq. (30); and BKG(E) 
and REF(E) are tabulated functions with correspond-
ing, relative errors also tabulated. Functions BKG 
and REF are usually either constants, known croos 
sections, or signals previously processed by SIGER. 
Note that the output, I(t), is tabulated vs E rath-
er than t. The calculated standard deviation in 
I(t) is 

Si (5V/EFF) + (6 BKG/EFBKG)' ,&E 
(V/EFF - BKG/EFBKG)' C * ) dep 

(<yf9 2
+ (00RR)2 

1/2 
(32) 

where 6V is the quadratic sum of the calibration 
error (uncertainty in readings of the data and cal-
ibrations, provided as input to the program) and 
the statistical error calculated as the larger of 
the statistics on the counting rate and the rms 
deviation of the readings within the time channel, 
and CORR is the correlated or systematic error, in-
cluding standard deviations of 0,, N , and R L s amp 

Taking arbitrary standard values of 0.2816 sr 
for CI and 51.1 ohms for R , the usual definition ii amp 
used for EFREF is 

EFREF 
W ( N x fragments per event) s 

0.2816 X 51.1 V"^ e e x 4.1*3x10' 
_ 19710/fragments MeV-b 

Iff" 

N (xlO15 atoms/cm2) mV"fsec ' 

HC/MeV 

(33) 

(3M 
The relative signal efficiency, EFF, is then 

CI R I . TW - ? aarp ref 

where the distance is the flight path to an 
arbitrary reference target position, and the ratio 
'ret^ to correct for the difference in 
the time-energy conversion between this position 
and the signal, V(t), position. The BKG signal is 
generally already normalized to the standard detec-
tor solid angle by Eq. (3̂ ); any further normaliza-
tion required is included in EFBKG. When the V(t) 
of a background signal is run to obtain the BKG 
function, BKG is set to zero and REF to unity; CjflRR 
should include the uncertainty in the values of 
EFBKG to be used in subsequent signal analyses. 

The several types of flux measurements will 
now be discussed individually. 
a. Fission 

The average energy per fragment, E^^ (called 
EBAR in SIGER), may be entered directly, in which 
case its uncertainty is included in CORR, or is 
calculated from Eq. (18) if Z, A, pg, and d are given. 
In the latter case, the uncertainty is calculated 
from Eq. (19) assuming that 6p /p = 10%; if t&e s s 
uncertainty in p is significantly different from s 
this, the difference can be included in CORR. Note 
that pg (mg/cm2) is the total density of the foil 

13 



deposit, normal to its backing, while the If used 15 2 
in Eq. (33) is the number density (x 10 atom/cm ) 
of nuclei of the target isotope along the beam di-
rection, so that N must include a factor /2 if ' S 
the target is inclined 45° to the b^am. 

The KEF function is a tabulation of measured 
cross section, CT^(E), or, if the angular distribu-
tion is important, is 4-r •JJf̂ j.)' 

c 
b. Low Energy 

The use of SIGER is identical to the fission 
case except that the program parameter THICK (or 
THICK2) must be specified so that Edgp(E) will be 
calculated by Eqs. (20) to (24). Values of Q, A, 
eL, a, b, and Ns/2 must be supplied (see Table XI). 
If the mass of the detected particle is not (A+l)/2, 
or if stopping-power parameters a, b, and Ng are 
required for a second material (i.e., the silicon 
detector window), then THICK2 is specified and the 
required values are read from another card. (The 
second card is needed for all materials except 
LiF.) Bote that Ns/2 includes a factor /2~ for 
the inclination of the target to the direction 
of the detected particles. The Ng used here is the 
value used in Eq. (33) divided by the isotopic pu-
rity of the sample to give the total molecular 
density. 
c. Scattering 

As stated in Section 6, determination of flux 
by scattering is complicated by the energy depend-
ence of the detector efficiency, but it is not nec-
essary to know the actual flux to make a cross-sec-
tion measurement. Setting EBAR = 1 and REF(E) = 
monitor cross section causes analysis of the moni-
tor signal by SIGER to produce the function to be 
used as REF(E) in reducing the unknown signals, 
which would also be run with EBAR = 1. 

It is also possible to remove the energy de-
pendence of the detector cross section and detected 
particle energy approximately. Specify THICK so 
that kinematics will be calculated; with Q = 0, 
elastic scattering will be assumed. If a value of 
STHERM, the 2200-m/sec cross section of the detec-
tor (e.g., ̂ He), is given, the signal is divided 
by the l/v cross section at the energy of the scat-
tered neutron. The charged-particle energy is ap-
proximated from Eq. (23) with M^ = 1, »15°, and 
A B3 3: 

Edep̂ E3̂  = & + °-5l7E3 +Me
3(^0-T^E3) - AErAEe, 

(35) 
where Q of the detecting reaction is given to the 
program as EBAR, E^ is the scattered-neutron energy, 
and energy losses in one or two materials may be cal-
culated as in b above. Because errors cancel when 
ratios are taken, no uncertainty is calculated for 
Eq- (35)- EFREF must include the density, N^, of 
detector nuclei and the solid angle ratio, 2ir/4rr, for 
detecting particles! 

2 EFREF = 39420 MeV-b 
N (xlO15 atoms/cm2)N(atoms/b) mV~fsec 

S CL 

• (36) 

The resulting signal is a neutron current, more or 
less directly comparable to determinations by other 
methods. It may be used as REF(E) in reduction of 
unknown signals if THICK, Q = 0, STHERM, EBAR = 
d̂etector' ̂ ^ EFREF are similarly specified. 
d. Capture 

To calculate kinematics by Eq. (25), the emitted 
particle mass M2 must be set to zero. This can be 
done only by specifying THICK2 and punching an ex-
plicit 0 on the card. Q and A are given as usual, 
and EFF is calculated by Eq. (34). The conversion 
efficiency, e, is included in EFREF. 

19710/e EFREF = 15 2 N (x 10 atoms/cm ) 
0.02 MeV-b 

1 Ks(atoms/b) mV-fsec (37) 

where the value e «a 0.001 is a result from Petrel,3 
and will be determined with greater accuracy on fu-
ture experiments. Uncertainty in e cancels when ra-
tios between identical detectors are taken. BKG and 
REF have their usual meaning. 
e. Total 

If a value of reciprocal sample thickness (BPA) 
in barns per atom is given, SIGER assumes that V(t) 
and REF(E) in Eq. (31) are signals from targets of 
the same material following and preceding the sample, 
respectively, and determines the cross section from 
Eq. (28). All other input program data are the same 
as those for determining flux in the manner appropri-
ate to the target. The function REF(E) must have 
been previously processed by SIGER without being 
divided by the cross section; i.e., the REF used was 
unity and the result was I • a, rather than I. 

If the targets before and after the sample are 
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not the same substance, or if only the actual cup-
rent is available to use for REF(E), a special-pur-
pose REF(E) that is the product I • a can be con-
structed by an auxiliary program. Alternatively, 
if the cross section of the material following the 
sample varies as l/v, its value at 2800 m/sec, 
STHERM, may be entered as data, in which case the 
signal is divided by o as well as by REF(E), and 
REF(E) may be the neutron current. 

If the difference (before - after) and one of 
the signals are recorded, Eq. (27) can be cast into 
the form of Eq. (31) as follows. 

al. 
T = ( W -^ I-]/(,-°0 Lll̂ lg) + IgJ/a" 

The functions BKG and REF are chosen to reconstruct 
the transmission ratio. The errors in this record-
ing mode are discussed in Section 8. 

10. AVERAGE OF FLUX DETERMINATIONS 
In general, two or more detectors view each 

monitor target, two recordings of each signal are 
made, and two or more readings (digitizations) are 
made of each recording. Thus it may be desirable 
to average together eight or more flux functions 
from a single target; and, further, it may be neces-
sary to combine determinations from various targets 
to find "the flux" for a given experiment. The 
GRAV (GRaphing and Averaging) program performs the 
averaging with due consideration for the standard 
deviation carried by each point. 

To minimize the standard deviation of the re-
sult, each point in the average nruBt be weighted 
inversely as the square of its uncorrelated (random) 
error. GRAV subtracts the square of the correlated 
error from the square of the total error, performs 
the required arithmetic and propagation of errors, 
and then recombines the correlated error (which is 
not'necessarily the same as the input value) with 
the result. The correlated error is the quadratic 
sum of all sources of uncertainty that affect every 
data point equally. Note that the correlated part 
of the error calculated in SIGER by Eq. (32) is 
greater than the value of CORR given as program in-
put; it also includes the correlated parts of 
5REF/REF, BEdep/E

dep7 and the calibration error. 
This larger value must be used as input to GRAV. 

The correlated error of GRAV output depends on 
the degree to which the inputs are correlated among 
themselves. The general prescription is to -combine 

each contribution to correlated error which is 
identical for all reauings, vltn the rns of the 
values for each of the contributing factors which 
is independent among readings. Th' ...iveral 
readings or recordings of the samp are being 
averaged,, only the calibration error is independent; 
the output CORR is the quadratic sum of the rms of 
the correlated parts of the calibration errors and 
the common value of the input correlated error of 
each reading emitting the calibration error. For 
two detectors viewing the same target, two such 
GRAV outputs would then be averaged together, and 
the final CORR might be written as 

CORR 
• • - f t * amp 

2 

amp 

G 

£ '6 REFf . /6 E, 
'8 CAL\ 
CAL /„ 

+ tir; + 

f s CAL\2 

V CAL J. 

dep 

where only the chelated parts of 6 REF and & Edep 

are included, and the 6 CAL/CAL's are the rms values 
for the respective signals. 

In addition to calculating an "internal" uncor-
related error by propagation of errors, GRAV also 
calculates an "external" error as the rms deviation 
of the points from their average. The larger of 
these two uncertainties is combined with the output 
correlated error to obtain the output standard de-
viation of each point. The internal and external 
errors should be roughly equal; if not, they indi-
cate improper error assignment or handling. 

The final task is to choose from the various 
flux determinations to obtain "The Flux." This is 
largely a matter of judgment, and the procedure 
varies from experiment to experiment. As an exam-
ple, consider the Persimmon flux: 

10^ to 10U eV, -used three (of four) high-reso-
lution readings of two detectors 
on 235U, C0RR = 4.2$; 

101*" to 1000 eV, used six (of eight) 235U read-
ings, C0RR = 1.8$; 

1000 to 100 eV, used 12 readings from three de-
detectors on ̂ Li, C0RR = 4.2$; 

100 to 13 eV, read points of a graph of 3He re-
sult, normalized to give correct 

2̂ 5 integrals for cross section 
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as determined from two signals, 
C0RR = 1.2*. 

The flux deck so compiled is suitable for use in de-
termining unknown fission and charged-particle cross 
sections,, and (with doubtful normalization) for cap-
ture measurements. For scattering and total meas-
urements, special fluxes must be derived as discussed 
in Section 9. 

ACKNOWLEDGMENTS 
We are grateful for the close cooperation of 

Dclmar W. Bergen and the unflagging support of Mrs. 
Nancy Browne in this work. Basic to any large-scale 
effort, particularly these nuclear explosion time-
of-flight measurements, are the continuing contri-
butions of many colleagues in every phase of the 
work from mechanical design to data analysis. 
These colleagues, for the most part members of 
Groups P-3 and W-8 led by Benjamin C. Diven and 
Arthur Hemmendinger, are responsible for the success 
of these experiments. We are particularly grateful 
to many individuals in the test division for their 
support. 

REFERENCES 
1. A. Hemmendinger, B. C. Diven, W- K. Brown, A. 

Ellis, A. Furnish, E. R. Shunk, and S. R. Full-
wood, "Time-of-Flight Neutron Cross-Section Meas-
urements Made with Neutrons from Nuclear Explo-
sions, " LASL report LA-3I+78, Part I,- 1968. For 
a simplified review of the method and the present 
status of all measurements, see: W. K. Brown and 
G. A. Cowan, "Scientific Applications of Nuclear 
Explosions," from Proc. Symp. Education for the 
Peaceful Uses of Nuclear Explosives, Tucson, 
Arizona, March 31 to April 2, 1969, University 
of Arizona Press. 

2. W. K. Brown and A. P. Furnish, "A High-Resolution 
Recording System for Neutron Cross-Section Meas-
urements Using an Underground Nuclear Explosive 
Source," IEEE Trans. NS-16, ̂ 11 (February 1969). 

3. P. A. Seeger and D. W. Bergen, "Time-of-Flight 
Neutron Cross-Section Measurements Using Nuclear 
Explosions," LASL report LA-3I+78, Part II, 1967. 

b. H. A. Sandmeier and G. E. Hansen, "Thermal Neu-
tron Spectra from an Underground Nuclear Explo-
sion with Special Consideration of Spectral Mod-
ification Due to Bomb Debris Motion," LASL report 
LA-3*103, 1965. 

5. R. H. Pehl, F. S. Goulding, D. A. Landis, and M. 

Lenzlinger, "Accurate Determination of the 
Ionization Energy in Semiconductor Detectors," 
Nucl. Instr. Meth. (1968). 

6. J. Terrell, "Prompt Neutrons from Fission," 
Proc. Syxqp. Phys. Chem. Fission, Vol. II, IAEA, 
Vienna, I965. 

7. P. H. White, "Measurements of the 235U Neutron 
Fission Cross Section in the Energy Range 0.01)-
llf MeV," J. Nucl. Energy, Parts A/B, lg, 325 
(1965). 

8. G. de Saussure, R. Gwin, L. W. Weston, R. W. 
Ingle, R. R- Fullwood, and R. W. Hockeribury, 
"Measurement of the U235 

Capture-to-Fission 
Ratio, a, for Incident Neutron Energies from 
3.25 eV to 1.8 keV," Nucl. Sci. Eng. 23, *t-5 
(1965). Oak Ridge National Laboratory report 
ORNL-TM-180^ (1967) by these authors, gives 
complete numerical results. 

9. W. G. Davey, "Selected Fission Cross Sections 
for 232Th, 2 % 236U, 2 % p , 2 3 \ 
239Pu, 2 V 21Pu, and 2^2Pu," Nucl. Sci. 
Eng. .22, 35 (1968). 

10. V. E. Viola, Jr., and G. T. Seaborg, "Nuclear 
Systematica of the Heavy Elements," J. Inorg. 
Nucl. Chem. 28, 697 (1966). 

11. W. Whaling, "The Energy Loss of Charged Parti-
cles in Matter, Handbuch der Physik, Ed. S. 
Fltigge, (Springer-Verlag, Berlin-GBttingen-
Heidelberg, 1958) Vol. XXXIV, p. I93. 

12. J. Als-Nielsen and 0. Dietrich, "Slow Neutron 
Cross Sections for He3, B, and Au," Phys. Rev. 
133, B925 (196*0-

13. F. L. Shapiro, "Energy Dependence of the Reac-
tion Cross Sections for Slow Neutrons, " Soviet 
Physics JETP J, 1132 (1958). See also J. Als-
Nielsen, "Neutron Cross Sections for He3 in the 
Energy Range 0-10 MeV," ENEA Neutron Data' 
Compilation Centre Newsletter CCDN-NW/6 (Sep-
tember 1967). 

1^. W. K. Brown, A. N. Ellis, and D. D. Peterson, 
"A 90° 3He Neutron Spectrometer," IEEE Trans. 
NS-15, boh (February 1968). 

15. C. A. Uttley and K. M. Diment (Harwell), to be 
published. 

16. A. Bergstrtim, S. Schwarz, L. G. Strlimberg, and 
L. Wallin, "Remarks on the 6Li(N,a)3H Cross 
Section in the Region 1 < En < 600 keV," ENEA 
Neutron Data Compilation Centre Newsletter 

16 



CCDN-mj/3 (October 1966). 23-
17. A. J. Deruytter and P. Pelfer, "Precision De-

termination of the Branching Ratio and Q-Value 
of the 10B(n,a)TLi Reaction and of the Q-Value sk. 
of the 6Li(n,a)3H Reaction," J. Nucl. Energy 
21, 833 (1967). 

18. K. Gubernator and H. Moret, 'Evaluation of the 
10B( n,0!5 Cross Section and Branching Ratio," 
Euratom report EUR 3950 e (1968). 25-

19. A. Prosdocimi and A. J. Deruytter, "A Precise 
Determination of the Thermal Neutron Absorp-
tion Cross Section of B̂ "® and Natural Boron by 
Time-of-Flight," J. Nucl. Energy, Parts A/B, 26. 
rr, 83 (1963); and G. H. Debus and P. J. 
Debifcvre, "Thermal Neutron Absorption Cross 
Section of Boron," J. Nucl. Energy 21, 373 2 7 . 
(1967). 

20. R. L. Macklin and J. H. Gibbons, "Study of 
10B(n,a)7Li, TLi* for 30 < En keV < 500," Phys. 
Rev. 165, lll+7 (1968). D. Bogart and L. L. 28. 
Nichols, "Measurement of the 10B(n,a)TLi,7Li* 
Relative Cross Sections in the keV Region," 
NASA technical note NASA TH D-l+783 (1968). g9> 

21. J. C. Overly and W. Whaling, "Highly Excited 
States in C11 Elastic Scattering of Protons by 
B10," Phys. Rev. 128, 315 (1962). D. Kamke 
and P. Kramer, "Energy Loss and Range of Alpha ô. 
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