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SPONSOR'S COMMENTS

0. Ozer

Electric Power Research Institute

The Electric Power Research Institute (EPRI) is an organization es-

tablished by the U.S. utility industry in order to conduct and administer

research in areas related to the generation, transmission, distribution and

utilization of electric power. About a quarter of the institute's budget

($36.2 million in 197S) is assigned to research projects related to the

development of nuclear power.

In the area of neutron cross sections and associated nuclear constants,

EPRI's objective is Co provide the utility industry with a standard data base

acceptable for use in power reactor applications and compatible with the

requirements of ANSI standard N411.

The ENDF/B library, developed primarily under fast reactor funding,

could provide the basis for such a standard provided its performance in

thermal reactor applications can be improved. The major problem along this

path concerns the apparent inability of the ENDF/B data to predict observed

urantum-238 resonance capture rates in critical lattice experiments.

Since it is not clear whether the basic data, the methods of analysis,

or the interpretation of lattice experiments is at fault, EPRI is supporting

the National Neutron Cross Section Center to organize a working seminar of

experts in each of the above areas in a format conducive to free dis-

cussions and exchange of ideas.

It is hoped that such a seminar will result in a better determination

of areas where further research is most likely to yield a solution.
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P. Heramig (in absentia)

Energy Research and Development Administration

1 consider the meeting to be an important one with considerable promise

of being productive. It is a milestone in technology when a large number of

people get together to try to investigate discrepancies, accelerate

understanding and the application of that understanding. EFRI is to be

commended for their endorsement of this work. I wish you all a very

successful meeting.



INTRODUCTION

The National Neutron Cro*» Section Center Is Interested In U-236

resonance capture as part of i~s responsibility for development of the

Evaluated Nuclear Data Pile (ENDF/B), a library of microscopic data

useful to been the research and applied communities. It Is a prime

objective that ENDF/B be application Independent. Consistent results

should be obtained when the best differential data are used to analyse

integral experiment« in configurations which average the nuclear properties

of many nculides over energy and space.

Assembly of a coaprehensive library of evaluated data is too massive

a task for any one group. ENDF/B is developed with the help of the Cress

Section Evaluation Working Group (CSEWC), a group of neasurers, evaluators,

and reactor physicists that oeet regularly to plan, evaluate, and teat

nuclear data. In addition special groups of scientists are mobilized at

time* to study important problems. Part of CSEWG's program is the validation

of ENDF/B data in the calculation of Integral benchmark experiments. The

attention of this Seminar is directed to the poor agreement obtained using

ENDF/B data In the calculation of low enrichment uranium lattices. This

Is not a new problem but since configurations of this type continue to play

and important rule in nuclear power, a field which is being increasingly

scrutinized for cechnlal flaws, all discrepancies should be tenaciously

investigated until understood.

In the CSEWG experience, good cooperation among measurers, evaluators,

and reactor physicists has been instrumental in bringing about improvements

in ENDF/B. Each disciplinary group has shown a mutual respect for the

potential precision Inherent In differential and integral experiments and in

calculatlonal methods. These areas are sufficiently developed that It

is now reasonable to expect that low enrichment uranium lattices should

be well calculated from first principlea. At present however this has not

been done and the fault llea somewhere eraong the nuclear data derived from

measurements of basic data, the parameters interpreted from integral measure-

ments, and the calculational methods.
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In view of the past extensive investigations of this problem perhaps

this Seminar cannot expect to develop any new Insight. However, this

Seminar docs have the advantage of a time perspective of older information

and consists of a large group of experts gathered in one place to have

extended Interactive discussion dedicated to this subject. The objective

of this Seminar is to review past efforts, describe work in progress, and

recommend new investigations aimed at understanding the inconsistency

between differential and integral data. The Seminar is jointly sponsored

by the Elcctic Power Research Institute, 3412 Hillvlew Avenue, F. O.Box 10412,

Palo Alto, CA 94304 and the U. S. Energy Research and Development Administration,

Washington, D. C. 2054S.
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PROGRAM

There wer« five Sessions each devoted to an aspect of the effect of

U-238 data on uranium lattice calculation!. The Settiont and chairmen

were selected with the help of the Thermal Data Testing Group, headed up

by F. J. McCroston, operating within the Cro*s Section Evaluation Working

Group.

The Sessions were divided according to the following topics:

Topic Chairian

Analysis of Critical and Subcritical F. J. McCrosso.i, SRL
Experiments

II Experimental Differential Data G. DeSaussure, ORNL

III Resonance Analysis H. K. Bhat, BNL

IV Integral Measurements and Analysis j. Hardy, Jr., BAPL

V Methods for Calculating Energy and R. Karam, GIT
Spatial Self-Shielding Effects

Each Sessior. chairman was responsible for making arrangements with the

speakers and organiting the discussion. After all speakers were heard the

participants divided into working groups to prepare Session stannaries and

recommendations for future work. Papers submitted in the form of photo-

ready copy are included in these proceedings.
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Tuesdav.

9:00

9:30
9:45

March

AH

AM

AM

13

AGENDA

Seminar on "3 U Resonance Capture

March 18-20, 1975
National Neutron Cross Section Center

Conference Room, Bldg. 197

Introduction S. Pe»rlstein, BNL
Sponsor's remarks 0. Oxer, EPRI
Sponsor's remarks P. B. Hemmig, ERDA (in absentia)

Comments on Sessions Session Chairmen

Session I Analysis of Critical and Subcritital Experiments -
F. J. HcCrosson, SRL • Chairman

1. Hlstorlal Review, V. Rothenstoin, BNL

2. Monte Carlo Analysis of TRX LaitIce* with ENDF/B

Version 111 Data, J. Hardy, Jr., BAPL

3. Sn Analysis of TRX-Mctd Lattices, F. Wheeler, ANC

4. The Current UK Position on U-238 Resonance Capture,
J. R. Askew, AEEW

5. Analysis of the "Four-Fuel" Experiments using RAWER
0. S. Craig, AECL

6. Effective U-238 Resonance Integrals in Cluster* of
Nalural. Uranium Fuelpins Derived from ORNL Lattice
Measurements, J. Griffiths, AECL

7. Adjustment of the Effective U-238 Resonance Integral
to Force Agreement with Integral Data, H. edertlus,
AB ATOtCNEBGI, Studsvik

Discussion

12:30 PM Break

2:00 PK Session II Experimental Differential Data - G. DeSaussure, ORJJL-

1. Average Resonance Parameters for U-238, W. W. Havens, Jr., COL

2. Resonance Parameter Correlations, J. Felvinci, COL

3. Transmission Measurements for U-238, D. Olsen, ORNL

4. Self Indication Measurements with Filtered Beams, K. Block, RPI

5. Capture Cross Section above the Resonance Region, R. Perez

and R. Spencer, ORNL

6. Evaluation of U-238 for ENDF/B-IV, F. J. McCrosson, SRL

7. Filtered Beam Measurements of U-238 Capture, R. E. Chrien, BNL

8. Geel-Mol Measurement Program, G. Rohr, Geel

9. Harwell Measurement Program, D. Gayther, AERE

Discussion

5:30 PM Break
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AGENDA (Cont'd)

Tuesday, March 18

8:30 PM Session III Resonance Analysis - M. K. Bhat, BNL - Chairman

Discussion - R. Hwang, ANL; B. Leonard, BNWL;
D. Sharp, SRL; G. DeSaussure, ORNL;
others

10:00 PM Break

Wednesday, March 19

8:30 AM Session IV Integral Measurements and Analysis - J. Hardy, Jr.,BAPL

Chairman

1. Review of Benchmark Measurements, R. Sher, STAN

2. U-238 Capture Measurements in TRX Lattices, J. Hardy, Jr., BAPL

3. Benchmark Measurements of Integral Parameters for Concentric

Tube Lattices in D2O, D. J. Pellerin and B. M. Morris, SRL

4. Monte Carlo Calculations of Foil Measurements, S. Fiarman, STAN

5. Other Contributions and Discussions
10:30 AM Session V Methods for Calculating Energy and Spatial Self-

Shielding Effects - R. Karam, GIT, Chairman

1. Interference Scattering Effects, R. Goldstein, CE

2. Interactive Approaches, M. Becker, RPI

3. Energy and Spatial Self-Shielding Calculations, D. R. Finch, SRL

4. Flat Source and Modeling Approximations, R. Karam, GIT
5. Cell Calculation Code Comparisons, D. Wade, ANL

6. Consistency Between Differential and Integral Data, D. Harris, LA

LASL

7. Energy and Spatial Self-Shielding Calculation, W. Rothenstein,BNL

Discussion

12:30 PM Break

2:00 PM Discussion

4:00 PM Preparation of Summaries

5:30 PM Break

8:30 PM Preparation of Summaries

10:00 PM Break

Thursday. March 20

8:30 AM Preparation of Summaries

10:00 AM Presentation of Summaries by Session Chairmen

12:30 PM Adjournment



EPILOGUE

After the Seminar there was an immediate exchange of information

internal to the reactor physics calculations, the comparison of which would

show where the reported disagreement between similar calculational methods

entered. After correction of 3ome differences in interpretation and some

minor errors in long-standing versions of processing codes, most of the

available reactor physics analyses of the benchmark lattices are in sub-

stantial agreement. At the Seminar confidence was not shaken in the parameters

relating to uranium capture derived from lattice and rod measurements.

Therefore, nuclear data continues to be suspected as the major source of

the discrepancy although this is not obvious from examination of the measure-

ments and their quoted uncertainty.

A useful background for the long standing discrepancy is presented in

Paper No. 1 by Rothenstein. Monte Carlo calculations using EKDF/B-III data

by Hardy in Paper No. 2 show that the discrepancy between calculation and

experiment from previous values is reduced but not removed for TRX lattices

even though thorough investigative techniques are employed. Monte Carlo

methods reported by Rothenstein in Paper No. 20 were checked in part against

Hardy's methods and showed that there were further small improvements using

ENDF/B-IV data. In summary, there was relatively good agreement between

calculated and measured reaction rate ratios and criticality for a wide

range of metal to water ratios if Monte Carlo methods were used corre-

sponding to a reduction in the disagreement between calculated and measured

self shielded integrals from about 10 percent to 3 or 4 percent. The

constant criticality bias and favorable calculated spectrum dependent

reaction rate ratios gave strong indication that corrections to the data

alone to accommodate remaining discrepancies would be severely restricted

to avoid worsening calculated reaction rate ratios or introducing a

composition dependent tilt in the criticality comparisons.

In the area of nuclear data future work is expected to concentrate

on new experiments and reanalysis of existing data. New measurements are

recommended that focus on the determination of resonance widths for the

first few resonances for U-238, the magnitude of the capture cross section

in the valleys between resonances and the transmission of neutrons through

thick samples. Existing data will be examined for possible alternate

choices oi: U-238 data that will lead to consistency within experimental

uncertainties, differential cross sections and dilute and self shielded

- xi -



resonance integrals. For Improved underscanding of the discrepancy between

calculation and experiment the sensistivity of the lattice benchmarks to

reasonable choices of li-238 and other data will be investigated. As a

result of the Seminar discussion, three papers by Bhat, Chrien, and deSaussure

were submitted for inclusion in this compendia bearing on nuclear data and

its analysis.

For more detailed comments the Session Summaries and Contributed

Papers should be consulted.
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Summary of Sessions I and IV

I. Analysis of Critical and Subcritical Experiments

IV. Integral Measurements and Analysis

F. J. McCrossen, SRI

J. Hardy, Jr., BAPL

1. SUMMARY OF LATTICE ANALYSES

Results of ENDF/B-III benchmark lattice calculations were summarized.

These included calculations by the following (Tables 1 and 2):

F. Wheeler (ANC) - S / RABBLE
n

J. Hardy, Jr. (BAPL) - Monte Carlo (MUFT leakage corrections)

D. S. Craig and M. Hughes (CRNL) - Integral Transport/Nordheim

D. Mathews (GGA) - S / GAND3
n

L. Petrie (ORNL) - Monte Carlo

F. J. McCrosson (SRL) - Integral Transport/Nordheim

These results consistently indicate that criticality for low enrichment

28
uranium lattices is underpredicted by approximately 2% and p , the ratio of

238
epithermal-to-thermal U captures, is over predicted by approximately 107..

These discrepancies can be removed by a 1.0 ±0.3 barn reduction of the

effective resonance integral above 0.625 eV. The reasonably good prediction

235
of criticality for the ORNL spheres of uranyl nitrate (93 wt 7. U) indicates

235
there are no significant deficiencies in the U cross sections.
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TABLE 1

Crlticalitv

eff (ENDF/B-III)
BENCHMARK

ORNL

-1
-2
-3
-4
-10

TRX

-1
-2

MIT

-1
-2
-3

DESCRIPTION

Unref. spheres of
uranyl nitrate sol.

H/U-235-1378; R-34.595 cm
H/U-235-1177; R-34.595 cm
H/U-235=1033; R»34.595 cm
H/U-235- 971; R-34.595 cm
H/U-235=1835; R-61.011 cm

H O moderated U lattices

ANC

Mod/Fuel
Mod/Fuel

2.35
4.02

0.9741
0.9823

D20 moderated U lattices

Mod/Fuel - 20.74
Mod/Fuel - 25.88
Mod/Fuel = 34.59

BAPL

0.9965
0.9963
0.9933
0.9947
0.9931

0.9872
0.9913

0.9674
0.9739
0.9705

CRNL

0.9808
0.9876

0.9801
0.9804
0.9826

0.9999
0.9995
0.9963
0.9980
0.9956

0.9/91
0.9924

0.9888
0.9925
0.9996

0.985
0.998

0.984
0.974
0.975

SRI,

0.9973

0.9958
0.9935

0.9766
0.9859

0.9735
0.9752
0.9788

eff
(ENDF/B-IV)

SRL

0.9996

0.9976
0.9951

0.9875
0.9941

0.9883
0.9888
0.9911



Ratio of Epic'iermal-eo-Thermal V Captures*

I

3

BENCHMARK

TRX-1

TRX-2

MIT-1

MIT-2

MIT-3

EXP

1 . 3 1 1
*0.020

0.830
10.015

0.498
•0.008

0.394
±0.002

0.305
=0.004

ANC

1.438

0.906

: 2 8 (EMDF/B-III)
BAPL CRNL

1.422 1.419

GGA ORN', SRL

1.416 1.44 1.454

0.899 0.874 0.877 0.91 0.890

0.534 0.5319 0.534 .535 0.5683

0.437 0.4365 0.435 .430 0.4659

0.345 0.3400 0.334 .346 0.3624

C28 (ENDF/B-IV)
SRL

1.417

0.868

0.5464

0.4483

0.3490

•Thermal cutoff energy * 0.625 eV



J. Aikew described the extensive Winfrith experience in thi* area, which

was first reported in the United States at the 1966 San Diego oweting on

reactor physics in the resonance and thermal regions. With the U.K. cross

section library, a reduction of about 0.5 b in effective resonance integral

238
is required to predict U capture in a large number of lattices. M. Edenius

found the U.K. library to be 0.5 b lower than ENDF/B-III in effective capture

integral. Hence, the Winfrith studies support the ~1.0 b reduction of

ENDF/B-III effective capture integral suggested by CSEWG benchmark analyses.

The SRL results in Tables 1 and 2 provide a measure of the magnitude of

the changes in going from ENDF/B-III to ENDF/B-IV. Although the improvement

is substantial, much of the discrepancy remains. One of the primary objectives

of the ENDF/B-IV U cross section evaluation was to improve the prediction

of thermal benchmark experiments, but accuracy of the differential measure-

ments, as reported in the literature, gave little leeway for such improvement.

Because of the high degree of consistency among the hundreds of bench-

marks considered over a wide range of leakages, pitches, enrichments and

moderator types, it was concluded that there is a real discrepancy in the

238

U epithermal capture cross sections which yields effective resonance

integrals which are about 1.0 barn too high, and that our objective should

be to localize where the deficiencies lie in the epithermal region. Reactor

analysts have generally agreed that the reduction should be made in

unshielded regions of the cross section, and this has been accomplished by

a variety of artifices, e.g., a constant reduction in the capture cross

section throughout the resonance region, or a reduction of keV p-wave cross

sections.
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The consistency of the thermal reactor calculations can also be extended

to the large pluconium fueled fast reactor benchmarks. Here the U-238 capture

to Pu-239 fission rate ratios are, for the most part, high by 2-8 percent

whereas the calculated eigenvalues are low by about 0.5 percent. There is

also evidence that the agreement between the calculated and measured param-

eters gets worse as the U-238 isotopic concentration increases (summary of

CSEHG Meeting, October 23-24, 1974). It should be noted, however, that in

fast reactor systems modifications to cross sections other than the (1-238

capture cross section(e.g., the U-238 inelastic cross section) can improve

the agreement between the calculated and measured values of the U-238 capture

to Pu-239 fission rate ratios and the eigenvalues.

Two new calculational programs were presented at the meeting. W. Rochenstein

(BHL) presented results from HAMMER calculations, but with the resonance reaction

rates calculated by Monte Carlo (REPC). These calculations yielded good

28
prediction of k and p using ENDF/B-IV. D. Finch (SRL) also presented results

using integral transport theory and a new resonance treatment, similar to

RABBLE, which yielded promising results. These new results offer the possibility

28
that the problems with p might lie in the lattice analysis techniques and

not in Che differential cross sections (or the integral measurements). However,

at this point this is rather improbable due to the good consistency among many

previous calculations using similar techniques. For example, F. Wheeler's

calculations used RABBLE for the resonance treatment, which should be similar

to the new approach presented by D. Finch. J. Hardy used Monte Carlo (RECAP)

calculations, which should include the advantages of the Rothenstein technique.
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The Wheeler and Hardy calculations are consistent within themselves and

support the need for a 1.0 barn reduction in the affective resonance integral.

A comparison of the two methods is given below for the zero leakage cell

calculations for TRX-1:

Parameter

k

P28

628

625

CR

Hardy

1.155

1.375

0.0835

0.1002

0.814

Wheeler

1.151

1.407

0.0835

0.0999

0.796

7. Biff.

.3

2.3

0

.3

2.3

2. SUMMARY OF INTEGRAL MEASUREMENTS

238
R. Sher reviewed some of the activation methods used to measure U

238 235
capture, U fission, and U fission rates in lattices. Emphasis was

28
placed on the cadmium ratio method for p , the ratio of epithermal/thermal

238

U capture. Among the sources of possible systematic error are neutron

streaming, flux and source perturbation by experimental loadings, and calcu-

lation of the cadmium cutoff energy.

S. Fiarman and R. Sher presented calculational results for streaming

238
effects caused by use of aluminum shields on U detector foils.

238 28
J. Hardy, Jr. discussed U capture experiments in TRX lattices. 0

was measured by the cadmium ratio technique and Jtlso by thermal subtraction,

238
which avoids the use of cadmium-covered IT foils (and associated questions

of systematic error). The two methods gave consistent results.
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D. PeliarIn and W. Morris described recent parameter experiments in
rt •JO

exponential assemblies of concentric-tube 17 lattices moderated with

238 235 238
D O . Included were measurements of U fission, U fission, U capture,

and B . These lattices strongly emphasized spatial heterogeneity effects.

The following points were noted in the discussions:

a. Lattice Experiments

Overall consistency of results from a large number of experiments

at different laboratories suggests that there are no serious systematic

238
errors associated with U capture measurements in lattices. (Because

of the varied techniques employed, and the extreme range of lattice

types and pitches covered, any such errors would have to be of a

fundamental nature.) This conclusion is supported by the consistent

238
calculation of low k f, values, correlated with the amount of U

resonance capture. Consistency of the CSEWG benchmark experiments

with those analyzed at Winfrith can be inferred from the fact that both

238
indicate the need for a U capture integral ~ 0.6 b below that required

for isolated rod experiments (see Item c).

b. Isolated Rod Shielded Capture Experiments

These were reviewed by E. Hellstrand at the 1966 San Diego meeting.

For U0_ rods, the average recommended values are slightly lower than

Hellstrand's own measurements; for metal rods, the recommended values

are appreciably higher. Calculations indicate that Hellstrand's own

results are more consistent as to slope, and between U0. and metal rods.
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Overall uncertainty is ± 3.5%. This type of measurement is subject

to uncertainty of normalization and flux spectrum. Interpretation is

less straight forward than for lattice measurements.

c. Consistency of Lattice and Isolated Rod Experiments

Analyses of lattice capture measurements and isolated rod shielded

integrals have been made at Winfrith and by the CSEWG data testing

committee. Both analyses conclude that the lattice experiments require

~ 0.6 b less U effective capture integral than do the isolated rod

experiments. (This differs by only 0.1 b between Hellstrand's recom-

mended values and his own results, but the latter give better overall

consistency.) This difference is compatible with uncertainties assigned

to the respective experiments. Lattice measurements are considered

to be more cleanly interpretable, although they show some sensitivity

238
to nuclear data other than the U capture cross section.

Discussion of integral experiments, and additional references, may be

found in the following reports:

1. M. L. Mikhail, "Elaboration d'un ensemble de donnees coherentes pour

le calcul des reacteurs nucleaires ...." CEA-N-1773, December 1974.

2. F. J. Fayers, et al., "An Evaluation of Some Uncertainties in the

Comparison between Theory and Experiment for Regular Light Water

Lattices," Journal Brit. Nucl. Energy Soc, 6, 2, April 1967.

3. P. B. Kemsheil, "Some Integral Properties of Nuclear Data Deduced

from WIMS Analyses of Well-Thermalized Uranium Lattices,"

AEEW-R786, April 1972.



4. G. HellsCrand, "Measurement of Resonance Integrals," in Reactor

Physics in the Resonance and Thermal Regions, Vol, II, p. 151,

M.I.T. Press, 1966.

3. RECOMMENDATIONS

A. Sensitivity of p to the resonance parameters of the first few U

resonances should be reviewed. It was indicated by experimentalists at this

meeting and also the Saclay Specialists Meeting on Resonance Parameters of

Fertile Nuclei and Pu (e.g. NEAKDC (E) 163U, p. 149) that uncertainties

*n T and T for the first few resonances may be significantly greater than

previously reported in the literature. Any revisions to the resonance

parameters should be consistent with the measured value of the dilute resonance

integral and should provide effective resonance integrals consistent with the

Hellstrand data for isolated rods. Analyses of Doppler measurements, e.g.,

the work presented by M. Edenius in Session I, should be helpful in evaluating

the merit of revisions to the cross sections.

28

B. The effects on r due to the proper inclusion of interference scattering

from bound levels and the very high energy resonances should be further examined.

The proper analysis was described in a paper by B. R. Leonard given at the 1972

Kiamesba Lake Conference (OONF-72O9O1, P. 81). Presently ENDF/B ignores these

effects which can be discerned in transmission measurements (see, for example,

the presentation by 0. Olsen (ORNL), Session II).
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C. There should be a coordinated effort to qualify the calculational

methods themselves. A systematic comparison of the techniques used by

D. Finch, J. Hardy, W. Rothenstein, and F. Wheeler would provide valuable

information concerning the inter-relationships of the various methods.

Also, a documented comparison of the edits of EKDF/B to multigroup

processing codes on a common group structure would serve to better define

the starting point of the lattice calculations and provide valuable

information to the developers of processing codes. Some limited work in

this area has been done, but none of it has been adequately documented for

thermal reactor applications.

D. The above work has been carried out to soae extent, but the questions

are still raised within the reactor community because the results have

been inadequately published. This clearly suggests that, to avoid dupli-

cation and provide a more cohesive program, these efforts should be coordi-

nated through specific funding to a single responsible organization, and the

results made known to the general reactor community.

E. A detailed review should be made of the current most important

238
techniques for measuring U capture in lattices (e.g., modified conversion

28
ratio; cadmium ratio and thermal subtraction methods for p ). Sources of

systematic error should be evaluated and compared. Work in this area,

funded by EPRI, is now in progress at Stanford.
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g. A review should be made of the major integral measurements of U

capture in reactor lactxces. This should include a comparison of techniques

and results as well as an evaluation of reliability. Results should be

compiled according to reactor types and the quality of the measurements.

Comparison should be made with isolated rod results.

G. Three experiments were proposed for analyzing the U capture cross

section under heavily shielded conditions and localizing the discrepancy

in energy:

1) Self-indication transmission .measurements on a resonance-by-

resonance basis through thick samples of uranium. An experiment

of this type was performed at RPI and analyzed by X. Byoun and

R. Block in the unresolved resonance regicn. Data exists in the

resolved region down to approximately 20 eV. Thus, the data for

selected resonances could be analyzed at little cost to evaluate

the merit of the information provided by this technique.

252
2) An experiment in which a small Cf source drives a surrounding

OOQ 238
homogeneous mixture of U and moderator. The moderator/ U ratio

238
would be varied to progressively soften the spectrum. The U

capture/ source neutron would be measured and calculated. A liquid

system (uranyl nitrate in H-O or D,0?) would greatly simplify the

experiment, if feasible.

238
3) Time of flight spectrum measurements in heavily shielded JJ

samples.
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Summary for Sessions II and III

EXPERIMENTAL DIFFERENTIAL DATA AND RESONANCE ANALYSIS

G. de. Sauuawie.
Oak Ridge National Laboratory

M. R. Bhat
Brookhaven National Laboratory-

Havens stressed the importance of systematic errors and the

lack of detailed information on such errors in published reports.

Experimentalists should be encouraged to report in detail the main fea-

tures of the experiment and analysis so as to allow an evaluator to

independently determine errors and correlations among errors.

J. Felvinci reported on correlations between successive r°. Sta-

tistical tests (using runs statistics and autocorrelations tests) show

"intermediate structure" with 200 eV and 300 eV spacings. Such structure

is not observed when the tests are applied either to random data or to the

neutron widths of 2 3 2Th. Apparent correlations between r° and r have

also been observed.

D. K. Olsen reviewed the transmission measurements made since 1963

and reported the results of recent 40-m measurements from ORELA. A com-

parison of the ORELA transmissions with transmissions obtained from

ENDF/B-IV showed a serious discrepancy in the total cross section between

resonances. It was shown that a correct R-matrix calculation using

ENDF/B-IV parameters reproduced the experimental differential data.
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R. C. Block discussed the filtered beam technique using an 8-in Fe

filter; a peak is obtained around 24 keV with FWHM of 2 keV and a signal-

to-background ratio of 200. Block also reported on self-indication

measurements done at RPI on samples at 80°K, 300°K, and 900°K.

R. B. Perez summarized the present status of 2 3 eU capture above the

resonance region. The various measurements agree in shape but there are

large normalization uncertainties. Intermediate structure in the unre-

solved range was also discussed.

F. J. McCrosson reported on the ENDF/B-IV evaluation of the reso-

nance parameters. There were not much more data available to the ENDF/B-

IV evaluator than had been available for ENDF/B-III, however, the version

III data tests results which were available underpredicted eigenvalues.

Some p-wave levels of version III were eliminated from version IV.

Gert Rohr reported recent p-wave assignments made at the BCMN by

looking at the high and low bias measurements of the gamma transitions.

Also the experimental program on 2 3 SU at Geel was discussed. This pro-

gram includes measurements of scattering, transmission with sample cooled

to liquid nitrogen temperature, self-indication and capture.

Derek Gayther discussed recent transmission measurements made by Moxon

at Harwell through a 9-cm depleted uranium metal sample. Preliminary

indications are that at least one small resonance previously assigned to

be p-wave shows signs of a resonance-potential interference effect. It

is planned to make further measurements with a 14-cm thick sample. Meas-

urements to study Doppler effects in 16-cm thick U02 samples are currently

under way. Initially, transmission measurements will be made with the

sample heated up to ~1800°C. It is hoped to also measure capture with a

Moxon-Rae detector.



R. Chrien reported on measurements of capture cross sections for
2 3 8U and other nuclei through an iron filter using activation techniques.

The 2 S 8U measurement was in excellent agreement with the RPI and Kyoto

Univ. filtered beam results.

R. N. Hwang discussed the effect of level spacing correlations on

the Doppler coefficient. A comparison of calculations using the Dyson

statistics with calculations using the uncorrelated Wigner distribution

was made. The effect of corrections was small except perhaps at extremely

high temperatures.

Bo Leonard stressed the importance of doing an unbiased R-matrix

calculation of scattering. The proper treatment for this is described in

a paper at the 1970 Kiamesha Lake Conference and also in ENDF-153 (71).

H. Derrien could not attend the seminar but sent some "Comments on
2 3 8U Width Evaluations" which were distributed to the participants and

are included in the proceedings.

Recommendations

We suggest that the errors of the first few levels of 2 3 8U be

critically reevaluated.

A review of the transmission measurements of Jackson and Lynn on

the 6.7-eV resonance reveals that their resonance parameters primarily

depend on data obtained at 4°K combined with an Einstein phonon frequency

distribution. Thus, the interpretation of this experiment differs from

the gas model used in most differential and reactor neutronics interpre-

tations of Doppler broadening. Jackson and Lynn obtained

r = 28.5 ± 1.5 meV !

rn = 1.52 ± 0.01 meV |
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Note that the r (and r ) values of this experiment were misquoted in

BNL-325 with errors of ± 0.4 meV. This error assignment was not a result

of the measurement. The high accuracy of rn is not supported by any

details reported in the paper and is judged by this group to be unreal-

is t ic . We further note that there are four other experimental values re-

ported in BNL-325 (1965) al l of which report Tv values lower than Jackson

and Lynn with comparable precisions (21.2 - 26 meV). The average (un-

weighted) value of r of the five experiments would be about 25 meV. We

further note that de Saussure et a l . reported, Nucl.Sci. Eng. 51, 385 (73),

measurements of capture in a thick sample of this resonance. Doppler-

broadened, Monte Carlo corrected calculations of this resonance line with

ENDF/B-III gave a broader resonance in the wings than observed in the ex-

periment. Since ENDF/B-III gave r = 25.6 meV, the implication is that

perhaps the true value of r is smaller than this.

We further note that the r values deduced from analyses of different

experiments of the next few strong s-wave resonances produce a s igni f i -

cantly large spread of values. The plots of rp vs r , e. g . , shown by

Poortmans et a l . [NEANDC(E) 163U, pp 155-156] typically show ranges of

experimental values of 5 meV for resonances between E = 36.7 eV and

116.8 eV. Thus, i t appears that evaluated r values for these resonances

have produced uncertainties which are unrealistically small. Thus, this

group feels that values in the range 20 to 25 meV for the f i r s t few s-wave

resonances do not violate the existing differential data.
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The group recommends studies of benchmark experiments in which the

r values of these resonances are systematically and uniformly perturbed

to determine quantitatively the effect on the benchmark parameters. In

performing these perturbations, care should be taken to adjust the l/v

component of capture in the smooth file to provide continuity with the

ENDF/B-IV thermal smooth capture file at 1 eV.

B. We recommend that a proper R-matrix treatment of the total cross

section be adopted by ENDF/B, and that this treatment be tested by com-

parison with experimental differential data over the entire resolved

resonance range and below.

C. We recommend that the systematic discrepancies between Columbia,

the BCMN and JAER1 neutron widths above 1.5 keV be further investigated,

in particular, by using the same method of analysis on all sets of data

(as suggested by H. Derrien).

D. We recommend that all observed p-wave levels by included in the

ENDF/B file and that a p-wave strength function of 2.2 ± .2 x 10"* be

used to make up missed levels in the resolved range and in the unresolved

range.

E. The present ENDF/B-IV strength functions appear low compared to

the most recent experimental evidence.

F. We recognize that there is a possibility that there are capture

and scattering width correlation, those correlations could possibly

explain the discrepancy between calculation and data. If the discrepancy

can be explained entirely by the correlation, we recommend that an

intensive study be done.

G. Recent measurements of gamma transitions by Ed Jurney (LASL)

indicate that there is probably no p-wave level below the Cd cutoff.
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H. We recommend a careful measure.-nent of the shape of the 6.7-eV

capture resonance to sec if any asymmetry is present.

I. We recommend performance of self indication (S-t.) measurements

with different sample thicknesses and temperature. He recs.wcnd that

RPI S.I. measurements be further analyzed.

J. He recommend that a group of experimentalists and reactor

physicists collaborate in designing a set of S.I. measurements to be

used as benchmarks to test ?!*U data and calculation methods.

K. The two alternate data adjustments used as a contrivance by

reactor physicists to make the differential data in agreement with

integral experiments are (1) subtract about .2 b of capture cross sec-

tion from 4 eV to 9.12 keV; (2) reduce the p-wave capture Integral by

about 1b. These adjustments appear totally Incompatible with our

present knowledge of differential data.
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Summary for Section V

R. A. Karam, GIT

METHODS OF CALCULATING ENERGY AND SPATIAL SELF-SHIELDING EFFECTS

Members of the. committee on "Methods for Calculating Energy and Spatial

Self-Shielding Effects," Session V, made the recommendations given below

which were adopted by all attendees of the Seminar. Members of the Committee

were Don R. Finch, Savannah River Laboratory; Richard Hwang and Phil Kier

Argonne National Laboratory; Rubin Goldstein, Combustion Engineering; Wolf-

gang Rothenstein m d Arthur Bu«llk, Brookhaven National Laboratory; R. A.

K«r«m (chairman), Georgia Inititute of Technology.

A. There is a need to investigate the possible effects of the use of

the free gas model in neutron slowing down in tightly bound atoms in crystal-

line lattices on resonance capture. This will require a study of the phonon

spectrun in the uranium metal, uranium oxide, and uranium carbide lattices.

If this theoretical investigation suggests that there are significant ef-

fects, the possibility of defining a relevant experimental program should

be looked into. In addition a study should be made of the Influence of this

effect on Doppler broadening. (See "Effects of the Free-Gas, Slowing-Down

238
Model on Resonance Cross Sections in U.")

B. The treatment of the Unresolved Resonance Region appears to be

adequate for thermal reactor analysis.

238

C. Discrepancies have been noted during the Seminar on U Resonance

Capture between the results of various codes. The discrepancies of most

concern refer to different Monte Carlo codes which have been used for some

s



benchmark studies. Some of the differences mav be due to the use of QiDF/B-

III In some calculations and ENDF/B-IV in others; the effect of the cross

section changes will be evaluated. However,apart from cross section data

differences, there appear to be anomalies which must be resolved. Of prime

importance is the calculated value of the capture fraction of neutrons in

238

U in a simple benchmark lattice normalized similarly in the Monte Carlo

codes used at Hescinghouse and HHL. In this connection the resonance pro*

files in both Monte Carlo codes, as well as the energy grids and Doppler

broadening techniques employed in their generation, should be compared in

detail. Additional parameters that can be computed by all codes using the

same data base are the following:

238
1. The thermal neutron captures in U per neutron slowing down

past 0.625 eV.
235

2. The thermal fissions in U per neutron slowing down past

0.625 eV.

3. The ratio of A and B represents a number that can be used as a

consistency check between experiment and calculation (see E

below).
238

4. The U fission per neutron from thermal fission injected into

the lattice.

D. With regard to the advantages and disadvantages of different calcu-

lational procedures the following points should be noted:

1. The Nordheim resonance treatment may not be sufficiently accurate

for thermal reactor benchmark calculations. Some of the reasons

for this are the isolated resonance approximation, the limited

extent of the numerical integration covering each resonance with
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the n«ed for staple algorithms to cover vlng corrections, and the

flat flux approximation.

2, Integral transport and Monte Carlo methods do not have chese

difficulties.

Iht integral transport method tia* the advantages oC computing detailed

flux distributions in space and energy. A leakage buckling term can be used

i£ desired. Running times are relatively short compared to the Monte Carlo

method. The shortcomings of integral transport methods include the diffi-

culty of including anisotropic scattering in the laboratory system, the

use of a cylindrlcized outer boundary with an isotropic return boundary

condition in a one-dimensional code, and the use of cosine currents to

evaluate collision probabilities in some of the codes currently employed.

Monte Carlo methods have the advantage of treating complex geometries,

anisotropic scattering, and can in general model the physical problem ac-

curately. On the other hand small regions in space or energy may present

statistical problems unless special methods, such as adjoint Monte Carlo,

are employed. The advantages are, however, offset to seme extent by the

long running times required to attain adequate statistics. If Monte Carlo

methods are used in conjunction with other codes, such as multigroup codes,

care must be exorcised in how they are interfaced.

A full three-dimensional Monte Carlo study of some of the lattice

benchmarks might be useful.

It was noted that Monte Carlo methods might be used to study streaming

and flux depression effects in foil activation experiments.

E. With regard to the choice of benchmarks, attention must be paid

to the methods used to ensure that the most accurate integral parameters are
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obtained. One suggested consistency chock is the ratio of thermal captures in

238Uj C28 to t h e thermal fissions in
 2 3 SU, F25. This quantity should be

calculated accurately by any thermal spectrum code. It can also be related

to the measured integral parameters by the expression:

C 2 8 .-» ft • S25)

» 2 8

where

CR « total capture In V to total fissions in 3U,

'5 235
b~ " the epithermal to thermal fissions in U,
28 23S

£ * the epitherraal to thermal captures in U.

Additional benchmarks involving nor. Cd-covered as well as Cd-covered

reaction ratios would be useful. The range of moderator to fuel ratios

should also be extended.
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March 1975

Discrepancies in Thermal Reactor Lattice Analysis

W. Rothenstein
Brookhaven National Laboratory

Upton, New York 11973

Abstract

Experience gained over recent years has shown that the consistent
use of ENDF/B data leads to discrepancies, when the results of analysis
of thermal reactor lattices containing Uranium fuel of low enrichment
are compared with experiment. Typically the effective multiplication
factor is less than unity by one or two percent, and even as much as
three percent fur very tight water moderated lattices. Similar trends
have been observed by investigators at Winfrith using their multigroup
data.

It is the purpose of the seminar on U-238 Resonance Capture to
examine the different areas which might lead to the observed discrepan-
cies, and in particular to determine whether the problem is due to the
quality of the microscopic nuclear data, the accuracy of the integral
experiments, the approximations inherent in the lattice analysis, or a
combination of all of these factors.

In the present paper the previous studies of clean thermal reactor
lattices will be reviewed. The principal features of the calculational
methods, which make full use of ENDF/B data, will be outlined and com-
pared with other treatments specially as regards the resonance capture
calculations.

The information which can be obtained from comparisons of measured
integral lattice parameters and their calculated values will be discussed,
together with attempts which have been made to use this information to
reduce or eliminate the gap between theory and experiment.
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I. INTRODUCTION

Thermal reactor lattices have been analyzed quite satisfactorily for

many years. It might seem strange therefore that a seminar should be

devoted to this topic at the present time.

Ii: is of interest to note that those concerned with thermal reactor

design report no problems regarding the agreement between their calculations

and experiment. In particular, V. 0. Uotinen of Babcock and Wilcox, in a

review paper at a recent Conference on Nuclear Cross Sections aud Technology

in Washington, D.C., March 1975, referred to the successful analysis of 17

U0_ uniform lattices and 14 uniform UO "PuO, lattices, which led to values of

k f f differing from unity by not more than about 2 tenths of one percent.

Similar accuracy was also reported in the analysis of non uniform lattices.

It was admitted however, that the analysis involved a certain amount of

adjustment of the nuclear data and the calculational procedures in order to

attain this degree of agreement between the experiments and the calculations.

At the APS meeting on Nuclear Cross Sections and Technology, the need

for bias factors was also referred to by N. C. Paik<2) of Westinghouse in the

analysis of LMFBR's, and J. Y. Barre of Cadarache stressed the approach of

relying heavily on integral data in Fast Breeder development.

On the other hand for a thorough understanding of reactor behavior, and

in particular thermal reactors, it seems unsatisfactory that even the simplest

lattices cannot be analyzed from the basic microscopic data without resorting

to adjustments of one kind or another.

- 3 -



It was pointed out about six years ago, by J. Chernick, Chat in any

attempt to reconcile calculations and experiments the three basic ingredients

involved should be carefully investigated: the basic nuclear data, the

integral experiments, and the approximations inherent in the lattice analysis.

Clearly any discrepancies might be due to any one of these ingredients or

to all in different proportions. It is frequently difficult to pin down

exactly where the trouble lies. It is the aim of the Seminar on U-238

Resonance Capture to throw light on the causes responsible for the existing

discrepancies and to stimulate further work in these areas.

II. THE MAGNITUDE OF THE DISCREPANCIES

The discrepancies between lattice analysis and integral experiments

have been evident since the early versions of the ENDF/B library. Table 1

shows some k . values for clean light water moderated lattices'.4' These

were based on ENDF/li-I from which multigroup libraries were prepared for the

HAMMER analysis code!5' It is apparent that the multiplication factor gets

progressively worse the tighter the lattice.

TABLE 1

1.37. ENRICHED H O (HEXAGONAL LATTICES)

Rod Diameter 0.387"

Gap Thickness 0.005"

A4 Clad Thickness 0.028"

V /V
w u

1.0

1.5

2.0

3.0

4.0

B? (M"a)

20.98

40.51

52.19

59.25

54.69

K
eff

(ENDF/B-I)

0.9773

0.9843

0.9861

0.9884

0.9991
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A similar trend is observed in the case of some WUrenlingen DJ3 lattices

which are shown in Table 2.

TABLE 2

NATURAL URANIUM - D O (SQUARE LATTICES)

Rod Radius 1.0 CM

Cap Thickness 0.025 CM

A* Clad Thickness 0.075 CM

Fitch (CM) Ba (M~s) K (ENDF/B-I)

8.0 7.80 0.9814
10.0 8.40 0.9840
12.0 7.57 0.9873
14.0 6.47 0.9893
16.0 5.06 0.9884

It was realized at the outset that a weak link - and probably the weakest

link - in the analysis is the resonance capture calculation. The shielding

in these systems containing rods having very high U-238 density is very large,

and small errors in its evaluation can influence the results of the analysis

very considerably. The methods used at Brookhaven National Laboratory for

evaluating the shielded resonance integrals are based on the Nordheim

procedure," which is relatively straightforward and rapid on a fast computer.

The method involves a number of simplifications and assumptions, however, the

most important of which are:

1) In the resolved resonance region each resonance is treated separately

as though it were entirely isolated.

2) A 1/E flux is assumed to be the asymptotic flux above the resonance,

i.e., complete flux recovery between resonances is assumed.

3) In order to emphasize the energy variable by constructing a very

fine energy grid, the spatial aspects of the problem are reduced

to the use of two region collision probabilities for which tables

are prepared.



4) The collision density is calculated over the central part of each

resonance only by numerical integration of the slowing down integral

equation. Unshielded end or wing contributions are used beyond this

region.

5) The shielded resonance integral is generally assumed to contribute

to the capture only in the energy group in which the peak is located!7

In order to treat the rescnance events more realistically without the

need for simplifying assumptions, comparisons with Monte Carlo calculations

have frequently been made. Such comparisons are also not free from problems

quite apart from the statistical uncertainties of the Monte Carlo calculations.

The results shown in Tables 1 and 2 for H,0 and D O lattices were in fact

corrected so as to bring the Nordheim shielded resonance integrals in line

with Monte Carlo estimates. The latter were obcained with a code'8'based on the

Breit-Wigner Single Level formalism for which parameters are given in the

ENDF/B files. The code used was quite cumbersome as a number of neighboring

resonances had to be used to calculate the neutron cross sections at each

energy point. Doppler Broadening line shape functions had to be evaluated

for each contributing resonance. In addition it was necessary to use a

simple algorithm to include the effect of distant resonances. The magnitude

of the corrections which were applied to the calculated Nordheim resonance

integrals are shown for U-238 in Fig. 1. They amount to a reduction of the

shielded resonance integral by up to 10 percent for the D " lattices. For

the light water lattices the corrections were smaller',4' about half this

amount. The corrections applied to the U-235 resolved resonance integral

are considerable as shown in Fig. 2. They were not determined very accurately

at the time, but their effect on the lattice analysis is rather small, since
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most of the U-235 events occur at thermal energies. The reason for the large

corrections in the case of U-235 lies in the fact that they are shielded by

the U-238 resonances, an effect which is not taken into account in the

Nordheim calculations.

Notwithstanding the fact that corrections to the shielded resonance

integrals were applied, they were insufficient to bridge the gap between

lattice analysis and experiment. Consistent use of ENDF/B data underpredicted

the reactivity in every case.

III. DETAILED EXAMINATION OF THE U-238 DISCREPANCY

Very detailed studies of the clean H O moderated lattices using ENDF/B

data were made by J. Hardy of BAPL' 9' 1*i Kerashella° 5 and others at Winfrith

analyzed the problem for a wider range of well thermalized lattices with

the data on the UKAEA library. Papers will be presented at the present

seminar about these investigations, but some of the most important conclusions

will be given in the present review, specially in as far as they relate

to the U-238 capture problem.

In 1970 Hardy19) compared shielded resonance integral calculations

(based on Nordheim's method) coupled to a more sophisticated procedure below

200 eV, with Monte Carlo estimates. The sane data were used throughout.

Agreement was good, although there was a bias in that the Monte Carlo values

were consistently slightly in excess of the other values (1.5 - 2%). The

author referred to the possibility that this trend may be due in part to

the way resonance integrals are inferred from the captures.

Xhe main problem arose however in the comparison with experiment. In

order to obtain agreement with Hellstrand's measured resonance integrals of
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isolated rods, more resonance capture ..as needed than in order to fit the

measured values of ono> the ratio of epithermal to thermal captures in
Zo

U-238, in water moderated lattices. The results were interpreted in terms

of the smooth capture, i.e., that part of the resonance cross sections which

was handled by equivalent smooth cross sections. The principal conclusions

are shown in Table 3.

TABLE 3

U-238 RESONANCE CAPTURE

Hardy et al (Westinghouse).

p-wave Dilute Resonance Integral

/
a du (barns)
c

Value required to make calculated
value of fi agree with experiment: 0.65

to

Value required to make the calculated
effective resonance integral of isolated
rods agree with Hellstrand's experiments: 1.45

ENDF/B-IV Nuclear data (McCrosson)

Resolved resonance region 0.70
Unresolved resonance region 0.84 1.54

The values clearly show the magnitude of the discrepancy and should be

compared with the capture integrals of the p-wave resonances which are

practically unshielded and are treated usually by equivalent smooth cross

sections. McCrosson who examined the p-wave resonances in detail in 1973

concluded that the ENDF/B-III p-wave capture resonance integral of 1.83 barns

should be reduced by 0.28 barns, but nevertheless the ENDF/B-IV values are

clearly greatly in excess of the value required to match the measured lattice

values of P-o- Of course it is not necessary to look only at the contributions

of the p-wave resonances as the cause of the discrepancy, but its magnitude
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is certainly very large. Subsequent sensitivity studies with ENDF/B-III

data(*s) helped to indicate where (at whaC energies) the reduction of the

U-238 capture integral should be made, but did not explain the cause of

the discrepancy.

Kemshell(l0) in 1972 examined the prescription used at Winfrith to

evaluate the resonance capture in U-238 in detail. He referred to previous

comparisons between the WIMs'1 calculations and Monte Carlo values which

had been in good agreement. On the other hand, a scaling procedure was

required to make the results of calculations based on a detailed tabulation

of cross section against energy agree with integral evidence. The scaling

is shown in Table 4.

TABLE 4

U-238 RESONANCE CAPTURE

Winfrith

Askew

Kemshell* H O
(1972) l

D20

C

*Based on:

cr
g

Winfrith

H 20.3

D 3.35

C 4.68

R.I.

lattices

Lattices

Lattices

(ENDF/B-IV)

(20.45)

( 3.35)

( 4.73)

(Hellstrand)-R.I. (Lattice)

(barns)

1.2

0.8

0.4

0.6
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The resonance integral scaling was originally 1.2 barns. By referring to

experimental evidence on the relative conversion ratio, the ratio of U-238

captures to U-235 fissions in the lattice relative to the same value in a

thermal column, Kemshell suggested modifications to the scaling factor.

These depend to some extent on the moderator and are influenced by its

scattering cross section in the resonance region. The scaling necessary Co

make calculations agree with the measured conversion ratio, now amounts to

much less than before, but it is still not negligible. The scattering

cross sections used at Winfrith are close to the present ENDF/B-IV values.

Kemshell and later Chawla(14) drew further conclusions about nuclear

data from these studies. In particular they suggested that a harder fission

spectrum might be indicated by the measured values of 6s9 which were higher

than the WIMS calculations. This ratio of the U-238 to U-235 fissions will

clearly increase if the temperature of the U-23S fission spectrum is raised.

Chawla used a temperature of 1.43 MeV which is greatly in excess of the

current ENDF/B-IV value of 1.323 MeV. He did net consider that the harder

fission spectrum would lead to discrepancies between calculated and

measured neutron ages in the three principal moderators greatly in excess

of the experimental errors.

In addition Chawla sought to account for the low values of k ff in

their D.O lattice calculations (even when compared to the other moderators)

by changing the very low energy <* values of U-235. A reduction would

enhance the k of the most thermalized, i.e. the D,0 lattices, and have

a smaller effect in the H.O lattices. The proposed change, which was

thought to be reasonable in the light of the available experimental thermal

- 10 - rj
i
r,



nuclear data would extrapolate a to 0.157, instead of 0.173 in ENDF/B-IV,

as the neutron energy tends to zero.

XV. POSSIBLE SOURCES OF THE DISCREPANCIES

Previous studies of the discrepancies between thermal reactor lattice

calculations and experiments for assemblies containing natural Uranium or

fuel of low enrichment have been conducted according to the following pattern.

For a given microscopic data set the best theoretical procedures were used

in the lattice analysis, the resulting integral lattice parameters were compared

with experiment and the discrepancies attributed to the quality of the basic

nuclear data.

Recalling the three ingredients which contribute to such comparisons,

the question must be asked whether it is certain that the integral experiments

and the methods of lattice analysis can be ruled out entirely as contributing

factors to the differences that have been observed.

The major area of doubt is clearly the U-238 resonance capture which

is strongly influenced by the heavy shielding of the large resonances in

the heterogeneous assemblies.

Resonance capture rates have been studied very extensively in the past.

Good agreement has frequently been reported between different calculations!

procedures usin^ the same data base. The tendency of adjusting the data in

order to force agreement between theory and experiment was then a natural

consequence.

On the other hand it appears desirable to approach the problem at the

present stage with an open mind and with full regard to what is currently

- 11 -



available both as regards lattice analysis codes, computer facilities, and

experimental data.

Following the procedures previously adopted, one might first of all,

question the codes used for the calculations. In order to compare different

theoretical approaches it is essential that the comparisons refer to quantities

defined in an identical manner. An example of an area of doubt is the resonance

integral. Its definition is unambiguous at infinite dilution, but in the

presence of heavy shielding the definition must be clarified. It is not

certain that the most appropriate definition for an analytical evaluation

of the shielded resonance integral for one calculational procedure is also

directly applicable to other numerical methods, such as Monte Carlo calculations.

As regards the use of a given data base, further questions arise. The

data base should contain an unambiguous procedure for specifying all cross

sections at every energy point. Of special interest is the resonance region.

The procedure agreed upon to calculate the resonance cross section from the

resonance parameters in the data base may be too cumbersome for some methods

of calculation of the shielded resonance reaction rates, and simplifications

are frequently introduced for each method separately. Even when very detailed

resonance profiles are used, questions arise regarding the energy mesh and

interpolation procedures used to represent them and the manner in which they

have been Doppler broadened. Comparisons between different methods of

calculation for the same data bse, such as Monte Carlo versus Integral

Transport, certainly merit detailed re-examination, even when close agreement

has been reported.
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Turning to the basic nuclear data, there is the problem of how well

the cross sections and resonance parameters are known. In particular one

may ask whether the use of a constant radiation width for all resonances

is justified, or should be replaced by different values, according to the

best measurements, specially in the case of the first few resonances of U-238

which contribute most to the total resonance capture. What accuracy can be

expected in the calculated integral parameters in the light of the present

uncertainties in the basic data? Is the overprediction of resonance capture

of U-238 to the extent reported in the literature consistent with the quality

of the basic data? As regards the resonance formalisms used, some fundamental

problems also remain. U-238 is an isotope with well separated resonances so

that little difficulty is expected from the use of the single bevel Breit-Wigner

formulae. On the other hand these formulae appear to be applied, according to

current ENDF specifications, in a manner which is inconsistent with certain

basic theoretical considerations. In particular negative scattering cross

sections and even total cross sections are not excluded even after Doppler

broadening. Although these problems occur only over a few narrow energy

regions the question remains how well the cross section measurements are

fitted by the currently recommended resonance formalisms, specially at energies

in the valleys between the large resonance peaks.

Finally, the measured integral lattice parameters might need further

study. Confidence limits, allowing for experimental error are generally

quoted in the literature, but the measurements might be subject to possible

systematic errors which had not been sufficiently well analyzed at the time

the experiments were performed. In addition, frequent reference is made to
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rather old experiments, in which the measuring techniques were less refined

than at present. The selection of the most reliable experimental information

on integral parameters from the reported measurements, and a rp-exaaination

of sources of systematic errors appear to be of considerable importance.

It may well be that one or more of the problems mentioned can be ruled

out as a contributory factor to the existing discrepancies, from studies

already reported or those currently in progress. On the other hand the

objective of the specification of a single data base, which when properly used

will be adequate for the widest range of applications, provides a strong

incentive for a fuller understanding of the causes which lead to the current

overprediction of U-238 resonance capture in thermal reactor lattices.
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Monte Carlo Analysis of TRX Lattices
with ENDF/B Version 3 Data

J. Hardy, Jr.

I. IMTRODOCTIOM

Four TRX water-moderated lattices of slightly enriched uranium rods have been

re-analyzed with consistent EHBF/B Version 3 data by means of the full-range

Monte Carlo program RECAP (Reference 1). Hie parameter measurements and the

original analysis are described in References 2 and 3.

The following measured lattice parameters were studied:

ratio of epithernal-to-thermal U23° captures (o ),

ratio of epithenml-to-thennal U235 fissions (fi25),

ratio of U23° captures to 1^35 fissions (CR*),

ratio of U 2 ^ fissions to U235 fissions (fi28), and

multiplication factor (X).

In addition to the base calculations, some studies were done to find sensiti-

vity of the TRX lattice parameters to selected variations of cross section data.

Finally, additional experimental evidence is afforded by effective U23«

capture Integrals for isolates rods. Shielded capture integrals were calculated

for U 3° metal and oxide rods. These are compared with the measurements of

Hellstrand (Reference k).

II. LATTICE CALCOIATIONS

The TRX fuel rods were of uranium metal (enriched to 1.3jt U235) clad in

aluminum. They were 48 inches long and of O.36T inch diameter, arranged in hexa-

gonal arrays at four water-to-fuel volume ratios: 1.00, 2.35, b-02, and 8.11.

The two intermediate arrays were full lattices for which measured buckling values

were available. The other two arrays were run as inner lattices surrounded by a
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driver region of TRX high density UO2 rods. At the center, where parameters were

measured, the flux spectra were essentially asymptotic. All these lattices were

fully reflected, and their perimeters were made as nearly circular as possible.

In the analysis, Monte Carlo cell calculations were done, with leakage correc-

tions obtained from homogenized, multigroup full-core calculations. The RECAP

Monte Carlo program described the lattice cell geonetry explicitly and neutrons

were followed over the full energy range below 10 MeV.

EMDP/B cross sections were processed with ETCMX and FIAN2, which are Eettls

versions of ETOG (Reference 5) and PLANGEII (Reference 6), respectively.

Above 0.625 eV. smooth cross sections, Including the inelastic scattering

transfer matrix, were described in the 54-group MILC energy structure. Doppler

broadened resonance profiles were described at -25*000 energies. Smooth thermal

cross sections were described at 25 energies.

For 11^3°, all p-wave resonance capture was treated as smooth. The first set

of unresolved S-wave resonance parameters was used over the entire unresolved

range (k KeV - J»5 KeV), with suitable adjustment of the smooth capture. For U235,

all unresolved resonance absorption was treated as smooth.

Leakage corrections were obtained by means of a nultigroup calculation, with

cross sections closely matching those of the Monte Carlo. For the two full lat-

tices, the epithermal calculation used HUFT (Reference 7), which treated a hano-

genized, simply-buckled lattice in the Bl approximation. An "L-factor" was used

to force the U23° capture in the zero-buckling MUFT calculation to match that of

RECAP above 0.625 eV. A single L-faetor was applied to U235 absorption (fission

plus capture) in a similar manner.

Thermally, a DPI calculation was done in 25 energy groups. Theraal disadvan-

tage factors were used to force the ze -o-buckling thermal reaction rates to match

- .19 -



those in the RECAP calculation, and a fast advantage factor was applied similarly

to obtain the proper U 2 ^ fission rate.

Leakage corrections for the two-region lattices were obtained with P3MG

(Reference 8), which performed one-dimensional, 54-multigroup calculations in

cylinder geometry. The calculations were P3 epitheraally and double P-l thernally.

There was one thermal group, with constants condensed from a 25-group calculation

for each homogenized core region.

In all cases, leakage correction factors for the RCP-calculated reaction rates

were obtained as the ratio of reaction rate In the leaking, homogenized lattice to

that in the homogenized lattice with zero-buckling. For the relative reaction

rates, the largest such correction was 7$ ( on 8 In the 2.35/1 lattice) and

corrections were usually much less than this. The k» values from the Monte Carlo

cell calculations were 1.0290, 1.1551, 1.1*32, and 1.0099, respectively, for the

1.00/1, 2.35/1, ^.OS/l, and 8.11/1 lattices.

Results for the THX lattices are summarized in Tables 1 and 2 along with the

measured parameters. For completeness, Version 2 CTDF/B results are also Included.

Calculated reaction rates are tabulated in the Appendix.

The following points are noteworthy:

1) Both Version 8 and Version 3 produce high •>*** and CR* values, indica-

ting -10$ too much epithewal U 3 ^ capture in all lattices. As will

be seen froa the sensitivity studies, this Implies about 1.3,+ 0.3 b

too much smooth capture integral.

,j238 -a

2) The Increased rrj. in Version 3 has brought 8 into good agreement

with the experiment, i 2 8 is also sensitive to o ^ and to the U 2 3 5

fission spectrum. These quantities appear reasonable — especially

the lower ir inelastic scattering compared to Version 1. The trend
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In B2" observed In the original analysis (Reference 2) was attributed

to too high cP (Version 1 ENDF was used).

in

3) The T> epithermal fission in Version 3 is fron 2$ to 9$ high compared

to experiment (525). it averages -2# higher than Version 2, slightly

greater than would be expected from the dilute fission integrals

(above 0.625 eV): RI(Version 2) = 266 b and Rl(Verslon 3) * S& \>.

Although within the uncertainties, these are somewhat high compared to

direct measurements of the U235 fission integral (Reference 9). In

particular, the TRX value for the dilute fission Integral of U 8 ^ ±B

276 j* 11 b above 0.5 eV, or 260 * U b above O.625 eV (Reference 10).

In any case, Bettis deck 718 with RI « 259 1> gives better 8 ' results

than either Version 2 or 3. All these cross section sets show a trend

toward high values in the tighter lattices.

k) Eigenvalues are low by ~1% (.Tf> to 1.3$). This is about what one

expects from the excess TT™ capture.

To determine sensitivity of the lattice parameters to selected cross sections,

the full core P3MG calculations were repeated for each of the following variations:

1) Reduction of i n ^ smooth capture integral by 1.0 b in the

range 5.5 KeV to 25 KeV.

2) Reduction of IT smooth capture integral by 1.0 b In the

range .625 eV to 6 eV.

3) Reduction of U 2 3 5 smooth fission integral by 10 b in the

range .625 eV to 6 eV.

Results of these variations are shown in Table 3. A reduction of 1.3 b in the

low KeV range coupled with 10 b reduction of the 1^35 fission Integral would bring
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r>2° Into l ine , and eigenvalues as v e i l , i2-* would be brought Into better agreement,

although the tendency to calculate high in tight lat t ices would persist . A reduc-

tion of U 9 ^ smooth capture in the low eV range (Variation 2) , rather than higher

up, would help to reduce the drift in «S^.

III . SHIELDED CAPTURE IMTEGRftlfi

Effective resonance capture Integrals for U 2 * metal and oxide rods were calcu-

lated with the KESQ Monte Carlo program (Reference 11). Doppler broadened resonance

profiles were described at 24,000 energies fro* 5 eV to 325 eV. Bettis versions of

L. W. Nordneim's ZUT and TUZ were used respectively tor the remaining resolved

S-vnre resonance (up to 4 KeV) and in the unresolved range (up to 45 KeV). Smooth

capture Integral was added to account for resonance t a i l s oaitted in the resolved

range, and to cover the energy ranges 0-5 eV - 5 eV and 45 KeV-10 MeV.

In the interval 200 - 325 eV, both RESQ and ZOT were used and gave good agreement:

ZUT-KESQ <w .005 b.

Results are shown in Table 4, along with Hellstrand's aeasured values (Reference 4).

The experiment Is uncertain to 3.5$. There i s good agreement as to slope, but the

calculation i s high by 0.75 ± 0.54 b on the average.*

* Ccapared to Hellotrsnd's recommended isolated rod resonance integrals, i t

averages high by 0.67 b. This Is not very different, but overall consistency

Is less favorable than for Hellstrand's own experiments (see Table 4) .
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IV. CONCLUSIONS

Version 3 ENIF/B O23^ produces too much capture In TRX lattices by 1.3 + 0.3 b.

Compared to E. Hellstrand's measured isolated rod resonance integrals, it arerage*

high by 0.75 _+ 0.5U b. These two comparisons are consistent within the uncertainties.

It is felt that the lattice comparison is the more reliable, and that Version 3 I T ^

capture needs to be reduced by slightly more than 1.0 b of smooth capture integral.

In addition, a 10 b reduction of the I T * fission Integral would considerably

improve the S 2' prediction. In other respects, the Version 3 data work veil in

these lattices.
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Table 1

Analysis of TRX Lattice Parameters with HJDF/B Data
(1.3% Enriched. .387-Inch Diameter Uranium Fnel Rods in

1

Parameter

p2 8 epi/thermal U238

capture

S ' epl/thermal U
fission

6 Vr f i s s ion/
>J235 fission

CR* D238 capture/
U235 f iss ion

* keff

W/M = 8.11
Sep.

.U66
+.01

.0352
+ .0001*

.OU52
+.0007

.526
+.00U

1.000

7er.II

.515
+.005

.O35U
+_.oool*

•OUUS
+.0001*

•5U5
+ .003

.9902
+.0030

Ver,IlI

.521
+.005

.0359
+ .0001*

.OU58

.51*6
+ .003

.9925
+.0030

W/M - U.02
ExjD.

.830
+.015

.0608
+_.0007

.0667
+ .002

.6U6
+..002

1.000

7er.II 7er.IH

.896
+_.00U

.0628
+ .0008

.0620
+ .0001*

.667
+ .001

.9929
+.0015

.899
+.001*

.O6U9
+_.0008

.O65U
^.oool*

.667

.9913
+.0015

W/M - 2.35
Kxp. 7 e r . I I 7 e r . I I I

1.311
+_.O2

.0981
+ .̂001

.0911*
+_.002

.792
+.008

1.000

+!oi3

.1020
+.0005

.0856
+.0005

.831
+.007

.9821
+.0030

1.U22
+ .013

.1031
+_.0O05

.O89U
i.0005

.829
+_.O07

.9872
+.0030

Exp.

3.01
+ .05

.230
+.003

.163
+_.O0U

1.255

1.000

W M = I .
Ver.II

3.28

+ : ^

.156
+ .001

1.329
+_.oo5

.9917
+.0030

.00
Ver.ni

3.30
+ .01

.251
+..001

.161*
+_.001

1.328
^.005

.9889
+.0030

W/M ~ water/fael volume ratio.

Thermal cat energy i s 0.625 ev in a l l cases.



Table 2

3oimary of Parameter Results*
Calculation/Experiment

Paraneter

28
p

HJDF/B
Version

n

HI

W/H •

1.105

1.118

8.11

+ .023

W/H -

1.080 +

1.083

ii.02

.01? 1.087

1.085

-2.35

+, .017

W/M -

1.090 +

1.096

1.00

.017

« 2 8

CR*

\

II

in

n

in

n

in

n

in

1.006 *_

1.020

.985 +

1.013

1.036 +

1.038

.990 +

.993

.015

.017

.010

.003

1.033 +

1.068

.930 +

.981

1.033 +

1.033

.995 *

.991

.017

.031

.00b

.002

LOliO +

1.051

•937 +

.978

1.0U9^

1.0U6

.982 *

.987

.001

.023

.013

.003

1.061 ^

1.092

.957 +

1.007

1.059+.

1.058

.992 +

.989

.011>

.025

.010

.003

Uncertainties are standard deviations. Same values apply to the Version H I comparison.



Effect of Cross Section Variations on Parameters

Parameter

P 2 8

6 2 8

CR*

\

Cross
Section

Variation*

1
2
3

1
2
3

1
2
3

1
2
3

1
2
3

Percent Change of
W/M » b.11

-6.02
-5.61
- .05

- .08
- .36
-3.88

- .*2
- .Ii8
+ .08

-2.06
-1.91
+ .11

+ .63
• .57
- .08

W/M = li.O2

-6.56
-5.87
- .11

- .08
- .66
-3.68

- .89
- .81
+ .10

-3.09
-2.7U
+ .17

+ .83
* .76
- .10

Parameter
W/M = 2.35

-7.27
-6.36
- .18

- . l i ,
-1.13
-3.69

-1.50
-1.33
+ .11*

-il.26
-3.63
+ .23

+1.U0
+1.21
- .13

W/M = 1.00

-8.78
-7.Ill
- .16

+ .18
-2.37
-3.52

-2.29
-1.99
+ .20

-6.77
-5.2)4
+ .35

+1.03
+ .89
- .10

^Variation Is 1.Ob reduction of U ™ smooth capture integral (5.5 Kev-25 Kev).

2s 1.Ob redaction of IT smooth capture Integral (.625 ev-6 ev).

3: 10b redaction of U * smooth fission integral (.625 ev-6 ev).



Table It

Shielded Capture Integrals for If
(Version 3 EHPF/B)

,238 Metal and Oxide Rods

Radius (cm)

RESQ 5-101 ev

RESQ 101-200 ev

RESQ 200-325 ev

ZUT 200-325 ev

ZUT 0.325-!* Kev

TJZ M.5 Kev

Total* .5 ev-
10 Jfev

Experiaant 1

Smooth integra l :

.31*30

10.8321

1.3111

.5751

.578

2.066

.651*

19.3SU

18.71
19.15

.625 ev

Uraninit
.1*915

.081 8.9311.061*

.012 1.1261.012

.003 .1*881.003

.U9S

1.821

.653

16.935

16.11
16.69

- 10 Mev

(includes ENDF/B pointid.se data
pins smoothed p-vave resonances, resolved
and unresolved).

Smooth integral:

plus resonance ta i l s not
by RESQ and ZUT

• .625 ev

accounted for

1 Metal
•7620

7.1151-075

.9761-012

.Ui 1*1.002

.1*19

1.578

.651

11*. 650

13-91*
1U.25

3.7-20

.196

3.916

1.5B8

ti .71*71-067

.6991.013

.3301.006

.331.

1.295

.650

11.637

10.96
11.19

• 3531*

15.9071.085

1.81»O+.O13

.8331-003

.836

2.701

.687

25.881*

25.20
21t.9O

.J*90B

13.682+.

1.6181.

.7171.

.723

2.1.33

.687

23.053

22.21
81.98

U02

.701*1*

071i 11.1*881.080

011 1.1*261.011

003 .616+.OO3

.621.

2.175

.687

20.308

19.1*3
19.28

1.111

9.21*81.068

1.2O9+.O11.

.521.1.003

.532

1.909

.687

17.1.93

16.58
16.1.9

Tt,

*Using RESQ resalt 20C ev-325 evj includes 3.916 b of smooth integral. A statist ical uncertainty of ~.08b applies.
THell»tr«nd'» own experiments.

Heilttrmnd'i rccoawnded v»lue».
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Major Cell Reaction Rates (Ver. 3 BTOF) - TRX Lattices

o
r

1
i
i

*—
 T

h
er

m
al

—
t

0238 f i s s .
v f i s s .

Capture

U235 f i s s .
v f isa.

Capture

Q (.625 ev)

0238 Capture

U235 f i s s .
v f isa.

Capture
H Capture

K (tot v
" fiss)

8.11/1

.01815

.05122

.07393

.01371

.0331*7

.00601*

.88053

.11*208

.38186

.92525

.06615

.281*81

1.0099

(.60
(v«2.8222)

(1.00

(.80
(v-2.1*1*11*)

(.90

(.10

(.20

(.2*)
(v-2.1*230)

(.20
(.20

1*.

.02733

.07702

.13512

.02621

.06392

.0111*1

.79327

.151*71

.1*1361*
1.00225

.07201

.11*660

1.11*32

02/1

(.1*0
(v-2.8180)

(-80

(.80
(v-2.1*386)

(.80

(.20

(.2*)

(.20
(v-2.1*230)

(.20
(.20

2 .

.03625

.10199

.201*77

.03955

.09638
•O17U6

.69639

.11*900

.391*81*

.95670

.06913

.07776

1.1551

35/1

(.90
(v-2.8136)

(.50
(.50

(v-2.1*368)
(1.30

(.20

(.20

(.2%)
(v-2.1*230)

(.20
(.1.0

.051*1*0

.15260

.35800

.07107

.17301*

.03090

.U820U

.11226

.29028

.70335

.05168

.02356

1.0290

1.0/1

(.50
(v-2.8051)

(.30

(.20
(v-2.1»3!*6)

(.30

(.20

(.30

(.20
(v-2.1(230)

(.30
(.50

Rates are normalized to one neutron born of all fission. Q(.62$) is slowing dovm rate across
.625 ev. Uncertainties are % standard deviations, v values are from the HUPT calculations.



Leakage Corrected Reaction Rates (Ver. 3 EWDF) - TRX la t t i ces

U238 f i ss .
v f i s s .

Capture

U235 f i s s .
v f i s s .

Capture

8.11/1
.01779
.05016
.07280

.0131.9

.03293

.00595

1..02/1
.021.86
.06995
.12001

.02318

.05652

.01008

!o9267
.17952

.O3U18

.081.03

.01519

1.0/1
.05626
.15781
.31.923

.06879
-16751.
.02982

Q(.625 ev) .8651.7 .69190 -59637 .1.51476

£

1

U238 Capture

U235 fiss.
v fiss.

Capture

H Capture

.13965

.37532

.9091)0

.06502

.27991.

.13350

.35692

.861)82

.0621h

.12650

.12625

.331.51

.81052

.05857

.06588

.10590

.27381.

.66351

.01)876

.02222



ADDENDUM

Preliminary results with ENDF/B-IV, obtained

since the Seminar, are shown in tables below.

(PRELIMIHABY)

TRX LATTICE PARAMETERS CALCULATED WITH EHDF/B-IV DATA

Parameter

P2 8 (epi / therml 2 3 8 « capture)

6 2 5 (epi/theraal 2 3 5U fiss ion)

628 ,238,, f l B S l O B / e 3 5 o r l 8 B l o n )

CR* (238CaJ>$ure/235U fiss ion)

Keff

W/M >
E*P-

.k66
+ .01

.0352
+.oooi»

.0U52
+.0007

.526
+_.oou

1.000

8.U
Jfclc^

.500
+.005

.0353
+.0003

.0U77
+.0006

• 530
+ .002

•999^
+.0013

W/M -

.830
+.015

.0608
+.0007

.0667
+ .002

+ .008

1.000

4.02
Calc.

.859
+.007

.0610
+.000U

.0676
+.0006

.6U6
+.ooe

1.0022
+ .001lt

W/M «
Exp-

1.311
+ .02

.0981
+.001

.0911*
+.002

.792
+.008

1.000

2.35
Calc.

1.362
+.009

.0992
+.000U

.0948
+.000U

.798
+.003

.9997
+.0014

W/M -
a ? -
3.01
+ .05

.230
+.003

.163
+.O0U

1.255
+.011

1.000

1.00
Calc.

3.19
+.ce

.2UU
+.001

.177
+ .001

1.283
+ .007

1.0001

r ^



(raELTMIHAKY) 9

MAJOR CKLL REACTIOM RATES (BIDT/B-IV) - TRX LATTICES (BT . 0)

1

wu

I

?
1

1)238 fiss.
v fiss.

Capture

U235 fiss.
V fiSG.

Capture

Q(.625 eV)

1)238 capture

U235 f i s s .
v f i s s .

Capture

H capture

K,,, (tot v f iss)

W/M « 8.11

.01907 (.5*)

.O5397( »>2.8301)

.07035 (.8*)

.01357 (.5*)

!oo6oi (.5*)

.88313 (.1*)

•ll»090 ( . l i )

.38508 (.1%)

!o6573 ( . l i )

.28578 (.211)

1.0185

w/M » U.02

.02873 (.5*)

!l29*3 (.5*)

.02501 (.5*)

I01135 (.5*)

.79859 (.1*)

.1(2032 (.I*)
1.0l667( vte2.Jil88)

.07209 (.1*)

.IU517 (.1*)

1.1587

W/M - 2.35

.03896 (.5*)
•1098l(*a.8l85)
.19621 (.5*)

.03865 (.!»#)

!oi76U(.5*)

.70288 (.lH)

.WO75 (.lit)
•96933( *2.'<l88)
.06919 (.1*)

.07819 (.1*)

1.1732

w/M « 1.00

.05908 (.3#)

.16583(^2.8069)

.O7OUM.3*)

!o3151 (.<*i)

.1^792 (.2*)

.112U6 (.2*)

.7lU5U(\»=2.1(i88)

.05187 (.2*)

.02381 (.2*)

1.0517

Rates are normalized to one neutron born of all fission. Q(.625 eV) is the slovlng-down rate across
O.625 eV. Uncertainties are i standard deviations, v values are froa the MUPT calculations.



(FRELXMIKARy)

LEAKAGE CORRECTED REACTIOH RATES

EHDF/B-IV TRK LATTICES

H capture

W/H » 8 .11 W/M m 4.02 W/M « 2.35 W/M * 1.0

IE38 fiss.
v flas.

Capture

U235 fiss.
v fiss.

Capture

Q(.&5)

1C38 capture

IB35 Ties.
v fiss.

Capture

.01866

.05275

.06918

.01334

.03254

.00591

.13829

.37793

.91414

.06U51

.O260U

.073UU

.111*58

.02205

.05370

.00999

.69480

.13334

.36179

.87510

.06206

.03527

.09929

.17126

.03355

.08168

.01529

.60004

.12573

.33846

.81872

.05844

.06065

.17027

.33486

.06731

.16378

.03002

.10483

.27537

.66606

.04835

.28047 .12497 •0«05 .02219

(PREUMIMFY)
LEAKAGE CORRECTED REACTION RATES AND PARAMETERS

FOR THE W/M » 1.0 CELL, SMPLT BUCKLED (B2 "20.98 M"2)

0238 fiss.
v fiss.

Capture

U235 fiss.
v fiss.

Cftpture

4 (.625)

U238 capture

U235 fisa.
v fiss.

Capture

Parameters: r>28

*25

A28

CR*

Keff

.05698

.15988

.32676

.06598

.16051

.02948

•45253

.10382

.27268
•65955
.04788

3.15

.242

.168

1.271

.9799



Sn ANALYSIS OF THE TRX METAL LATTICES
" WITH ENDF/B VERSION III DATA

F. J. Wheeler
Aerojet Nuclear Company

Idaho Falls, Idaho

(A) Introduction

Two cr i t ical assemblies, designated as thermal-reactor benchmarks
TRX-1 and TRX-2 for ENDF/B data testing, were analyzed using the one-
dimensional Sn-theory code SCAMP*. The two assemblies were simple
lattices of aluminum-clad, uranium-metal fuel rods in triangular arrays with
H20 as moderator and reflector. The fuel was low-enriched (1.3% 235U),
0.387-inch in diameter and had an active height of 48 inches. The volume
ratio of water to uranium was 2.35 for the TRX-1 latt ice and 4.02 for
TRX-2. Detailed parameter measurements have been reportedv ' for these
lattices. Full-core Sn calculations based on Version I I I data were
performed for these assemblies and the results obtained were compared with
the measured values of the multiplication factors (k), the ratio of
epithermal-to-thermal neutron capture in 238U (p2 8) , the ratio of
epithermal-to-thermal fission in 235U (625), the ratio of 238U fission
to 235U fission (s2 8) , and the ratio of capture in 238U to fission in
235U (CR). Reaction rates were obtained from a central region of the f u l l -
core problems. Hultigroup cross sections for the reactor calculation
were obtained from SK cell calculations with resonance self-shielding
calculated using the RABBLEv ' treatment. The results of the analyses
are generally consistent with results obtained by other investigators.
The calculated multiplication factors were 1.8 to 2.6% low for the cr i t ical
assemblies. This under-estimation of k is thought to be primarily due to
the overprediction of the 238U epithermal neutron capture as is evidenced
in the comparison of the calculated values of p28 with measured data.

Some of the approximations used in the analyses were investigated
including the use of alternate treatments in the resolved energy range,
the angular quadrature in the cell calculation, whether the number of thermal
groups in the cell calculation (32-group) was enough to elimate spectrum

*SCAHP, in cylindrical geometry, is a modification of the TOPIC"' program.
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effects in derivation of thermal constants and the importance of the
outer-boundary condition chosen for return of neutrons from the f ict i t ious
cylindrical boundary in the cell calculation. For those alternate methods
investigated none would significantly affect the conclusions concerning
the use of Version I I I data in low-enriched thermal systems. Effects
that were not investigated included the adequacy of the P-| approximation
for the angular scatter distribution, the use of asymptotic thermal spectra
at the fuel-reflector interface, the cylindricalization of the outer boundary
of the cell and the isotropic assumption for the energy distribution of
the source to the thermal groups.

(B) Summary of Methods and Results

The analyses of the TRX reactor benchmarks essentially consisted of
four steps:

1. Processing the ENDF/B data into problem-independent library f i les
2. Use of these library f i les with spectrum and resonance codes

to obtain problem-dependent 97-group cross sections for subsequent
cell calculations (32 thermal groups)

3. Unit cell calculations using Sn theory
4. Homogenized full-core 68-group calculations to obtain final results

(A)

For step one, the ENDF/B data were processed using the ETOPV ' and

FLANGE I I ( 5 ^ codes.

For step two, quarter-lethargy cross sections in the fast energy range

were obtained using modified versions of the PHROG^6' and RABBLE codes.

The PHROG resolved-resonance treatment was bypassed in favor of the

resonance sel f -shielding as calculated with the RABBLE treatment. The

INCITE^' code, in the B-l approximation, was used to obtain the 32-group

thermal cross section set used in the ce l l calculat ions.

For steps three and four , Sn un i t -ce l l calculations were performed,

using the 97-group cross section set , in the Sg, Pj approximation with a

semi-isotropic outer boundary condition and a leakage correction (DB2)

in the fast-energy groups. Subsequent fu l l -core calculations (Sg, P-j)

were performed using cross sections from the cel l problem coalesced over

space and thermal energy to form a 68-energy group set with one thermal

group below .625 eV. Fast and thermal cross sections for the H20 ref lector

were obtained from the PHROG and INCITE spectrum codes assuming asymptotic
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water spectra. The comparison of the calculated results with experimental

data is given in Table I.

Keff

6"

628

P28

CR

TABLE I

CALCULATION / EXPERIMENT

TRX-1

.9741

1.039

.986

1.097

1.016

TRX-2

.9823

1.018

.976

1.092

1.040

(C) Details of the Calcuiational Models

The ETOP code represents an extensive modification of the ETOG^ '

package. Since the changes in ETOP affect the calculational results,

these will be briefly outlined.

Problems in data processing originate from two principal sources.

The first is incompatibilities between ENDF/B format and the physical

approximations incorporated into the spectrum code. The second arises

from numerical limitations and inaccuracies over specified energy ranges

in ETOP.

ETOP now performs no preliminary processing of ENDF/B unresolved

capture, fission and scatter data except for the case where there are

several isotopes specified for a single ENDF/B material. In this case,

both the resolved and unresolved range parameters are processed at infinite

dilution into smooth cross sections for PHROG. At present only a few

ENDF/B materials fit into this category. The output smooth data files,

in the resolved-resonance range, contain only the averaged data from File

3 plus the contribution from p-wave resonances and the tails of s-wave

resonances that do not lie within the energy bounds of the resolved range.

This contribution is computed assuming infinite dilution.
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The original limitations on energy mesh were found to result in
serious numerical problems in the calculation of resonance cross sections
and elastic-scattering matrices in the resolved-resonance range. The
original coding was adequate for version I data when less than 10 or 12
resonances occurred per quarter-lethary group. With the advent of version I I
data, several isotopes exceeded these safe l imits. A large number of
resolved p-wave resonances are present in 238^, fo r example. A redefinition
of the integration intervals was made to reduce numerical error. Mesh
problems s t i l l exist under the most severe conditions and the only real
solution to the problem in these instances is to increase the total number
of mesh points in the offending groups. This wi l l require a major modifi-
cation of the processing code.

The calculation of the elastic scattering matrices in the resolved
/a)

resonance region is based on a special semi-analytical subroutine* ' which
improves the accuracy of the Legendre matrix elements several orders of
magnitude for the case of isotropic scattering in the CM system. This is
almost always the intended scattering law in the resolved resonance region.

For this situation, the total Legendre moment of the cross section is
known analytically for any order s.v '. For isotopic mass exceeding A=16,
only one group downscatter is possible for the 0.25 lethargy-group structure
and this downscatter term is easily calculated. The diagonal within-group
term is then obtained by subtracting the outscatter term from
the total Legendre moment which is obtained analytically. This technique
permits a great simplification in the resolved-resonance range since the
within-group term presents the greatest numerical d i f f icul ty. The extreme
mesh requirement for this Legendre convolution is thus avoided entirely
where many resonances are involved in the within-group term.. At higher
energies, where the scattering is not isotropic, numerical integration of
the within-group term is necessary.

The FLANGE I I code was used to process thermal data into a 101-energy-
point library below 2.38 eV for use with the INCITE thermal-spectrum code.
INCTE is a program to calculate energy-dependent thermal-neutron spectra
and appropriate average-multigroup cross sections using arbitrary scattering J
kernels. The program employs a normalized Gauss-Seidel iteration technique |
to solve the energy-dependent integral form of the B-l approximation to I
the Boltzman transport equation. I

i
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For the treatment in the fast-energy range, a variation of the MC2

equations for the unresolved range was incorporated into the PHROG I I
code and the modified RABBLE package to make them completely compatible
to the ENDF/B unresolved-range format. Tables of J(e,$) were added to
treat shielding and temperature effects in unresolved data. Both codes
preprocess the unresolved data into self-shielded quarter-lethargy cross
sections before performing the final spectrum calculations.

The RABBLE resonance calculation was performed for the cylindricalized
cell using an isotropic outer-boundary condition. An interval width of
0.001 wa,, used to determine the lethargy mesh in the transport calculation.
At each energy point, the 238U cross sections were determined using the
sum of the Breit-Wigner single-level cross sections for the three nearest
(in energy) resonances. In the case of 235U, cross sections were summed
over the 20 nearest resonance levels at each energy point. The smoothed
background cross sections and the cross sections for the non-resonance
isotopes in the cell were the quarter-lethargy values output by the ETOP
code.

The 97-group, SCAMP-cell calculations were performed assuming 12
spatial intervals in the fuel. 25 in the water and 1 each in the gap and
cladding. The Sg (6 intervals on the azimuthal-angle halfspace)
approximation was used with 4 Gauss-quadrature points on the polar-angle
halfspace. Scatter was assumed to be linearly-anisotropic and a leakage
term WuS applied in the fast groups through a DB2 term. Upscatter was
treated to 0.876 eV and molecular binding effects in water were treated
to 2.38 eV. At the outer boundary of the cell the return current was
treated using a semi-isotropic reflection albedo which assumes mirror return
in the polar angle and isotropic return in the azimuthal angle.

The SCAMP code has an option to compute average cross sections
coalesced over energy and space. This option was used to obtain cross
sections for the ce l l , homogenized over all regions and collapsed over the
thermal groups to 0.625 eV forming a 68-group cross section set for input
to the full-core calculations.

For TRX-1, a SCAMP zero-isakage cell calculation was performed and
compared to the full-core calculation to determine the magnitude of the
leakage correction for each of the parameters of interest. The results,
shown in Table I I , indicate that the leakage effect is small for the
central reaction-rate ratios and only about 15% for the multiplication factor.
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Parameter

K

6 2 5

5 2 8

p2 9

CR

Alternate

TRX-1

TABLE I I

LEAKAGE EFFECT

Zero-Leakage Full-Core
Cell Calculation Calculation

1.1511

0.0999

0.0835

1.4070

0.7962

Resolved Resonance

0.9741

0.1019

0.0901

1.4380

0.8050

Treatments

Ratio
Ful l-Core/Cell

0.8462

1.0200

1.0790

1.0220

1.0110

(D)

Since resonance shield ing is very important i n these l a t t i c e s ,

calculat ions were made to compare resul ts obtained using a l ternate t r e a t -

ments in the resolved-resonance range. The PNROG I I code was used to

investigate the following e f fec ts .

1 . The comparison of results obtained using the approximations

in the PHROG I I resonance treatment and the RABBLE treatment.

2. The errors resul t ing from the use of 3 neighboring levels in
238U and 20 neighboring levels in 23SU when computing pointwise

cross sections.

3. Comparison of PHROG I I results with those obtained using pointwise
235U cross sections computed by the ACSAP^10^ code using both

the Breit-Wigner single- level formulism (SL) and the Reich-Kaore

formalism (RM).

The major modifications that form the PHROG I I package were in the treatment

of the resonance shielding where the numerical accuracy was improved. Also,

the code was made compatible with ENDF/B data. The or iginal PHROG coding

treated resonance absorption by means of a d i rect numerical so lut ion,

formulated by Nordheim,' ' t o the neutron co l l i s ion density equations. A f

serious l im i ta t ion of the ETOP-PHROG package was that the elast ic-scat ter ing |

matrices were pre-computed by ETOP. The compound-elastic contribution from |

the resolved and unresolved range was calculated at infinite dilution I
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precluding the possibility of shielding the compound elastic resonance
data. This is a very important effect for 23^J in low-enriched thermal
systems. Added to the library f i l e for those isotopes with resonance
parameters is a f i l e containing the background PQ and Pj scatter matrix
computed from the data on the ENDF/B version I I I tape. This background
matrix allows the generation of a problem-dependent self-shielded scatter
matrix which represents an improvement over the PHROG representation of
the scatter matrix as constant data.

Other improvements in the resolved resonance calculation are (1) the
inclusion of overlap effects due to neighboring resonances of an individual
isotope and (2) a user-specified option allowing the selection of either
the asymptotic 1/E flux or the depressed lump flux in the definition of
the quarter-lethargy group cross section output from the resonance routines.

The physical model employed in the PHROG I I resolved-resonance calcu-
lations assumes a 1/E slowing down flux above the upper-energy cutoff of
the resolved energy range. The geometry may be homogeneous or a lump
surrounded by an external moderator. The geometry of the lump may be either
slab, cylindrical, or spherical, and up to three scattering nucTides
(in addition to the absorber atom) may be present, providing a slowing-
down source within the absorber lump. The flux in the range of integration
is computed assuming a slowing-down density determined by the flux above
the range of integration and a 1/E flux in the external moderator, i f
present. A correction to the magnitude of the source from the external
moderator is required in a t ight latt ice because of mutual "shadowing"
of the absorber lumps. This shadowing is approximately taken into account
by a redefinition of the escape probability which makes use of the
Dancoff-Ginsburg correction.

The general procedure used in obtaining the solution over each range
of integration is as follows. The energy interval over which the range
of integration is chosen is determined by points midway in energy between
the resonance peak of the level associated with the interval and i ts
adjacent neighbors. For the highest energy resonance, the upper cutoff
of the interval is determined by the upper cutoff of the reso7ved-energy
range; and for the lowest-energy resonance, the lower cutoff of the resolved-
energy range or 0.414 eV, whichever is lower. For this range, a lethargy
width is chosen which limits the point-to-point cross section variation due



to Ooppler broadening (see reference 11). At each mesh point across this
interval, Doppier-broadened absorption, fission, and scatter cross sections
are computed assuming the Breit-Wigner single-level formulation and a Maxwellian
distribution of absorber velocities. The cross sections at each point are
accumulated for N neighboring resonances where N is input by the user.
Then, beginning at the uppermost energy of the range, E-j, the pointwise
flux in the absorber medium is computed from the scatter source within the
medium and the external source from the moderator, i f any. The contribution
to each interaction cross section is then accumulated for each PHROG I I
group which intersects the integration interval, by means of trapezoidal
integration.

Multigroup (67 fast, 1 thermal) SCAHP-cell calculations were performed
using regionwise cross sections generated entirely by PHROG I I with the
depressed lump flux used in the denominator of the equations defining
the average cross sections in the resolved range. Comparison with results
using the RABBLE treatment showed no significant difference for the TRX-1
latt ice (the leakage-corrected k was increased by ~O.O42S). Thus, for this
lat t ice, the effects due to interference between 23SU and 238U and the
asymptotic spectra assumption in the moderator are apparently small.

The effect of the number of resonance levels used to define the
pointwise resolved cross sections was investigated for the TRX-1 ce l l .
The effect due to increasing the number of neighboring levels from 3 to 5
for 238U was to increase the shielded resonance integral by 0.017 barn,
a 0.1% change. The effect due to increasing the number of neighbors from
20 to 128 (al l levels) in 23SU was to increase the fission integral by
nearly 1.6 barns, a 0.6% change. Thus, the calculated value of s25 would
increase from the reported value of 0.1019 to a value of 0.1025, and an
increase in k of ~0.01% would result had al l the neighboring levels in 235U
been included in the definition of the pointwise cross sections.

The 235U self-shielding in these lattices is small and therefore the
multilevel effect is correspondingly small. However, calculations were run
to determine this effect in TRX-1 and to compare results using the ACSAP
code to determine the pointwise cross sections in the resolved range.
Single-level and multi-level (RM) cross sections for 235U were generated
with ACSAP using al l levels to define the cross sections at each energy
point. The multi-level parameters used were taken from an evaluation by
Smith. The cross sections were input to the PHROG I I code using a special
option and a shielding calculation was performed for each case.



Even though the smooth file is self-shielded, the use of AcsAP single-level
cross sections resulted in a fission integral 2.7 barns higher than obtained
from a comparable PHROG II calculation, thus ACSAP SL cross sections would
predict about a U higher 625.

When the results of the multi-level calculation were compared to
single-level results no significant effects were seen in integral results
although groupwise cross sections varied by as much as 6%.

(E) Summary of Sensitivity Studies in the Thermal Range

The effects due to some of the approximations employed in the thermal

energy range were investigated for the T?.X-1 cell. Briefi} these were:

1. An S 1 Q cell calculation was performed. The change in computed
reaction rates, compared to the Sg calculation, was very small
(-0.02%).

2. A cell calculation was performed employing an isotropic outer-
boundary condition. The computed fuel disadvantage factor was
'0.07% higher than that obtained using the semi-isotropic albedo.

3. The assumption that the 32-group structure was adequate to assure
problem-independency of the group cross sections was investigated
by means of an INCITE problem in which space and energy self-
shielding factors were applied by region and group. Subsequent
SCAMP cell calculations, using cross sections from this INCITE
case, showed changes in the reaction rates "0.1% indicating some
problem dependency, however final results would be affected only
slightly.
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The Current UK Position on l'ranium-238 Resonance Capture

J R Askew AEE, Winfrith April 1975

Abstract

The paper reviews the large body of integral evidence on
l'ranium-238 resonance capture accumulated since 1966, when atten-
tion was first drawn to a discrepancy between integral evidence and
calculated results based upon differential data. The experiments
cover many reactor types, laboratories and measurement techniques,
and include studies of fsotopic composition of discharged fuel.

It is shown that the discrepancy still exists, although
changes in other data (particularly Uranium-235 resonance capture)
have reduced the size of the deduced discrepancy to 4-8%. (Note
added in proof: As the ENDF B IV data appears to give a higher
resonance integral than the 'basic' differential data chosen here,
the correction required would be greater).

It is argued that the difference? are within the uncertainties
of measurement of parameters for the low lying resonances which
dominate thermal reactor calculations. These were or,':jinally
believed to be more accurate because it was thought acceptable to
assume capture widths invariant and to average them over many
resonances. Once this is not permitted the differences become
explicable.
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the Current PX Position on P-238 Resonance Capture

J R A6kev

1. Introduction

At the 1966 ANS Topical Meeting on Reactor Physics in the Resonance and
Thermal regions two papers from the OK (1, 2) drew attention to the
diccrepanciss between prediction and observation in lattice experiments which
were ascribed to errors in the data for resonance capture in Uraniua-258.

It appeared that a 1O# reduction in resonance capture was required to give
agreement vith both reaction rate and reactivity for the range of light v&ter
and graphite moderated lattices studied, which included both aetal and oxide
fuels.

Since that tine nor* experimental data have become available and sore
systematic analyses performed. Some changes is data for other nuclidea -
especially for Ur*nium-235 - will affect the results obtained* This paper sets
out to describe the position now reached in this area, which is that the
discrepancy still exists but is smaller than originally estimated, lying in
the range 4-8#.

2 Differential Data

Sable 1 shows the resonance parameters for the resolved region used in the
ai studies, and compares them vith data due to Nordheia (3). These were
to give very similar results.

To investigate the hypothesis that an independent compilation of resonance
parameters might significantly modify the nature of an inferred correction to
resonance integrals, a recent re-evaluation of GQJEX cross-sections based on
parameters chosen by James »12' has bees evaluated in the VIMS context* The
new parameters for the resolved region vhich cow ©steads te 5 koV are Ksted ia
Appendix 2. The intention in this compilation was to reproduce the 0'--'"
capture crose-sections at higher energies (ie at energies of a few iceV) which
have been inferred from Fast Reactor integral data studies '-l^J, and which over
an appropriate energy range would be approximately 1 W lower than an evaluation
by Sowerby. Patrick and Mather*"'. Below 5 keV the recent measurements of
Halm et &i"?J naYe been used which have been a'-apaented with p-wave ana snail
s-v&ve resonances generated randomly from suits.ie distributions. In the un-
resolved region, above 5 keV, both s- and p-wave neutron widths were then
adjusted to give the desired average capture cross-section. She adjustments
were all sithin the taovm statistical uncertainty tax- ouch a geaer<«.V.iag process.
For- all resonances for which the capture width Ty had not been ceasurec!, a
ralu; of 23*0 msV vac assumed. This includes the important 6*7 e'lr resonance.
?he other r.csr. parameters vsie taken to be:

Mean resonance spacing for s-ws.ve reeoaance (15) s 22.5 eV
o-viave strength function S = 0.93 x 10"

p-wav« strength function S-] a 1.8 x 10"11

The previous W1MS 0 -̂  group cross-sections are compared vith values
obtained from thie compilation, aad also with the Soverby et al eiicrg? variation
ia Fig 2* On average, the James* parameters have given about VB reduction in
the keV region. Trie SDK honsogereoue resonance insegr.ile for a tcapcrat'orc of
500 K obtained Trou the net.1 OENEX laps are compared in Tabie S wj.t*l the
standard uncorrccted resonance integrals available in the WX11S library.
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Table 2

Comparison of Resonance Integrals (0.55 e\'-2 HeV)
Obtained from James Compilation

with Basic WLMS Library Data

(Note toi/iperature SOO°K)

<TP

barns

15.53
31.49
53.40
65.34

146.2
261,3

00

James El
barns

13.95
18.44
23.07
25.22
36.70
48.89

266.51

VIHS El
barns

14.52
19.20
24.05
26.30
38.36
50.87

273.41

I t v i l l be seen that this evaluation gives a h% reduction in resonance
integrd over the range of practical interest in power reactors, at the
eapor.se of a reduction in the infinitely dilute resonance integral which seess
unlikely to bo consistent vith integral data. Noee the l e s s , i t i s encouraging
that so=3 link betvfeen fast and thermal reactor requirements for data sdjust-
ueat c&n be seen, even i f the proposed routs i s tenuous by virtue of the
dominant effect of the 6.7 cV reeonar.ee in the thermal eysteo.

The epithernal data for Praniun-235 originally used were due to Broo!ws(i6)
tad resulted in a cepture/fission ratio of 0.64 above 0.5 eV. Subsequent
integral studies (4) showed that this was in error, end the data currently in
use correspond to e. value of 0 .5 . She point i s discussed in Reference 5.

Epithermal crose-eections for moderating materials have also Changed, ac
i s i l lustrated in Table 3 .

Table 3

Cross-Section of Moderating Materials in the
Resolved Resonance Region (0 , Barns)

Atftctr 2 (1966)

Taycra 5 (1967)

Chawla 6 (1972)

Hydrogen

20.50

20.00

20.30

Douteriun

3.40

3.35

Cerboa

4.70

4.75

It will be seen that these changes are not large compared to the
discrepancies under consideration.
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3« Calculation.!} Models

She integral comparisons reported here have all been carried out ueiag
the lattice codo W H S (7). This is described in References 7 and 8 with some
oinor ioproveaents to the resonance treatment detailed in Reference 5» She WIHS
•chene is based upon a 69-group data library and allows space/energy solutions
in various degrees of complexity including full collision probability modelling
of doubly heterogeneous cluster geometries. Because of its direct relevance to
the problem of Ui-aniua-238 resonance capture we shall sketch briefly the model
used for this purpose.

the energy rang* from 4eV to 9.118 keV is divided into 13 groups of
irregular width, so arranged that resonances of the cost important muclides ore
either central or uniformly spaced within thea. Group data are tabulated as
partial resonance integrals for a nixlure of the resonance absorber with
Hydrogen as a function of the effective potential cross-section of the mixture
per absorbing atom <S"p) and temperature T.

For application to simple model problems, such as regular pin-lattices an
equivalent value of 0~p is determined tolling into account the effective con-
tribution of intermediate mass nuclides oixed with the absoz-ber (including
Oxygen) and a geometric term depending upon the mean chord length of the pin,
together with Dancoff and Bell factors. The former tera representing pin-to-
in interactions! the latter allowing for departures froa the black limit in
integrating the collision probability aquations over energy.

The aodel permits first order representation of the effects of overlapping
of resonances of different nuclides on a statistical basis.

The partial resonance integrals are converted to cross-section using an
internally consistent model for the flux depression caused by the resonances, so
that used consistently in a few group spatial solution the correct reactions are
preserved.

A email correction is aade to group removal cross-sections to allow for the
depletion of the slowing down density due to the resonance absorption. The
model is valid for cluster geometries including those with core than one
Moderating material.

The banic features of the model were validatad by extensive comparisons
of each step against more detailed methods. The overall process was
denonstrated to have a proci&ion of better than 't% of total resonance captures
for a range of systems when compared to detailed Konte Carlo calculations using
the identical, eresc-scctions used to generate the WIMS library for a raage of
moderatorsi fuel aixtures aad geometries eo shown in Table k below, reproduced
froa reference 9.



Table 4

Comparisons of WIMS Resonance Captures
in U23S with MOCUP and SDR Results

Resonance Regions:
5.53 keV to 4 eV for Comparison with MOCUP
75.3 eV to 4 eV for Comparison with SDR

I
in
O

Luttioe description

£»lcht wator and 3* CO; regular rod array. Volune ration 1:1
An -above
£iigtit water sad "% 30^ regular rod array. Volum rat io 4:1
Ao above
Heavy w«t«r and 36 OOg regular rod array. VOIUM rat io 4:1
Srupjjits aid 1.6 Co c s ta l rod array. Voluae rat io 12.7:1
21 rod c lus ter , 3* TO2 Mr cooled and graphite moderated
19 rod cluster! natural DOg a i r cooled and D2O moderated
28 rod cluster1 natural OO organic cooled and O2O ooderated
74 rod c luctsr , 1.39K U02 , HjO cooled and Ô O Moderated
Uar-S/l! r«j«lar s lab array, {!238.{f « O.OC8'»S9, Sii. *a « 0.048506
U238./B r« ( ?aar elab array, "233.*f » 0.002472, £ H . *• * 0.007705
U^iS,^ re,?slar slab array, N238.*f - 0.009391, ™H. *• « 0.007705

Method of calulation

UIKS

0.2136
O.1859
0.07268
0.06269
0.3328
0.3308
0.1161
0.1631
0.1204
0.1220
0.1055
0.1866
0.3294

MOCDP

0.2122 t O.C014

0.0720 i 0.0006

0.3502 t 0.0016
0.5315 1 0.0017
0.1167 i 0.0014
0.1696 ± 0.002
0.1193 ' 0.002
0.1229 - 0.002

SDR

0.1850

0.06117

0.105-r
0.1874
0.3302



More recently an alteruativo method of determining effective reasnnance
data, baaed upon sub-group arguments, has been developed and tested (10). The
advantages of this ia its ability to nodel rather general geometries, including
parts of pins (for example, distinguishing the outwsrd facing akin in ta edge
pis where the Plutonium build-up will be greater). This model is regarded aa
very promising for engineering applications, but poat-datos the results reported
here.

4. Comparisons with Hellstrand Correlation

Although comparison with •measurements of relative conversion ratio ia
lattice configurations probably provide the most reliable evidence of the
adequacy of resonance data for 1/23*-', further checks are provided by Hellstand's
integral experiments. Theee experiments have been designed to provide a direct
measure of resonance integral (ie resonance capture resulting from a 1/G-source)
and thus the resulting correlation should in principle be appropriate for
direct comparison with the WIHS library.

la practice some difficulties ia detail arise in making the comparison.
Hellstrand's own experimental results have been modified * 1" to take into
account the results from other integral experiments. The resulting b«st fit
formulae for the energy range 0.55 «V • 2.0 Her are:

* U-Metal Bods

BI * 4.25 + 26.8 /s?Z

tr-Oxide

HI • 5.&> + 26.3 /§/!?

Ve note that Kellstrand's original interpretation of his measurements on
•etal rods was subsequantly adjusted upwards by about Wj/H in the light of
later results.

The resonance integrals in the WIMS library were deduced from SDR
calculations of resonance captures by using the basic formula derived in Ref (7),

where 2 a s is the group effective absorption cross-section! I8,_,nnd ' 8 i
the group shieldod resonance integral and number density of U -̂  respectively, °
jfn is the potential scattering cross-section of U ^ with admixed hydrocen in f
the SDE calculation, and t!K the group lethargy width. This is a general J
Approximation appropriate to all types of moderators, which is also invoiced |
within WTMS to relate effective ei-oc3-s»cti«ns to the tabulated resonance '•>
istcgrals. Thus cancelling effects are likely to occur if aay error is S
associated v.ith deducing resonance integralb Xium the SDH calculations using it. |
On the other hand, for the purposes of i: coaparison with ftelJ.etrend's oorr«- |
latiotis, it is questionable whether the classical exponential forcula ]

?.

I
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which is exact for mixtures of hydrogen and an infinite nasa absorber should be
preferred. In practice it is fotmd that for large values of p the two formulae
give the same numerical values. The difference becomes just noticeable at low
°p valueo, thus at °p = 16 barns the use of the exponential form reduces the
inferred resonance integral by 0.3 barns. The results discussed in the following
cooparisoa all refer to use of the WIMS equation.

BellBtrand'e correlctioa being given in terms of S/H, the surface to mass
ratio, it is i.ecesoary to relate this ratio to the ov, basis of the WIMS library.
In order to relate ap to S/ti we are obliged to use the WIMS equivalence
principle.

238 _
where a is the Bell factor, Ng is the number density of 0 atoms, 1 is the
mean chord of the rod (2ro), **pi is the potential scattering cross-section of
an admixed element i in the fuel, and Al is the Goldstein-Cohen factor tor
intermediate resonance effects. The currently recommended values* of Aand °p25°for B 2 5° in the WIHS library are 0.2 and 10.636 barns, while for oxygen the
appropriate values " ° ) are 0.9A end 3«7 tarns. The susmation terms in Eq. (6)
give 2.13 barns for U-aetal and 9.08 barns for U-oxida. The Bell facto? 'a' is
Itself a weak function of °p, and should be evaluated using the univeral curve
gi7ea in Hef. 8. The appropriate relationship with S/H obtained ia

vhere A is Avogadro's number and A the molecular weight.

The high-energy spectrum which is pertinent to Hellstrand's experiments
is in some doubt. Similition of the lattice conditiona in the measurements by
a WIMS calculation (2> suggests that the spectrum cut-off lies in the range
100-500 keV. Various calculated spectrum corrections have been made to the
sets of-ssasureaejits underlying the best ri-4 correlations in order to give the
proper £ -integral up to 2.0 KeV (see Sef. (11)). The uncertainty in resonance
integrals arising from the correction appears to be about - 256 and the total
uncertainty from all causes is quoted by Hellstrand as - 3.555.

The reeulta of the comparison are shown in Table 5.

The ranges over which the correlations were actually fitted are Marked '{_'
in the table. In the central portion of these ranges ve see that tas VIMS
resonance integrals are about "i% higher them the U-oxiSe correlation asd about
k& lower than the U-metal correlation. There appears to be about % discrepancy

•An exact value for 5"p for D "~ is not necessary since provided the other
aspects of the equivalence theorem are valid, this pr-raneter merely serves as a
link to the appropriate SDR homogeneous calculation-
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between the two correlations, although this is probsbly within the dadoed
accuracies for the correlations (the consistency would be improved by returning
to Hellstrand's older interpretation of his U-metal experiments). Since for
the application to power reactor lattices we are concerned with oxide fuels,
we see that the conclusions deduced from relative conversion ratio measurement*
are in excellent agreement with the appropriate Hallstrand correlation.

Table 5

Comparison of WINS Resonance Integrals
(-0.7b Corrected Set)

with Hellstrand Correlations

°p

15.53
31.49
53-40
65.34
146.2
261.3
1000
3600

VIMS
El

12.95
17.10
21.28
23.19
33.05
43.14
81.37
141.96

Oxide Soda

&/H

. 0.0533
0.1776
0.3457

. 0.4373
1.0548
1.9102
7.6225
£7.6225

Hellatrand
HI

11.70
16.68
21.06
22.99
32.61
42.23
78.21
143.82

VIMS
error

* 1.25
• 0.42
• 0.22
• 0.20
+ 0.44
• 0.91
• 3.16
- 1.86

Metal Sods

S/H

0.1190
0.2573
0.4474
0.5516
1.2572
2.2615
8.7074
31.3950

Holletrand
81

13.50
17.64
22.18
24.15
34.30
44.55
83.33
154.41

WIHS
error

- 0.55
- 0.74
- 0.90
- 0.96
- 1.25
- 1.41
- 1.86
- 12.45

Comparisons have also been nad« between the WIHS prediction of temperature
broadening and the inferred values of f! tram hot experiments, where p is
defined by

M(T> - g (M(T o ) -

5 is the "1/v" portion of the resonance integral above 0.55 eV, and T and 1o
are expressed in K. Ihe results are given in Tai&.le 6. Over the ranges of the
aeasurements the agreement between WIMS and experimental j) -values is very good,
with UIMS showing a tendency to a email over-prediction.
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Table 6

Comparison of B x 102 for U-Oxlde and U-Metal Rods

O.?9

0.69

ceo
0.85

1.C6

1.-31

1.63

S/M

0.050

0.173

0.341

. 0.433

1.055

1.941

7.623

Oxide
Koasuremfnts

Hellatrand
et al

0.59

0.67

0.75

0.80

1.11

1.55

4.39

PettiM
et al

0.54

0.62

0.70

0.75

1.06

1.50

3.85

Ftlowitoh
and Franti

-

0.69

O.69

-

-

-

s/fo

0.118

I 0-251
0.448

0.552

1.258

2.263

8.709

Ketal
Keaaurements

Hellatrand
et al

0.57

O.64

0.73

0.78

1.14

1.64

4.86

Ftttus
et al

0.52

0.60

0.72

0.78

1.20

1.60

5.65

Balovitch
and Frantz

-

0.53

-

-

-

-

-



The original coaparieon of WIKS data against Hellatraad results, reported
in Reference d W E E for a metal sample, and showed good agreement with basic
resonance parameters (unmodified data). We see that this is consistent with our
data her*. The inconsistency appears to arise between the metal and oxide
results, despite th« demonstrated capability of the WIHS nodel to reproduce the
change from metal to oxide consistently by coaparieon with Monte Carlo results,
and to fit integral experiments on both systems with a single data modification.

We conclude that the Hellstrand "world-best11 correlations for oxide are
consistent with our other integral observation, whilst those for metal differ
by an aoount of the sane order as the 3-5% uncertainty ascribed to then.

5» Evidence from Zero Power Measurements

5.1 Reactivity measurements

Ch&wla has sunuarized the evidence obtained for » wide range of systems
analysed using WIMS. We reproduce below the reactivity results for
various sets of theee when using the basic WIMS data reduced by
approximately %, (The actual model used is described in Appendix I,
and corresponds to a uniform 0.1 barn reduction in cross-section.
It corresponds store closely to A reduction of 0.7 barns in resonance
integral at all rod sizes than to a constant percentage).

Table 7

"Best-Value" WIBS Reactivity
Estimates for Single-Rod Lattices

lattice

Vnr 8

Vur 12

Vur tC

SM. 1-7-1

era, i-8-i

SKL 1-9-H

SRL 1-12-F

H1/100H

K2/'iwCE

R5/100H

BICEP 76

Fuel/Moderator

Hat. tr/i>2o

Nat. U/D20

K«t. B/D£O

Nat . U/D£O

H«t. 0/D2O

Nat. U/D2O

Nat. U/D2O

yi en.D/H20

Jti en.O/B20

Nut. U/C

1-296 en 0/C

( V » ,

19."*

Vt.B

80.5

55.1

71.1

95.2

161.5

1.0C

5.16

0.7S

76.7
26.8

Ic

1.1*3

1.221

1.211

f:229

1.230

1.222

1.182

1.260

1.j»2o

1.212

1.059

1.17?

kaff

0.991

0.987

0.985

0.989

0.990

0.993

0.991

1.000

0.995

1.000

O.991*

0.997
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The 4 sets of experiments are:

Wurenlingen natural uranium rods of 10 mm diameter at various
square pitches in D,0 moderator

Savannah River
hexagonal pitch

similar fuel in critical assemblies on a

Winfrith R/100H series of 3% enriched oxide pins in light water

Winfrith natural and slightly enriched metal fuel in graphite -
part of the sequence reported in Reference 1.

It will be seen that the variations of reactivity with pitch - and
hence with resonance capture - reported in the earlier study have been
removed by the data changes proposed here. A further illustration is
provided in Figure 3 from Reference 5 which shows Brookhaven exponential
experiments on Uranium metal fuel in light water analysed with and without
the modified U-238 data.

1.02

1.01

,.1.00

a
0.99

0.98

0.97

0.96,

D ° MA-
MA-100 j

X
X

a MODIFIED * S i U , a 2 B = 0.5

X UNMODIFIED " * U , a M = 0 . 5

RANGE OF EXPERIMENTAL ERROR

MA-200 r - ' 5 0 MA-,00

300

X

Y

X

0.1 0.2 0.3
0

0.4 0.5

Figure 3. Plot of Reactivities Predicted by Two Data
Options in WIMS for BNL Exponential Experiments with
Uranium Metal.

5.2 Relative conversion ratio measurements

The technique of measuring Relative Conversion Ratio has been developed
to a very high degree, and it is now believed that accuracies better than
1% can be achieved. Although most measurements undertaken at AEE Winfrith
have been in the geometrically more complex SGHW and HTR systems, one
series of regular light water lattices has been measured. The results are
shown in Table 8 below.
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The original comparison of WIMS data against Hellatrand results, reported
in Reference " wsc for a metel sample, and showed good agreement with basic
resonance parameters (unmodified data). We see that this ie consistent with our
data, here. The inconsistency appears to arise between the metal and oxide
results, despite the demonstrated capability of the WIMS nodel to reproduce the
change from metal to oxide consistently by comparison with Monte Carlo results,
and to fit integral experiments on both systems with a single data modification.

We conclude that the Hellstrand "world-best" correlations for oxide are
consistent with our other integral observation, whilst those for metal differ
by an aoount of the same order as the "},% uncertainty ascribed to then.

5» Evidence from Zero Power Measurements

5.1 Reactivity aeasurensnts

Chawla has summarized the evidence obtained for a wide rang* of systems
analysed using WIMS. We reproduce below the reactivity results for
various sets of these when using the basic WIMS data reduced by
approximately 58. (The actual model used is described in Appendix I,
and corresponds to a uniform 0.1 barn reduction in cross-section.
It corresponds more closely to a reduction of 0*7 barns in resonance
integral at all rod sizes than to a constant percentage).

Table 7

"Best-Value" WIMS Reactivity
Estimates for Single-Rod Lattices

lAttiC*

tfur 8

wur 12

Wur ;C

SSL 1-7-1

SSL 1-8-1

SKL 1-9-XI

SSL 1-12-F

K1/100H

K2/1CCH

R3/100H

BICEP 76

Eccs? a-;s zh/5

Fuel/hoderator

Hat. C/D20

Nat. 0/t>2O

Hat. U/t>20

Hat. U/B2O

Nat. O/D.,0

Hat. 0/bgO

Nat. U/b^p

'Si en.D/K^O

& en,U/H20

Nat . V/C

1.2% en 0/C

.Vm,t / V f

19.*»

44.8

80.5

53.1

71.1

95.2

161.5

1.0C

5.16
0.78

76.7
26.8

Ic

1.1^3

i.2ai

1.211

1.229

1.250

1.222

1.182

1.260

•i.>a8

1.212

1.055
1.17s

k«ff

0.991

0.987

0.985

0.989

0.990

0.993

0.991

1.000

O.99>

1.000

0.99*

0.997
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The 4 sets of experiments are:

Wurenlingen natural uranium rods of 10 mm diameter at various
square pitches in D.O moderator

similar fuel in critical assemblies on a

Winfrith R/100H series of 3% enriched oxide pins in light water

Savannah River
hexagonal pitch

Winfrith natural and slightly enriched metal fuel in graphite -
part of the sequence reported in Reference 1.

It will be seen that the variations of reactivity with pitch - and
hence with resonance capture - reported in the earlier study have been
removed by the data changes proposed here. A further illustration is
provided in Figure 3 from Reference 5 which shows Brookhaven exponential
experiments on Uranium metal fuel in light water analysed with and without
the modified U-238 data.

1.02

i.Ol

j.i.00

a
0.99

0.98

0.97

0.96.

D °MA-
MA-100

X
X

o MODIFIED " » U , 0 2 S = 0.5

X UNMODIFIED Z 3 * u , a 2 r ° ' 9

| RANGE OF EXPERIMENTAL ERROR

MA-200 r i 5 ° MA-,00
3 0 0

X

X

A

X

O.I 0.2 0.3
0

0.4 0.5

Figure 3. Plot of Reactivities Predicted by Two Data
Options in HIMS for BNL Exponential Experiments with
Uranium Metal.

5.2 Relative conversion ratio measurements

The technique of measuring Relative Conversion Ratio has been developed
to a very high degree, and it is now believed that accuracies bettt-.j: than
IX can be achieved. Although most measurements undertaken at AEE Winfrith
have been in the geometrically more complex SGHW and HTR systems, one
series of regular light water lattices has been treasured. The results are
shown in Table 8 below.
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Table 8

Influence of U Resonance Data on
Predicted RCR'S in Wlnfrith Lattices

Cor*
Designation

6S1/100B

SS3/100H

H1/100H 20°0

B1/1C»B 80°C

E3/1OOH

Vol . Ratio

<H1

2.6:1
(triangular

pitch)

1:1

1s1

0.78:1

BCH

£xp.

2.0<i0 t 0.03

2.̂ 97 - 0.0?

<t.158 i 0.03

4.?89 i 0.05

WIHS

fiSK e o r r . *

2.035

2 .W

<*.103

4.212

'•.7'H

ty corr.+

2.057

2.511

<t.2O3

<*.3O5

<t.873

* hydrogen scattering cross-section normalised to 20.0 barns

+ hydrogen scattering cross-section normalised to 20.3 barns

It will be seen that the 0.1 barn (approx 4%) corrected set of data which
reproduces the change in reactivity with pitch gives consistently good results,
although a rather larger correction would be even better:

The same set of data have been applied to HTR lattices where, as has
been noted, there is double heterogeneity, the sperical fuel kernel being
packed into cylindrical or annular pins. Tables 9 and 10 show that both the
effect of variations in kernel size and packing density and the effect of
temperature changes up to AOO°C are well reproduced, although again the
reduction of 0.1 barn (approximately 2-3% of resonance integral in these
lattices) is not sufficient to give a best fit.

For SGHW cluster lattices Uha coolant inside the cluster of pins may be
varied. A typical sequence going from air-filled to water-filled cluster, via
an intermediate state of mixture of heavy and light water in roughly equal
proportions to give the equivalent of operating water density, is reported by
Chawla (6) and shown below using the 0.1 b reduced cross-section set.
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Table 9

Comparison Between Measured and Calculated RCR
for Different Particle and Lattice Dimensions

Kernel diameter (v)

Particle diameter (ji)

Heavy metal densityT
in fuel zone (gm/cm3)

K0/Nu in lattice

RCR measured

RCR Theory/Experiment

511

970

0.95

270s

1-591
+ 0.028

0.987
£ 0.006

5U1

970

0.95

270

3.968
+ 0.021

1.012
+, 0.006

511

970

0.95

610

2.186
+ 0.015

1.003
i 0.006

800

1180

1.58

360

2.900
+ C.020

1.005
i 0.007

803

1200

1.52

161

1.880
*_ 0.029

1.011
+ 0.006

803

1200

1.52

16Kb

5.213
+ O.036

1.010
i 0.007

803

1200

1-52

175°
1.861

+ O.C23

1.011
+ 0.006

806

1666

0.5

170

3.856
i 0.023

1.001
+ 0.006

822

1120

2.5

100

6.117
+ 0.037

0.996
i 0.006

806

.1666

0.5

i70a

3.682
_• 0.022

1.013
+ 0.006

NOTES: a Non-asymptotic latt ice

b Fuel with Cu inserts

c Fuel with graphite inserts



Table 10

Effect of Temperature on RCK Comparisons with Theory

Reactor

HECTOR

HECTOR

ZENITH

No. of Fuel Channels
in Heated Zor.e

8

85

321

Temperature

15
H28

20
125

18
373

RCR Msasured

U.111 • 0.011
5.291 I 0.053

1.912 + 0.050
5.316 f 0.050

5.770 + 0.010
6.525 I 0.030

RCR Theory/Experiment

I.003
1.003

1.010
1.013

1.015
1.010

• i+1
+

 1+1

.+
1 

+

0.010
0.010

0.010
0.010

0.007
0.005



Table 11

Relative Conversion Ratio for SG3 Lattices

Coolant

Air

Kixture

Water

Relative Conversion Ratio

Calculated
1.978

1.872

1.69V

Measured

1.987 - .017

I.89A - .019

1.707 * .018

These rosulte are broadly in line with the tuch wider Btudy undertaken by
Kenshell (17) in which he includes a range of Canadian cluster lattices
ranging trom 7 to 28 pins having airt henry water and organic coolants. The
conclusion of thiestudy was that the originally proposed 0.2 barn reduction
in the resonance cross-section vaa a slight over-estiaate of the required
correction.

Over all systeos it was concluded that the saaller reduction of 0.1 barn*
it cross-cection (~0.7b in resonance integral) gave the best fit to
experiment.

6. Coapariaons with Isotopjy Coaposition Data frcra Power Reactors

The VIKS XT' data with the approximate <•£ correction of resonance integrals
(IE 3238.5) is normally the preferred option used in design calculations for
IMfi's. Halsall has completed an IWR-WIMS evaluation-of the ieotoric depletion
of fuel discharged froc the Yanket-Bowe reactor which gives good asresscitt with the
•easured Pu/tJ*-~ discharge composition. The comparieon between ceasuremnt and
prediction for both the 4* and 83S corrected data is shown in Fig 1, which indicates
a preference for the smaller correction. Aleo shown in Fig 1 are the MSZF.
results which indicate that the coabinatioo of resonance cross-sections and
shielding factors used in the HUFT section of LASEB are equivalent* to a
resonance integral soae 3fc lower thru the WIHS k% corrected data.

further evidence on the preference on resonance integrals is obtained
fro* WIKS analysis of the isotopic depletion of the Canadian NPP and Winfrith
SGHW Reactors. Although the moderation by iieavy water in thece reactors could
lead to soae systematic differences relative to observations in LUB'e, the
results should still '00 useful irss ths standpoint of estabiishisg ebcoluio
resonance integral data. The NFD results asaocic.ted with 8X corrected V2X> data

"ihe broad assumption nan bnen nade that the principal difference between WINS
and LASER characteristics lies in the conversion ratio, since both codes obtain
e.uite good agrcooeat an the ocaposttion of tho plutonium produced.
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T.llil.' 12

Comparison ol WIMS Isiolopic Cu»(>o*iUonK
for N!'l> Bundle 2

(Burnup -9600

Idotople Ratio

u23 V * *
u?j6yia ̂

Pu**0/*

*»2<S/f«

Centre Pin

Czpt.

0.2109

0.0787

0.185

0.6557

0.2732

0.4705

0.14C0

WIHS Error 1>

D«U
S»t 1

- 4.1

• 2.6

* 2.8

- O.i

- 0.6

• 2.1

• 7.9

S.t i

- 4.2

- 2.0

• 4.4

0.0

-0.7

• 1.8

• 7.4

Hlddl* Fin*

Sxpt.

0.1879

0.0816

0.402

O.6«9*

0.28J?

0.5096

O.1694

WIXS Error 1>

D.«.«
Sot \

- 1.2

• 2.1

• 0.9

0.0

- 1.4

• 1.)

• 4.5

B*ta
Sot 1

- J.«

- 2.1

« 2.S

0.0

- ».4

* 1.0

« 4.0

Outor Pins

Bxpt.

0.1275

0.0894

0.451

0.6021

O.JO64

0.6)34

0.2818

VtXS Error £

Dtta
Sat 1

« 2.8

• 1.0

* 0.2

• 0.8

- 1.1

- 0.6

- 2.8

D»t«
Sot 3

* 2.9

- 3.7

• 1.7

• 0.9

« 1.2

- 0.0

- 3.2

Cluator Avorofo

Expt.

0.1510

0.0864

0.433

O.6181

O.29S5

0.5895

0.2422

WIKS Error j.

D»t«
S*t 1

0.0

• 1.4

• 0.6

• 0.7

- 1.3

0.0

- 1.2

Cat*
Stt 3

0.0

- 3.2

« 2.1

• 0.7

- 1.3

- 0.3

- 1.5

t

WINS Srror • 100



fot SCMift Clt»t«r U)9

*.*»/*

Iniwr Hint

fe»t.

1.107

0.192

0.JJ4

0.S20

0.1JC

0.0409

3.00J5

HIKS £rr«r l̂

S*t 1

« o.B

• 2.0

- 8-5

• 1.4

- t.i

- 14.1

- i0.9

Btu
f-«t J

0.8

- 0.6

- 1.1

• 1.4

- 4.7

- 14.1

- 1CJ

KlMla Mug

toft.

1.045

0.114

O.J27

0.797

0.15»

P.O45>

0.0047

•••IMS Crrar +

tot*
U\ 1

- 0.4

* 0.5

* 0.0

* 1.4

- 3.7

• 12.6

- 7.6

tot*
u\ i

- 0.4

• 2.2

• 1.6

• 1.4

- J.6

- 12.6

- 7.4

Outer ting

Kiyt.

0.650

0.(40

O.}78

0.747

0.166

0.0>7>

C.0O86

HIKS Error *

a»u
Ut 1

- 0.1

« 1.6

- 1.7

• 0.4

• 0.3

-5 .5

- «.»

tat*
Set 3

- 0.2

- 1 .1

- 0.4

• 0.4

* 0.2

- 5.2

- U5

Clwfttr A»«r»«»

0.958

0.111

C.152

0.TJ4

0.166

0.0515

COM4

VIMS Error t

U\ 1

0.0

• 1.4

• 1.4

• 0.6

- 1 . ;

- 6.3

- ?• '

Sat*
S»t 3

0.0

- 1.4

* 0.6

» 0.6

> 1.2

• 6.0

-1.7

Krr«r • 100
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which also shows the results associated with use of the <£S option. We eat
that with the latter the plutonium production is too nigh by about 2#. The
equivalent results for SGHWR were discussed in Kef (10) and are given in Table
5, which indicates that the conversion ratio associated with the <t# oodification
is slightly too high by approximately 0.6$. Thus we find that although the W
corrected D 2? 3 data essentially satisfied both the RCR'e under cold conditions
and the lsotopic depletion in Yankee and SGHWH, the conversion ratio implied
by the Fu/tJ ratio in the NPD reactor requires a somewhat larger correction than
kji, This lack of consistency in results remains to be reeolved at the present
time, although it is possible that systematic errors ia the measurements could
be contributing to the difficulty. It is noticeable that the preference
towards 8£ corrected data becomes stronger as the power reactor spectrum
softens, which might be taken to imply an error in the B 5* 0 theraal cross-
eection. However the large range of spectra in cold lattices for which good
agreement has been obtained on ROB measurements ailitates against an error
in theraal cross-section. On balance the **% correction to resonance integrals
is preferred for all types of wIMS calculations.

7« , Effect of Variations in Conversion Ratio on Cycle Length

Calculations on typical light water reactor lattices show that changes in
resonance capture have a rather similar effect on cycle length and plutsniua
discharge for both tWR and BWR systeas. Typically our 0.1 barn ci-oss-sectisn
reduction (<*£ in resonance integral) will increase cycle length by y.TH end
r.duce Plutonium concentration at a given diecn&zee irradiation (30,0CC :<?W2/T«)
b 7 3.5*.

8. Sumaary and Conclusions

Since the original diaeuseion of discrepancies between differential and
integral data a large nuaber of additional experiments have been studied,
especial attention being paid to the deterainstion of relative sca7ersisn
ratio. Additional information on isotopic composition has become available
for different types of reactor.

Changes to other data - especially the epitheroal capture integral in
Uraaiua-'^- have reduced the magnitude of the discrepancy observed, from
1O-13% in resonance integral down to 4-6# which ia now seen to cover the
majority of observations.

The Hellstrand correlations for resonance integral have an associated
uncertainty of - J.5S! which is rather high for our purpose. 1'ne oxide data
arc, however, in goad agreement with the position deduced here, whilst the oetal
data are slightly outside the range preferred.

In tho differential data field it has beccne cccepted that the resonance
capture width may vary from resonance to resonance. Once it is not acceptable
to average csac-reisatE over a larse nuaber of lv^on&nccs the accuracy of
deteraination is so longer adequate for thermal reactor replications. The
deainant effect of tho lowest (6.? cY) recsnaac: - which is zach the acat
difficult to measure - givec expected overall precisions only of the order o)
+ t%, and it is therefore no longer appropriate to regard the difference between
Integral and dirrerential data as a discrepancy. The one reaaining probles
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is tnia area is that ooaj proposed routta to change the resonance integral
by varying capture widths change the infinitely dilute integral by an
unacceptable aaount, and it would he encouraging to have an alternative sodel
for the changes.

We therefore conclude that an adjusted set of resonance data for
Ur«niua238, uaed in conjunction with jp to date data for other nuclides is
capable of predicting observed results on a wide range of reactor designs. TIM
Mjorit7 of results fall within - Si consistent with a standard deviation of
the order of 1% - 1.3*.

(Note added in proof. It appears that BJDF B III and XV data lead to
resonance integrals 0.5 barns higher than the 'uncorrected' values used in
this paper, and thus the discrepancy would be greater using this data source.)
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APPEHDU 1

Approximate influence on Beaonnncu Integral
fron a uniform oblft In differential croao-sectiona (J. H. Aalcew)

We aaauae that the oonotsnt shift in cross-section to be introduced
1* AT, then the reaonanoe Integral shifta fro&s

to

How if »• take I * ! » > »• obtain

- I* - I . P Cf P

V
iff or

If ̂  la aoall, then expanding girea

Benoe
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APPENDIX 2

RESOLVED

ENEHGY(©V>

6.6S1.1O
10.721.10
19. SOI.10
20.901.10
36.Kt.07
US. 191.07
8&. S41.07
05.lOt.IS
72.Wt.07
TI.67l.07
80.70107
83.571.07
85.061.C7
89.191.07
SB. 191.07

102.471.09
111.271.09
116.821.11
121.611.M
I2V.X112
127.321.13
WS.S7t.lS
1S2.421.IT
IS8.89l.18
160.651.18
I6S.2I1.19
173.111.21
177.3SJ.22
182.031.22
!e9.BOl.23
I96.mt.2t
198.57t.2M
200.5Hi.Jii
202.301.24
203.491.25
214.971.28
218.041.28
237.20t.16
»2.6D1 17
2S3.BB1.'*
255.371.18
257.101.19
2G3.91119
273.rSl.23
275.781.20
2J2.291.2l
291.011.21
294.951.22
311.131.25
337.191.26
3U7.7ai.I8
35i.75t.3u
354.66t.30
377.031.32

BESONAHCS

gT(M9V)
n

1.401.05
00181.0008
O0IH1.0OD7

B.St.B
38. J2.

0020r.0015
.0061.003
28.12.

.0011.001

.00)1.001
1.71.2

.0041.902

.0011.001
.091.01

.0011.001
73.1H.

.0011.001
37.13.

.0061.003

.0121.DOS

.Omt.002
.901.03
.041.0?

.no; 103

.oost.oas
3.11.1

.0251.012

.OClt.OOl

.0031.002
(88.115.
.0011.001
.0031.002
.0081.003
.041.02
62. IS.
.041.02

.OlOt.OOS
35.01.
.IS1.03
.101.03
.05£.03
.021.01
.23t.O4
29.13.
.03t,06
.061.03
17.12.
.034.02
.051.10
.OS1.02
63.17.
•U0I.C3
.031.03
.SCJi.lQ

PARAMETERS

rT(M«>v)

24.12
23.12.

21.12.

28.13.

9.12.

18.15.

27.13.

22. H.

24.13.

23.13.

72.13.

28.H8.

FOR V2i& IS JAKES' COKPIUTIOlf

ENERGYCeV) gTfnsV)

397.391.3S
407.64*. 36
H10.18t.36
•i33.7Cl.H0
«39.71.4
H54.U.4
H62.B1.4
V77.01.4
H8S.4t.il
SM.21.5
H9B.91.S
518.271.2S
S23.2it.25
527.43t.25
£35.211.25
S12.3Hi.27
SSS.90t.30
S79.P7l.30
S84:80t.3l
592.101.31
S94.84t.3t
606.12*.3*
6I9.7Sl.35
624.801.35
628.291. 3<
660.91.4
668.41.4
677.51.4
692.91.4
707.91.4
712.41.4
720.91.4
773.41.4
732.St.4
7K3.2i.iJ
756.01.5
764.61.S
77B.B1.S
790.41.5
808.21.S
815.3».S
670.91.S
B32.41.S
C46.91.S
B50.6t.S
8S6.I1.S

8B8.6J.S
890.61.S
904.S1.3
903.Si. 3
SK.5i.3
932.31.3
93S.61.3

6-Ot.S
.081.03
19.12.
0.011.0
.161.04
.401.10
H.Bt.S
3.01.5
.031.03
.451.03
.08*.04
H9.1S.
.201.07
.031.03
HS.15.
.051.03
.801.25
Hl.tH.
.051.04
.0SV04
85. .-5.
.251.08
a. ts.
1.01.2
5.21.5

138.115.
.25108
.701.25
«7.t5.
19.12.
.251.15
1.31.2
.71.2

1.01.2
.31.3

.4St.]S
8.011.0
).B* i
s.m.H

.41.2
.201.10
62.17.
.251.10
l.Ot.3
SS.tS.
81.17.
5.01.5
.1S1.15
.ei.7

H9.t3.
1.31.3
3.S>.C

.31.2
1VJ.1IZ.

rT(M0V)

22. MS.

18.12.
ao.*2.

24.12.

23.12.

21.12.

20.(2.

19.12.

23.13.

22.12.
21.12.

18.12.

20.13.

23.12.
23.12.

22.12.

3 . iS .

25.22.
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ENERGT(©V) . T C H B V )

S40.I1.4
0S9.O1.4
BIM.9t.li
976.Bt.4
B0S.6l.-J
991.41.4

!ooo.sm
IO0S.9t.i|
1010.51.4
IOW.4t.it
IO22.9l.<J
tofli.et.s
1031. U.S
lOSt.Ol.S
I0S2.31.S
I067.S1.S
IC7I.G1.5
m\.\*.r.
ton.m.s
l(W8. I t . ' j
1102.71.5
IIC9.91.S
113:.It.b
1133.91.5
IIH?.Ot.S
UtW.Bt.S
IIC5.01.S
ii:s.6t.s
11*1.St.S
UlO.Si.S
I3I7.S1.5
13J7.S1.S
124'i.St.S
USG.Si.t
iTtm.at.6
1272.'1.6
1398.11.3
13)6.51.3
;3D2."i.C
1363.41.6
1371.61.6
13BI.G1.0
1393.21.3
wos.rs.3

1*416.3*.3
1419.21.3
lS27.iJl.iJ
IVoist.'l

lS22!3t.1
l53Z.3».t

.3t .3
309.130.

.20*. SO
.61.3
.31-2

3M. t3S.
.101. OS
.101.OS
i.St.S
i.et.s
B.2«l.5
S.Stl.O
I.Ot.6
OB. 18.

.Tt.J
1.01.6
.31.3
.7ft. 3

I.3».S
17.t3.
2.0t.S
VT.lH.
I.Bt.C

330.t!0.
31 2

•%t.2
65.15.
60. IS.
09.IS.
7.0t.t

HI. 2
3M.135.

33.13.
?7.*3.
•I.Stl.O
^.ot.e
i.M.e
I.1..5

.61. M

.61.=
112 t20
70.16.
.tt.3

i.et.s
9.0*1.0
33.t<i.

S2I.1S0.
Tioitis.

• Ht.3
2.511.0
J.3..0

31. M.

30. t i .

27.IJ.

22.11

34.13.

33.13.

33.12.
72.12.
19.13.

24.t2.

31.12.

36.13.
35.13.

26. t3.
32.13.
38.t2.
30.17.

ENERGY(©V) gTlHuV)

l5S5.lt.<J
IS97.S1.S
1823.31.S
I637.IM.5
I6W.11.S
16S2.O1.5
l6CS.3t.S
1709.01.5
I722.21.S

I75s!2l!s
1702.It.S
I797.S1.S
1807.91.5

l8».*0tIs
I902.IJ1.S
I9I2.61.S
ISI6.51.5
ISSS.Wt.S
I3CS.61.S
I97IJ.31.S
2022.61.6
2929.81.6
2070.91.6
2OK.U.6
2095.91.6
2123.61.6
?mM.6t.6
2152.21.6
2175.21.6
2IB6.01.6
2200.61.6
2229.31.6
273S.11.6
2?5B.Et.6
22(5.91.7
3381.71.7
2288.91.7
3314.51.7
2336.91.7
2353.81.7
2355.31.7
2391.1(1.7
2410.81.7
W2S.71.7
2UU5.S1.7
2454.81.7
2MB8.41.7
2520.71.9
25<J7.3i.B
2558.51.8
2S79.91.8
2:28.51.6

•i.Sil.S
375.125.
7O.tl>t.
SO. 10.
I.Ot.S

170.120.
92.110.
60.16.
;s.t2.
2.01.11
90.no.

6SS.160.
3.011.0

IH.S13.S
13.15.
<J.l3.

34.14.
.51.3

25.13.
3.011.0

ESS. 1130.
SIS. 180.

si.'tii!
St.?

23. IS.
13.>3.
3.0H.S
63.16.

3U0.t35.
:.st.7

620.tea.
127.117.
•i.011.0
H.7t;.O
BE.tlS.

2IO.t30.
135.123.

Ot.S
21.14.
s.m.

1*7.110.
61.110.
26.14.
4.12.

125.1IB.
195.125.
19. »1.
89.113.
8.13.

SSO.tSd.
230.130.
315.130.
mn.t«.

20.14.
19.13.
19. *3.

24.14.
19.13.
28.15.

27.14,

17.15.
IS.15.

13.14.

19-15.

30.110.

20.1-4.
18.15.

2 . 1 * .

15.15.
33.18.

23.17.
3S.15.

20. IS.
18.15.

28. IS.
2V. IS.
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ATOMIC ENERGY OF CANADA LIMITED

ANALYSIS OF THE "FOUR-FUEL" EXPERIMENTS USING HAMMER

by

D.S. Craig

The object of this caper is to draw .your attent ion to measurements

which have been made by A. Okazaki e t .a l at Chalk River on a series

of 37 element clusters using di f ferent fuels—UO?, UC, U-Si-Al, and U.

The cluster geometry was identical fo r a l l fue ls , the moderator was

DoO and measurements were made using four d i f ferent coolants—air,

D^O, H,0, and HB40 (an organic). The geometry of the cluster is shown

in Figure 1. Although i t is very complicated, the calculation of

react iv i ty for the a i r and D2C la t t ices depends primarily on the

reaction rates in U235 and U238. The absorptions in other materials

is small—worth about 50 mk of which 40 mk is in the aluminum pressure

and calandria tubes, With H,,0 and HB40 coolants, the parasit ic

absorption increases by about 70 mk. Of interest to the seminar on

U238 resonance capture are measurements which have been made of the

rat io of captures in U238 to f issions in U235.

I have used the Savannah River Laboratory ce l l code HAMMER and the

ENDF/B-IV data for U235 and U238 to calculate parameters for these

la t t i ces . However, before presenting the resul ts, I would l i ke to

draw your attention to Tables I and I I giving the results I have

obtained for the thermal test la t t ices TRX and MIT, as well as an

AECL la t t i ce ZEEP. The la t te r l a t t i ce uses natural uranium rods,

32.57 mm in diameter, clad in aluminum and with a D~0 moderator so

that the geometry is par t icu lar ly simple. I t is important to see

how well these calculations handle these simple la t t ices before

considering the more complicated 37-element clusters.
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The HAMMER values of k g f f are low by 9 to 17 mk. In generalv the

Savannah River Laboratory code RAHAB gives better values. This

improvement arises from a better calculation of c2 8 , the

rat io of f iss ion in U238 to that in U235. Values of th is ra t io were

not available from these part icular RAHAB runs. However, in Table I I I ,

I compare RAHAB and HAMMER calculations for a 7-element cluster. The

results are seen to be similar except that RAHAB gives a higher value

of 62 9 . The calculated value of the conversion rat io is high for

ZEEP by 2 percent—for the other la t t ices i t is within twice the

estimated error. However the calculated value of p28 , the rat io of

epithermal to thermal captures in U238 are a l l 6-10 percent high.

I have not attempted to calculate the "Four-Fuel" la t t ices using the

cluster geometry. Instead, the calculations were made with the fuel

pins being represented by concentric tubes of fuel separated by

coolant. Thus, geometric effects may contribute to the trend indicated

in Table IV where the rat io of the calculated to experimental values

of the conversion ra t io are given for these la t t ices where measurements

were avai lable. The experimental values are estimated to be accurate

to 1 percent. Also given are kgffr ana the estimated values of k g f f

which would be obtained i f the resonance integral of U238 were

adjusted to make the calculated value of the conversion rat io agree

with the experimental value. Because of a 0.1 m uncertainty in the

buckling measurements and a 1 percent uncertainty in the conversion

ra t i o , this estimated value of k , , is uncertain by about 7 mk.

In general, i t appears that errors in the calculated conversion

rations (a l l high) correlate well with errors in k , , indicating that

the absorption rate in U238 is being constantly overestimated for a l l

the fue ls , coolants and la t t i ce pitches considered, when using the

ENDF/B-IV data f i l e s .
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On Figure 2 are shown the calculated values of k e f f for the complete

32 lattices. Measurements were made at pitches of 245 mm and 310 mm.

The results are better for the 310 mm pitch. They also appear better

for the HgO and HB40 coolants. There is also a general trend to get

worse as the density of the fuel increases.

Thus the general conclusion is that where the absorption rate in U238

is relatively high (tiyht pitch, poor coolant moderation, high density

fuel) the errors in our estimates become larger.
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TABLE I

A Comparison of Experimental and Calculated Values of Reactivities and Bucklings
Using ENDF/B-IV Nuclear Data+

LATTICE

TRX
U-H2O

1

2

HIT
U-D 0

1

2

3

m:l'
U-l>?0

PITCH
nun

18.06A

21.74A

1K.3A

127.06

]40.05A

200A

VOLUME
RATIO

MODERATOR
FUEL

2.35

4.02

20.8

20.9

34.6

40.4

k e f f

EXP.

1.000

1.000

1.000

1.000

1.000

1 .000

IIAMMKR

0.9829

0.9898

0.9829

0.9B29

0.9050

0.9917

RAIIAB

0.9804

0.9884

0.9888

0.9899

0.9916

0.9978

k
CO

HAMMER

1.1665

1.1583

1.1547

1.1839

1.2099

1.2244

RAHAB

1.1671

1.1580

1.1C41

1.1912

1.2166

1.22 76

B2

m"2

EXP

57.00
+1.00

54.69
±0.36

8.48
+0.10

8.56
40.10

8.15
+0.08

6.9D
+0.06

HAMMER

51.04

50.99

7.55

7.82

7.52

f>.66

• IIAKKKK only uses KNDF/B-IV Hata for U235 and U238



TABLE II

A Comparison of Experimental and Calculated Values of Some Lattice
Parameters Using ENDF/B-IV Nuclear Data for U235 and U238

LATTICE

TRX
U-H 0

1

2

HIT
U-D O

1

2

3

2EEP
U"D2°

PITCH
MM

18.064

21.744

114.34

127.04

148.054

2004

CAPTURES 28

EXP

0.792
+ .008

0.646
+ .002

1.017
+0.023

0.948
+0.020

0.859
+0.016

0.6996
+0.002

HAMMER

0.810

0.647

0.975

0.921

0.865

0.718*

EPIT1IERMAL
CAPTURES 28
THERMAL CA
EXP

1.311+.O2O

0.830+.015

0.498+.008

0.394+.002

0.305+.004

PTURES 28
HAMMER

1.433

0.882

0.528

0.433

0.337

EPITHERMAL
FISSIONS 25
THERMAL

EXP

0.0981
+ .001

0.0608
+.0007

0.0447
+.0019

0.031
+0.003

0.0248
+0.001

FISSIONS 25
HAMMER

0 . 1 1 1

0.067

0.0520

0.0424

0.0327

FISSIONS 28

EXP

0.0914
+ .002

0.0607
+ .C02

0.0597
+ .002

0.0596
+.0017

0.0583
+.0012

0.0676
+0.0014

HAMMER

0.09J7

0.0661

0.0554

0.0539

0.0527

0.0642

* Capture 28/absorption 25, for Ea(U238)/i:a(U235)=0.5578 in a 20° Maxwellian



TABLE III

A COMPARISON OF LATTICE PARAMETERS FOR A 7-ELEMENT

UO2 CLUSTER, 220 mm PITCH, CALCULATED USING RAHAB AND HAMMER

eff
at Exp. B2

of 5.923 m"2
CAPTURES U238

ABSORPTIONS U235

CAPTURES U238
NON-THERMAL

THERMAL
FISSIONS U238
FISSIONS U235

USING ENDF/B-III VALUES FOR ALL NUCLIDES IN RAHAB, FOR U235 AND U238 IN HAMMER

HAMMER

RAHAB

EXP

1.229

1.130

0.976

0.982

1.000

0.854

0.851

0.811+.010

0.549

0.551

0.0594

0.0535

O.O550+.OO15

USING ENDF/B-IV VALUES FOR U235 AND U238 IN HAMMER, AND IV U235 FISSION SPECTRUM

HAMMER 1.139 0.989 0.831 0.530 0.0527



TABLE IV

A COMPARISON OF THE EXPERIMENTAL AND HAMMER CALCULATED

VALUES OF THE REACTIVITY AND THE CONVERSION RATIO FOR

SOME OF THE FOUR FUEL LATTICES

LATTICE

FUEL

uo2

uc

U-Si-Al

U

COOLANT

AIR

°2°

H2O

AIR
I1B40

AIR

D2°

°2°
H2O

PITCH

IN MM

245

310

245

310

245

-.10

310

no
245
310

245

310

310

245

Y t
CAL/EXP

1.044

1.005

1.058

1.040

1.029

1.038

1.015
1.025

1.035
2.012

1.059

1.040

1.057

1.056

k *
eff

AT EXP
B2

0.980

0.987

0.971

0.983

0.992

0.993

0.982
0.986

0.976
0.986

0.967

0.978

0.968

0.977

ESTIMATES

k e f f
FOR CAL/EXP VALUES
OF y EQUAL TO 1

0.988+.007

0.989

0.993

0.999

1.004

1.010

0.986
0.994

0.993
0.990

0.990

0.992

0.992

1.002

t y » (captures U238/f i ss ions U235)/(capture U238/f iss ions u 2 3 S ' M a x w i i a n a t 20°
• These values of k „ have been corrected for bundle end e f f e c t s a a n l Ene discrepancies in the HAMMER

values of ( f i s s i o n s in U238/f i ss ions in U235)



ZlRCALOY SHEATH
OD 0.547
ID 0.515

FUEL DIAMETER
0.510

50S Al CALANDRIA TUBE
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EFFECTIVE U238 RESONANCE INTEGRALS IN CLUSTERS OF

NATURAL URANIUM FUELPINS DERIVED FROM CRNL LATTICE MEASUREMENTS

J. Griffiths, AECL
INTRODUCTION

Lattice parameters fast fission ratio, initial conversion

ratio, thermal neutron fine structure, thermal neutron spectrum

parameters and buckling, have been measured at CRNL for a wide range

of natural uranium lattices. The lattices consisted of regular

arrays of fuel clusters, containing natural Umetal, UO , UC, U Si/Al

cooled by D,0, AIR, organic liquid and in a few cases HO, in D O

moderator, for a wide range of lattice pitches.

U238 resonance absorption rates in these lattices can be

derived from the lattice parameters. These absorption rates have

been related to effective U238 resonance integrals by means of the

EPITHET11' computer code.

METHOD

Using the cross-sections given in table la and assuming values

for the cross-section ratios given in table lb, it is fairly evident

that the lattice parameters can be manipulated to give resonance

absorption rates in U238.

The cross-sections given in table la are those used by the

AECL lattice code LATRE?. The cross-section ratios of table lb are

obtained from representative cases run on the LATREP code. To determine

resonance integrals from the resonance absorption rates obtained from

the lattice parameters, use has been made of the EPITHET code. This

is a multigroup, multiannular region code which can be operated in

several modes. The mode chosen for this work is a coarse group
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Table la

Cross-Sections*

U235 2200m/s absorption
U2 35 2200ra/s f iss ion
U238 2200m/s absorption
U238 ef fect ive fast capture
U238 ef fect ive fast f i ss ion
0235 V thermal
U235 Y fast
U238 y fas t

679. 9 barns
579.5 barns
2.72 barns
0.2446 bams
0.551 bams
2.43
2.80
2.801

* The excessive number of decimal places given
for some values does not imply high accuracy, but
reproduces values given in certain CRNL l a t t i c e
codes.

Table lb

Assumed cross-section ratios

Fast neutron absorption in c e l l
Fast neutron absorption in U2 38

U235 fast f i s s ion crosj-sect ion
U235 thermal f i ss ion cross-section

U235 fast absorption cross-section
U235 thermal absorption cross-section

i.2+10%

0.0009+50*

0.0008+50%
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mode with U238 absorption represented by resonance integrals. In

all 33 groups span the energy range 10 Mev to i.4 ev. Previous

work using EPITHET has established how the total U238 resonance

integral should be distributed among the energy groups comprising

the resonance region. Using this energy split, an iterative series

of calculatioi : ising EPITHET can be performed. In these iterative

calculations, the total resonance integral is changed until the

calculated resonance absorptions agree closely with the values

derived from the measured lattice parameters.

'- error analysis was performed for the resonance absorption

rates, which included the experimental errors and the errors

assigned to the assumed ratios of table lb. Tiie error in the

resonance integral due to these error accumulations was estimated

by performing the resonance integral evaluation three times, once

for the nominal absorption rate and once for each of the nominal

value plus and minus the accumulated errors.

RESULTS

In these well moderated lattices, the effective resonance

integral is not expected to vary with lattice pitch. The results

derived bear out this expectation. Where results are available

for more than one lattice pitch, the resonance integrals have

been averaged to obtain a mean value and at the same time the

standard deviation about this mean value has also been obtained.

In table 2, effective resonance integrals averaged over lattice

pitch are given for each lattice. Cluster average values, values

for each ring of fuel pins, along with the error derived from the

experimental errors and the standard deviation about the mean

value over the pitch, can be found in that table.

i I



Quite large uncertainties are generated from the experimental

errors, typically 20-30*. However, the results are much more

consistent than these errors would indicate. Standard deviations

about the mean over several pitches being typically 3 to 4%.

A well known source of experimental effective resonance integrals

is the experimental data of Hellstrand. In figure 1 both the

effective resonance integrals in UO derived here and the UO

values of Hellstrand are plotted against IS. Here S is an

effective fuel surface area and M the mass of fuel. S is derived

from a CRNL recipe and no doubt contributes to the scatter

evident in figure 1. It is apparent that the values derived here

are in good agreement with those measured by Hellstrand. Some

confidence, therefore, can be placed in these results for both the

UO fuel and the other fuel materials.



Table 1.

Effective Resonance Integrals
Derived from ZED-2 Lattice Measurements

Number
of

Rings

7

19

28

19

37

3?

37

37

Fuel

uo2

uo2

uo2

U

uo2

U

VC

U3Si/Al

Coolant

D20
Void
HB40

D20
Void
HB40

D20
Void
HB40

D20

Void

D,0
Void
H20

D20
Void
H20

Void

HB40

D20

Void

Cluster
Average

11.47,
10.23,
12.00,

12.49,
11.13,
14.56,

14.15,
11.77,
16.14,

9.35,

8.86,

12.25,
11.07
14.55,

8.30,
7.53,

10.13

10.27

13.08,

9.61

8.76

3.
2.
2.

3.
,2.
3.

2.
,2.
,3.

,2.

,2.

,1-
1,
'2.

,1.
.1.
,1-

,1-

.1.

,J.

,1-

15,
09
97,

10,
98,
36,

98,
67,
12,

01,

10,

76,
61,
21,

23
04
38

63

99

33,

32,

0.

0.

0.
0.
0.

0.
0.
0.

0.

0.

0.
0.
0.

,0.

,0.

35

56

35
44
39

48
32
46

08

26

10
72
59

35

08

8.
8.
10.

9.
8.
12.

12.
8.
14.

7.

6.

9.
8.
12.

6.
5.
8.

7.

10.

7,

6.

Ring

94,
37,
76,

89,
49,
45,

11,
94,
17,

31,

74,

56,
36,
07,

23,
38,
.67,

,23,

36,

.27,

,69,

2.
1,
2.

2.
2.
2.

2.
2.
2.

1.

1.

1.
1.
1.

0.
0.
1.

1.

1.

,1.

,1.

1

57,
80
57,

51,
48,
76,

45,
19,
50,

51,

66,

39,
31,
68,

87
83
10

23

41

,01,

20,

0.75

1.14

0.
0.
0.

0.
0.
0.

0.

0.

0.
0.
,0.

,0.

,1.

27
40
28

41
32
60

15

31

17
50
67

,17

16

Effective

11.
10.
12.

10.
8.
13.

12.
9.
15.

7.

7.

9.
8.
12.

6.
5.
8.

7.

11.

7.

6.

Ring 2

89,
55,
21,

50,
81,
16,

39,
61,
49,

73,

12,

95,
53,
77,

49,
53,
90,

47,

29,

,50,

29,

3.25,
2.13
3.03,

2.67,
2.57,
2.96,

2.61,
2.33,
2.84,

1.65,

1.75,

1.45,
1.34,
1.78,

0.91
0.86

,1.14

1.27

1.54

,1.04,

1.03,

Resonance

0.

0.

0.
0.
0.

0.
0.
0.

0.

0.

0.
0.
,0.

,0

,0,

56

57

26
62
32

52
24
41

11

16

25
48
.44

.48

.03

13.

Integrals

Ring

70,
12.50,
15.

15.
13.
16.

10.

9.

10.

44,

54,
56,
,96,

31,

.90,

,64,
9.32,
13,• 5 5 ,

6.92,
6.
9.

8

U.

8

.13,

.71,

.40,

.00,

.19,

6.95,

3.
3.
J.

3.
2.
3.

2.

3

37,
22,
61,

29,
95,
41,

23,

2.31,

1.
1.
2.

1.
0.
1.

1.

1.

1.

1.

58,
44,
00,

02
89
13

41

75

15,

12,

0.43
0.37
0.

0.

42

52
0.53
0.

0.

0.

0.
0.
0,

,0

,56

14

.18

,10
.68
.73

.26

0.08

14.
13.
15.

9.
9.
10.

12.

14.

11.

10.

Ring

24,2.
24,1.
96,2.

93,1.
26,1.
90,1.

62,1.

54,2.

39,1.

92,1.

4

01,
83,
53,

50
22
53

91

32

56,

55,

0.
1.
0.

0.

0.

05
05
54

37

05

Key: a, b» c

a - Effective resonance integral mean over several pitches where data exist.

b - Error estimated from experimental errors.

c - Where data from several pitches exist, standard deviations about the mean value a.
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Adjustment of the effective 238U resonance integral to

force agreement with integral data

By Malte Edenius, AB ATOMENERGI, Studsvik, SWEDEN

1. Introduction

As is well known even the most advanced cell codes fail to prodict the

reactivity for instance of LWR lattices correctly without some adjustments

to group cross s-̂ .tion data generated from basic nuclear data files. In

particular it has been found necesury to lower the 238U capture cross

section calculated from basic data in the ENDF/B libraries to get results

consistent with integral data from lattice measurements. The purpose of

the present note is to use the resonance treatment in an advanced cell code

(CASCO [1]) developed at AB Atcmenergi to calculate the resonance absorption

in isolated fuel rods surrounded by a large moderating region and to normalize

the calculated resonance integrals to experimentally determined expressions

for the resonance integral. The latter have been taken from the review article

in [2]. Different forms for a c arrection to the effective 238U resonance

integral are suggested to force agreement with the experimental values and

some examples are given of how such corrections improve the lattice calcula-

tions.
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2. Calculational method

Effective cross sections in the resonance region are obtained using an

equivalence theorem which relates the heterogeneous problem to an equiv-

alent homogeneous problem. Expressing the fuel-to-fuel collision proba-

bility, P,f, as a sum of rationals

(x = 4V,!:,/S,, V is the fuel volume, S <-.he fuel surface and

lf the total cross secrion. t and 6 are fitting parameters.)

one obtains the resonance integr of the heterogeneous system, RI, as a

sum of homogeneous integrals, RI,

RI = I 6n R V V V e >

a is the fuel potential scattering cress section per absorber atom and

o = S./4V,N, N being the absorber number density. The equivalence

theorem is based on the narrow resonance approximation, but by a suitable

modification of a it is also valid in the intermediate resonance
P

approximation.

The CASCO code uses a rational approximation for the fuel self collision

probability suggested by Carlvik [3]

Pff

which is more accurate than approximations based on a single rational.

The resonance energy region (4 eV - 9 keV) was in the calculations divided

into 13 energy groups and groupwise tabulations of RI as function of

temperature and background cross section were used in the equivalence
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relation. The ;'*U data in the CASCO library is generated Sfros the

ESDK/B-IIl resonance data using the Sludsvik code Kystcc i.'TOS, SPKNC

and OORIX lij.

The floppier broadened line shape was obtained using the .- and (-functions,

i.e. a Maxwellian velocity distribution was assumed lor the absorbing nuclei.

This is a good approximation for U-ractal, but in l'0.; due so crystalline

binding the uranius atuas vibrate with an average kinetic energy larger

than that in a free gas state. This is ipproxicately accounted for in CASCO

by use of an effective floppier teaperature, T ,,,, which is higher than the

true temperature, T, of the fuel [5]

1
3 .T . 2 ,

off 2 'D
coth (-jjj i% (4)

o

where the Debye tenperature, •:• , in 1)0, is put equal to 620 K [6].

3. Comparison with aeasured resonance integrals

CalculateJ resonance integrals and chcir tenperature dependence were compared

with experimental integrals and Doppler coefficients for U0. rods and I'-meca]

rods with two different radii. The smaller U0 radius is typical for a BWR-

rod and the larger one gives background cross sections corresponding tc a

Oancoff factor of 0.5.

The expressions recommended in (2] for the room temperature integrals are

RI - 5.60 • 26.3 .'i/M for UO

RI - 4.25 • 26.8 v'S/M for U-metal
2 (5)

Sin is the surface to mass ratio of the fuel expressed in cm /gram.
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The experimental temperature dependence is described by

RI(T)-5 = [RI(To)-i][l-«-i:(.Y-.
!r")] (6)

where T and T are expressed in K and 5 i s the 1/v-contribution

Co Rl above 0.55 eV. The experimental value of the temperature coef f i -

c ient , A, which was assumed to be independent of temperature was taken

from [7]

•• = (0.58 + 0.5 S/M)«10"2 for UO
2 (7)

J = (0.31 + 0.5 S/M)-10 for L'-metal

The experimental results in Table 1 were obtained by use of expressions (5)

and (7). The experimental uncertainties are about 4 Z in the resonance

integrals and about 10 X in the Doppler coefficients.

Calculated resonance integrals and Doppler coefficients are compared with

experimental values in the first column of Table 2. The resonance integral

comparison is done for T = 300 K. The comparison of Doppler coefficients shows

the average deviation in the interval 300-1000 K.

The calculated resonance integrals are 7-10 % larger than the measured

values, whereas the Doppler coefficients agree within the experimental

uncertainty. The use of T given by Eq. (4) reduces the Doppler coefficient

by about 20 7. at room temperature in the U0 cases and by a few per cent at

high temperature, giving an average correction of about 10 % in the interval

30C-1000 K.

U. Adjustment of the resonance integral

In order to force agreement with integral dfta, the ^3SU cross sections in

the energy region k eV - 9 keV were reduced in the calculations. Three differ-

ent types of corrections were tested, viz.
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Corr.
if

"

1

2

3

Ac

Ao
Q

ARI

= -0
= -0

= -0

.26

.26

.09

b

[1

RI

+0 .007(/F- /300)] b

The relation between Ao and RI in energy group g is obtained by

differentiating

RI

l

r RI
E 1

A O a I1 - All .g

Correction I has the advantage that the unshielded resonance integral is

reduced by only 2.0 b which is within the experimental uncertainty. Using

this correction the calculated resonance integral at room temperature is

within 1 % of the experimental value for the U0, rods and within about 3 Z

for the U-metal rods. The calculated Doppler coefficient is, however, in-

creased by 10-16 % so that the temperature dependence-in the U-metal rods

is overestimated. In order to preserve the temperature dependence of the

uncorrected resonance integral correction 2 was tested. This correction is

identical with correction 1 at 300 K but does not change the ^-dependence

of the resonance integral. A drawback is, however, that although the Doppler

coefficient for the whole resonance energy region is not changed, ARI /AT
o

in individual energy groups will be erroneous. For example, in a group with-

out any resonance, where ARI /AT should be equal to zero, one obtains

ARI /AT < 0 . Correction 3 also leaves the Doppler coefficient unchanged but

gives a value of the unshielded resonance integral which lies outside the

experimental uncertainty.



5. Criticaltty in IWR-latticcs

Table 3 shows calculated values of k,-, tor soc.e wiiforn pin cull LIE t ice*

in tho KKlTZ-faci lity at Stuii.svik. In the I'O, easts the reactivity is undvr-

predicted by 1.4-1.9 Z using M: unmodified • °l' data. Using cvrrvctcii data

the reactivity is increased by about 2 ' giving a slightly Everest ia.ited

k ,,. flic change is about the same for the three tested types of tor reel ions.

The table illustrates the results obtained with correction I. The influence

of the resonant-"-' absorption on reactivity is much smaller in th« overraoder^tcd

PuO^ case. In th's lattice k ,, was increased by 0.7 ?. when the resonance

integral was reduced. We note that the spread in predicted reactivities is

much smaller after than before tlu correction of the ' ~l' data. Similar

results are obtained for a number of different lattices studied in KR1TX.

6. Conclusions

Using Che methods described in the paper it is shown that calculated shielded

resonance integrals for -3RU with cross sections from ENDF/B-I1I are 7-10 7,

larger than measured resonance integrals and calculations using uncorrected

23BU data underpredict the reactivity in LWR-lattices. By normalizing the

calculated effective resonance integrals to measured integrals for isolated

fuel rods calculated reactivities in much better agreement with experimental

results were obtained for a large number of different lattices. The three

tested types of corrections give about the same results in typical LWR-lattices.

Using correction 1 the calculated Doppler coefficient is about 10-15 7.

larger than what is obtained with the other two suggested corrections or

with unmodified data. However, all calculated Doppler coefficients except

that for the U-metal rods with correction 1 lie within the experimental

uncertainties.
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Table 1: Measured • "V resonance integrals and Doppler
coefficients for isolated fuel rods

Fuel

uo7

m>;
U-metal

U-metal

Radius
(cm)

0.52

1.04

0.50

1.00

KI
eKp

300 K

21.7

17.0

16.7

13.0

.-••io-

.77

.67

.73

.62

Table 2: Comparison between calculated ai>cl measured 't' resonance integrals

RIt>, ,

RI l

CKp

m

RIexp('RI/.T)th

R1th(-RI/'-T>exp

(Z)

Fuel

U°2
L'O2

U-metai

I'-metal

uo2

L'O2

U-mecal

U-me ta1

Radius
(cm)

0.52

1.04

0.50

1.00

0.52

1.04

0.50

1.00

No corr

• 8.9

+ 9.6

+ 7.4

* 8.3

- 3

-10

+ 5

- 2

Corr 1

+ 0.4

- 0.7

_ "1 f

- 3.0

+ 7

* ic

+ 18

+ 14

Corr 2

+ 0.4

- 0.7

- 3.4

- 3.0

- 3

-10

+ 5

- 2

Corr 3

• 0.2

• 1.3

- 1.1

• 0.7

- 3

-lu

+ 5

_ ?

Table 3: Calculated k ,, using uncorrected and corrected

238U resonance integrals

uo2

uo2

1.5

1

1

%

.35

.9 7.

PuO

Fuel

% enr

enr

in depl U0,

V /V
tn

I.

1.

1.

3.

f

4

2

7

3

Uncorr
238u

0

0

0

0

.982

.981

.986

.997

eft

Corr 1

1.001

1.004

1.003

1.004
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PRECISE MEASUREMENT AND CALCULATION OF 2 3 8U NEUTRON TRANSMISSIONS*

D. K. 01 sen, G. de Saussure, E. G. Silver, and R. B. Perez
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

We have measured above 0.5 eV the total neutron cross section of

' I) in precise transmission experiments and have compared the results

with ENDF/B-IV. Special emphasis was placed on measuring transmissions

through thick samples in order to obtain accurate total cross sections

in the potential-resonance interference regions between resonances.

These total cross sections are important in computing shielded resonance

capture integrals. It has been observed that such shielded integrals

are overestimated by ENDF/B-IV.

The neutron energies were determined by time of flight along a

41.68 in flight path at ORELA. The detector was a 7\62-cm diameter,

1.0-mm thick Li-glass disk viewed edge-on by two RCA-7585 phototubes.

At 20 m from the neutron source isotopically-enriched, room-temperature
2 3 8U disks with inverse thicknesses of 1/n = 5405, 1603, 807, 266, 80.7,

19.2, and 5.7 barns/atom were alternated in and out of the beam with 10

minute cycles. At least four separate transmission measurements with

various combinations of Cd, In, Co, Al, Mn, and Au beam filters were

made for each sample thickness. Blackened resonances from these filters

aided in estimating the background levels both as a function of energy

and sample thickness. In the resolved resonance region, the experi-

mental resolution was limited by the neutron slowing down time in the

H2O moderator and was approximately given by AE/E % .0012. After
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subtracting the background (1.0 to 2.0") and deadtime-correcting the

sample-in and sample-out time-of-flight spectra, the resulting trans-

missions for each sample thickness were combined. The transmissions

through the three thickest samples are compared in Figs. 1 to 3 with

resolution-broadened transmissions calculated from the ENDF/B-IV

total cross section which was Doppler broadened to 300°K.

In particular, Fig. 1 shows the experimental transmission up to

4000 eV through the .254-cm-thick sample of U (1/n = 80.7 barns/atom).

TKs smooth curve is the corresponding transmission from ENDF/B-IV radii,

resonance parameters, and single-level Briet-Wigner, SLBW, formalism.

Below 1000 eV no major discrepancies are observed between the calculated

and measured transmission dips of the strong s-wave resonances. A few

disagreements exist between the measured and calculated transmission

dips of the weak, low-energy, p-wave resonances. Figure 2 shows the

transmission through the 1.08-cm-thick sample (19.2 barns/atom). Above

1000 eV the measured transmission dips are either equal to or larger

than those from ENDF/B-IV indicating that a resonance-by-resonance

analysis of these data would perhaps give neutron widths equal to or

larger than those contained in ENDF/B-IV. Figure 3 shows the trans-

mission through the thickest sample (3.62 cm). These data are very

sensitive to the cross section between resonances and the s-wave inter-

ference minima. Between 2000 and 4000 eV the ENDF/B-IV total cross

section reproduces the measured transmission reasonably well. Between

40 and 2000 eV ENDF/B-IV consistartly underestimates the total cross

section giving a transmission larger than that which is measureJ experi-

mentally. In fact, in some s-wave minima ENDF/B-IV gives a total cross

section which is negative resulting in a transmission greater than unity.
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These discrepancies are perhaps clearer in Fig. 4, which shows the

experimental transmission from 50 to 300 eV thr igh the thickest sample.

The upper smooth curve, as before, is the corresponding transmission

calculated from the ENDF/B-IV radii, resonance parameters, and SLEW for-

malism. The lower smooth curve shows the transmission as obtained from

a more exact calculation of the total cross section using:
p

(1) the Reich-Moore formalism;
-12

(2) the resonance parameters and scattering radius (.9185 x 10

cm) from ENDF/B-IV; and

(3) the "ladder approximation" (levels with uniform spacings and

widths) to make an end effect correction for resonances out-

side the resolved resonance region, that is, a "ladder" from

- « to 0.0 eV and from 4.0 keV to + <».

This mere exact calculation of the total cross section reproduces the

measured transmission much better and does not yield negative cross

sections. In particular, the inclusion of multilevel effects with the
2

Reich-Moore formalism removes the negative cross sections in the s-wave

minima, but does not significantly reduce the overall discrepancy between

resonances. This discrepancy is removed by the end-effect correction

which includes levels outside the resolved resonance region with the

"ladder approximation."

The increase in the total cross section between resonances as required

by the experimental transmissions will reduce strongly self-shielded capture

resonance integrals. In particular, Table I compares such integrals for

various dilutions, o Q, calculated with the SLBW approach of ENDF/B-IV

and the Reich-Moore formalism with the ladder approximation. The limits
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of integration are taken from 100 to 680 eV. In this energy region the

smooth background file (file #3 of ENDF/B-IV) is zero. The last column

of Table I is the ratio of the third column to the second column. In

particular, the capture integral from 100 to 680 eV shielded down to

10.0 barns decreases by 4.4% when the Reich-Moore formalism with the

ladder approximation is used in place of ENDF/B-IV procedures. A more

complete description of the experimental aspects of this work will be

given in an Oak Ridgs National Laboratory internal report.

o (barns)

1

3

10

20

30

100

TABLE I.

SLBW

.011673

.008164

.005482

.004274

.003668

.002264

680 eV

100 eV <

RM

°nv(E) dE
3nT(E) + oQ E

with ladders

.008632

.007190

.005240

.004170

.003607

.002252

Ratio

.7395

.8807

.9559

.9757

.9834

.9947

Research sponsored by the Energy Research and Development Administration
under contract with the'Union Carbide Corporation.

J. Hardy, private communication; see also Nucl. Sci. and Eng. 40, 101
(1970).

2C. W. Reich and M. S. Moore, Phys. Rev. W, 929 (1958).
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2000 2200

3000 3200 3400 3600
ENERGY (eV)

3800 4000

Fig. 1 Measured transmission of 0.5- to 4000.O-eV neutrons through

0.254 cm of 238U (1/n = 80.7 barns/atom). The smooth curve

is the corresponding transmission from ENDF/8-IV.
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19.2 barns/atom

I • • I

2400 2600 2800 3000

i.o r

0.8 '-

0.4 |«- '

0.2 L I

0 r_._
3000

/'

3200 3400 3600

ENERGY (eV!
3800 4000

Fig. 2 Measured transmission of 0.5- to 4000.0-eV neutrons through

1.08 cm of " ° U (1/n = 19.2 barns/atom). The smooth curve

is the corresponding transmission from ENDF/B-IV.

- 100 -



5.7 barns/atom

200 100 ^ 600 600

3200 3400 3600
ENERGY (eV)

3800

1000

2000

3000

4000

Fig. 3 Measured transmission of 0.5- to 4000.O-eV neutrons through

3.62 cm of 2 3 8U (1/n = 5.7 barns/atom). The smooth curve

is the corresponding transmission from ENDF/B-IV.
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1.0
, UPPER CURVE E N D F / B - H

LOWER CURVE MULTILEVEL
FORMALISM WITH END
EFFECT CORRECTION

150 200
NEUTRON ENERGY(eV)

Fig. 4 Measured transmission of 50.0- to 300.0-eV neutrons through

3.62 cm of " °U (1/n = 5.7 barns/atom). The upper smooth

curve is a resolution-broadened transmission calculated from

the ENDF/B-1V total cross section Doppler broadened to 300°K.

The lower smooth curve is a similar transmission obtained from

the Reich-Moore multilevel formalism using the "ladder" approxi-

mation for levels outside the resolved resonance region.
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THE 238U(n,Y) CROSS SECTION ABOVE THE RESONANCE REGION

R. B. Perez, R. R. Spencer, and G. de Saussure

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

Recent 2 3 9U capture cross section measurements quote uncertainties

in the 5% to 10% range, but often discrepancies between data are larger,

indicating that some sources of error have not been properly identified.

Before 1970 all the measurements of the 2 3 eU capture cross section

but one, that of Moxon,1 had been done with nearly monoenergetic neutron

sources and most of those measurements had been done relative to the

2 3 5U fission cross section. The interpretation of such measurements is

complicated not only because of the structure in the 2 3 5U fission cross

section, but also because the 2 3 BU capture cross section has considerable

structure which needs to be measured more accurately and evaluated.

In Fig. 1 we compare the 1970 evaluation of Davey2 to ENDF B-IV in the

region below 100 keV. We also show some typical experimental data. Data ob-

tained before 1970 are represented by full figures, recent data by open figures.

Some error flags have been omitted so as not to overcrowd the figure. Data

derived from ratios of the 2 3 eU capture to the 2 3 5U fission or absorption cross

sections have been recomputed using ENDF B-IV values of the 2 3 SU cross sections.

As can be seen on Fig. 1, there are large uncertainties in the data

and discrepancies between measurements. ENDF/B-IV is lower than Davey's

evaluation partly because the 2 3 8U capture cross section is correlated to

the 2 3 5U fission cross section by the ratio measurements, and the ENDF/B-

IV value of the latter cross section is lower than that evaluated by

*
Research sponsored by the Energy Research and Development Administra-

tion under contract with the Union Carbide Corporation.
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The recent measurement of Panitkin et al.*1 extends from 24 to 145

keV and was done with nearly monoenergetic neutrons from the 7Li(p,n)

reaction, and relative to the 23 U fission cross section. The point of

Block et al.5 was obtained at 24.3 keV with an iron-filtered beam, and

relative to Au. As we have already mentioned, these data must be

interpreted in the light of the structure in the 2 3 5U fission and 2 3 5U

and Au capture cross sections. The data of Chelnokov et al.6 were also

obtained relative to the 2 3 5U fission cross section, using a lead slowing

down spectrometer.

Only four measurements done with a white neutron source and the tirae-

of-flight technique have been reported before 1974. The data of Moxon

extend to 200 keV and have uncertainties ranging from 4% to 8%; the data of

7 21
Fricke et al. ' extend to 1 MeV with errors of the order of 12%; the data

of de Saussure et al.8 extend to 100 keV, the errors range from 5Z to
9

10%; finally the measurement of Spencer and Kappeler covers the range

20 to 550 keV, but the results are still preliminary. The three first

measurements were done with a Linac, were normalized by the saturated

resonance technique at 6.7 eV, and were relative to the 10B(n,cO or

1 °B(n,ccr) reaction up to 80 keV. The results of these three measurements

averaged over decimal intervals up to 100 keV are compared in Fig. 2

where we also show. ENDF/B-IV.

Figure 2 shows that there are discrepancies between the results of

the three measurements. Those discrepancies are substantially larger

than the known uncertainties and do not show a consistent pattern: below
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5 keV the ORELA data agree within 6% with those of Moxon but are 25%

larger than those of Fricke et al.; above 50 keV the ORELA data and those

of Fricke et al. agree to within 3% but are 20% larger than those of

Moxon!

In Fig. 3 we compare the 1970 evaluation of the U capture cross

section above 100 keV by Davey with the recent evaluation by Sowerby et al.

and with ENDF/B-IV. Some typical experimental data are also shown, the

data older than 1970 as full figures, the recent data as open figures;

data derived from ratio measurements with respect to the U fission

235
cross section were recomputed using the EHDF/B-IV value of the U cross

section. The considerable differences in the three evaluations below

2 MeV reflect the considerable uncertainty in the cross section; the

agreement between the evaluations above 2 MeV reflects the lack of meas-

urements in that region!

The errors in the U capture cross section are strongly correlated

235
to those in the U fission cross section, not only by the precise

measurements of the ratio of those two cross sections, such as that of

Poenitz, but also because some authors have measured the absolute U

235
capture cross section and U fission cross section using the same

techniques and the same detectors to determine the incident neutron flux.

If an evaluator favors a given set of data for the U fission cross

238
section, it is logical that he should also give much weight to the u

capture cross section obtained in the same installation, by a similar

technique.

In the region from .1 to .5 MeV the data of Menlove and Poenitz

14
are about 17% lower than those of Barry, Bunce and White. Davey gave
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much weight to the data of White in his evaluation of the U fission

cross section. Since the data of White and the data of Barry et al.

were obtained "from the same flux," Davey aXso weighted the data of

2 Iff 0

Barry et al. in his V capture cress section evaluation, and he re-

normalized the values of Menlove and Poenitz to agree better with those

of Barry et al. Sowerby et al. performed a simultaneous evaluation of

several cross sections including U capture and U fission. For this

evaluation they choose to treat the data of Barry et al. as ratio measure-

ments relative to the fission data of White. ENDF/B-IV choose to give
235

more weight to recent data which are mostly independent of the U fis-

sion cross section: the data of Fricke et al., of Ryves et al. and

the preliminary data of Pearlstein and Moxon.

Sowerby et al. estimate that the U capture cross section is

known to 7% from .1 to 1 MeV: in the same range ENDF/B-IV estimates

an uncertainty of 5%. We think that these estimates are very optimistic,

considering that there is more than 20% discrepancy around 1 MeV between

the 1973 evaluation of Sowerby et al. and ENDF/B-IV!

The lack of agreement in the value and shape of the neutron capture

cross section of U below 100 keV among the three linac experiments
g

suggests farther measurements. Spencer and Kappeler performed a meas-

urement with the pulsed 3-MV Van de Graaff at Karlsruhe, making use of

the Li(p,n) Be reaction. The idea was to provide a degree of experi-

mental independence and in that way resolve previous difficulties. For

example the Van de Graaff technique has no interfering gamma flash and,

due to the very fast timing employed, background considerations are dif-

ferent and less complex. The detector utilized in this experiment was

an 800_liter liquid scintillator tank. Both a standard gold capture
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sample and a V fission chamber were employed as flux monitors in an

attempt to obtain a partially independent verification of the measured

capture yield shape. Hence this measurement should be considered as a

shape dc^iiuination only.

The data were normalized to a value of 200 mb for the interval

90 to 100 keV. This is the value reported in an evaluation of Sowerby

et al. Below 200 keV the gold cross section of Kompe was used to

derive a U capture cross section (see Table I). Above 200 keV a

19
recent measurement of Le Rigoleur et al. was used which agrees well

1 fi

with the data of Kompe in the region of overlap. Recent gold meas-

urements of Macklin jet__ai. > which are normalized by means of the

"black resonance" technique at 4.9 eV are in agreement (± 3%) with the

Kompe and Le Rigoleur results, and therefore add justification to the

use of these particular sets of data.
235

Table II shows the results of the U fission chamber reference
238 235

data. Tc obtain the U(n,y) cross section shape the U fission

cross section evaluation of Sowerby et al. was used.

The estimated error of around 11% is mainly due to the normaliza-

tion value. The shape is believed to be accurate within 5%. Below
238

100 keV the shapes of the U capture cross section derived from both
235

the gold reference cross section and the U fission cross section as

reference are in excellent agreement with the results of de Saussure

8 1

et al. and in fair agreement with Moxon's data. Below 50 keV there

are substantial shape deviations with the measurement of Friesenhahn

et al. 2 1
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A similar neutron source, the Li(p,n) Be reaction with incident

protons from the Argonne tandem-dynamitron, was used by Poenitz for

his measurement of the U capture cross section. The capture gamma-

ray detector was a 1300 liter tank filled with a liquid scintillator.

The Grey Neutron Detector, or some times the Black Neutron Detector

or a Li-glass detector were used as neutron monitors. Similar to the

Spencer and Kappeler experiment, the ratio U to Au capture cross

197
section ratio was measured. Then absolute measurements of the Au

capture were performed to obtain the U(n,Y) cross section. The

results of Foenitz measurements, are in good agreement with the activa-

tion results of Ryves. They differ in shape from the results of

7 91 fl
Friesenhahn et al. ' and although about 7% lower than the ORELA results,

there is in general good shape agreement with the ORELA measurement.

23
The latest measurement available is dae to Le Rigoleur et al.

who used a total energy weighting technique in conjunction with the

24
capture gamma-ray detector, Macklin and Gibbons. The neutron flux

was measured with a B Nal(TJl) detector with a Li-glass scintil-

lator. The results were averaged over 10 keV energy intervals below

100 keV and in 20 keV intervals above 100 keV. Some of the data are

shown in Fig. 4. Below 100 keV Le Rigoleur's results are 6% to 8%

g
below those of ORELA, between 10% and 20% higher than Moxon's data

and agree ±5% with the results of Friesenhahn et al. Between 120

and 250 keV, they fall lower than any previous measurement in this

energy range. For example, when compared with Ryves activation meas-

urements, one observes that Le Rigoleur's measured points lie lower

by 15% than Ryves results at 160 keV and by 6% at 238 keV. But there is

better agreement above 400 keV.
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We now turn our attention to the considerable experimental evidence

238
of long range fluctuations in the U capture cross section shown by

the recent high resolution experiments. This structure is illustrated

in Fig. 5, from a recent paper by Spencer and Kappeler. In that figure

the authors have compared the shape of their preliminary data to that

g
obtained in the ORELA measurement. Both sets of data have been averaged

over intervals of .5 to 1 keV width. The KFK data in this figure have

been arbitrarily normalized, so that the agreement in magnitude is not

significant. We have added to the figure the ENDF/B-IV evaluation.

Below 45 keV the evaluations is represented by statistical parameters so

that some structure is implied, but clearly the details of this structure

are important and need to be represented more directly by the evaluation.

To test whether or not the observed long-range fluctuations in cap-

ture represent departures from the compound nuclear model, the Wald-

25
Wolfowitz runs and correlation tests were applied to Monte-Carlo

generated U capture cross sections and to the ORELA measurements.

Both the mock-up cross sections, computed on the basis of the compound

nucleus model, and the actual data were averaged in energy intervals

ranging from 600 eV up to 3 keV. The measured and mocked-ap capture

data averaged over 1200-eV intervals are shown in Fig. 6, together with

the fits to the s-wave and p-wave strength functions.

The results of the Wald-Wolfowitz tests (Table 3) show with a high

confidence limit that the fluctuations in the U(n,y) data cannot be

accounted for by the compound nucleus model. Possible explanations for

the presence of the observed intermediate structure are based on the

Strutinsky double-humped fission barrier or the existence of "door-way"
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states in the entrance reaction channels or perhaps a combination of both.

Theoretical considerations lead to the concept of modulated strength

functions due to local enhancements of the partial reaction widths. The

ORELA data, averaged over 1200 eV, were fitted with the modulated strength

function model. The result of this procedure is shown in Fig. 7. In this

figure the solid line represents the intermediate structure. When this

structure was removed from the data, the Wald-Wolfowitz tests showed that

the remaining structure behaved randomly.

Conclusions•

238
A number of measurements of the U(n,y) cross section above the

resonance region have been completed in the past few years. In the keV

region these measurements suggest a considerable amount of intermediate

structure.

An idea of the present status of affairs is given by inspection of

238
Fig. 8. The low resolution shape of the U capture seems to be

reaching a "consistent" status with the exception of the Friesenhahn e£

7 21

al. ' measurement, and two points (at round 35 and 85 keV) in the re-

sults of Moxon. Large differences in normalization are still present.

However the results seem to settle above the ENDF/B-IV evaluation

between the high ORELA data and the low Moxon data set. This trend will

help to obtain better agreement between the calculated and measured value

of the dilute capture resonance integral. The presence of intermediate

structure has several implications:

(a) Effects on the validity of activation measurements and
"spot" mormalization procedures of the capture cross
section, especially at neutron energies such as 24 and
30 keV, where large fluctuations exist.

- 110 -



(b) One may question the validity of the present statistical
representation of the unresolved region. For example,
corresponding to the 24-keI' iron window, there is a large
enhancement of the 238u capture cross section. Henre, the
actual detailed behavior of the intermediate structure
should be included in the representation of the 238u(n,y)
cross section. At ORNL we are presently in the process of
testing the effect of these fluctuations in fast reactor
calculations.

In summary taking into account that fast breeders are mostly lots

of iron with a sprinkle of plutonium and a heavy blanket of U for

breeding, the neutron capture of this important material has to be known

better than at least 3%. It is then clear that considerably more work

will be needed to achieve this goal.
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TABLE I. Gold Refersnce

E

(keV)

20-30

30-40
40-50
50-60
60-70
70-80

SO-90

90-100
100-120
120-140
140-160

160-180
180-200

180.223
223-264
264-309
317-373
387-43)
423-467
433-483
483-529
508-564

oY( '"U)
o t( '"Au)

0.8630

0.8704
0.8856
0.7823
0.7263
0.6635

0.6543
0.6430

0.6202
0.6015
0.5728
0.SG94

0.5510

0.5689
0.5607
0.6104

0.6816
0.7872
0.7851
0.9092
1.0115
1.0735

Std. Cev.
(statistics)

X

0.4

0.3
0.3
0.4
0.4
0.4

0.4
0.5
0.3
0.4
0.4

0.5

0.5

1.0
1.0
1.0
0.5

0.5
0.5
0.5
0.5
0.5

1 rt>

667

546
467

409
377
357

328
311
295
277
269

258

254

251
232
216
174

1S8
146
142
134.5
125

' lib

576

475
413.5

320
274
237
2io

200
183
167
154
147

140

143
130
132
119
124

115
129
136
134

Estiruted
to

1. ( 1 > a U)

11

11

11
11

11
11

11
10

11
11
11

11

11

11

11
11

11

11
11

11
11

11
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TMIE H . " 5 U Fission Reference

E

(key)

20-30

30-40
40-50

50-60

60-70
70-80
80-90
90-100

100-120

120-140

140-180
180-223
223-264

264-309

317-373
387-431
423-467
438-483
483-529

508-564

f

0.2476
0.2342
0.2159
0.1694

0.1581
0.1421
0.1279
0.1225
0.1200

0.1165

0.1123
0.1106
0.1102

0.0969
0.0948
0.0932
0.0964
0.1013
0.1085

0.1033

Std. Oev.
(sttt lstics)

1

4

i

t

t

i

1
1

1

5
5

S
4

4
4
4
3

4
2

o f (" 'U)
«*>

2148.3
2010.7
1908.4
1871.4

1808.8
1714.1
1681.0
1632.2
1542

1493

1424
1343
1295

1262
1223
1180
1162
1155
1134

1126

o («"U)
nib

532
471
412

317
286
243.5
215

200
185

174

160
148
143

122

116
110
112
117
123

122

Estiuted

12
12
12

12
12
12
12
10
12
12

13
13
13

12
12
12
12
12

12

12

Table I I I . Results of the Wald-Wolfovitz Correlation and Runs Tests
for the Measured and Moek-Up 239U Capture Cross Section.

Width
(keV)

.6

.9

1 . 0

1.2

1.5

1.8

2.0

3.0

e

5-

6.

5-

6.

5.

2 .

h.

3 .

9

1

9

2

3

2

9

9

Capture

P(£ )
c

<10"5

<10"5

<10"5

<10'5

<10'5

2.7X10"2

<10"s

2-7X10"3

(Measured)

E

R

1*.5

3.9

a.6

5.6

h.8

3.6

3.8

1.8

2

<2

< 2 .

7.

P ( E )
R

<io"5

.7xl0~3

<10"5

<10"5

<10"5

.7^1O"3

7X10"3

.2*1CT2

e

• 52

. 2 0

.37

• 65

.31

• 97

. 2 2

1.1

Canture

P(E )
C

.60

.8U

.71

• 52

• 76

.33

.82

.27

(Kock-Uo)

e P
R

.03

• 96

.68

.3lt

.002

1 . 1 1

1 . 2

.006

•(en)

• 98

.3>t

• 50

.73

.99

.27

.23

.99
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EVALUATION OF 2 3 8U CROSS SECTIONS FOR ENDF/B-IV

F. J. McCrosson

Savannah River Laboratory
E. I. du Pont de Nemours & Co.
Aiken, South Carolina 29801

INTRODUCTION

In this paper, the evaluation of the 2 3 8U cross sections

below 4 keV for ENDF/B-IV will be discussed. These cross sec-

tions were reevaluated because the Data Testing Subcommittee of

the Cross Section Evaluation Working Group (CSEWG) found ENDF/B-

III did not accurately predict several important parameters for

thermal systems. For example, in both D2O- and HjO-moderated

lattices of natural or slightly enriched uranium rods, keff is

underpredicted using Version III by 1.5%. This underprediction

has been attributed to a 10% overprediction of J3aU epithermal

neutron capture.1

These thermal data testing results have raised questions

concerning the ENDF/B-III cross sections because the calcula-

tional methods used in the analysis of the benchmark experiments

generally have been considered adequate. Several possible defi-

ciencies in the Version III 238U cro?^ stations have been

The information contained in this article was developed during
the course of work under Contract No. AT(07-2)-1 with the U. S.
Energy Research and Development Administration.

By acceptance of this paper, the publisher
and/or recipient acknowledges the U. S. Government's right to
retain a nonexclusive, royalty-free license in and to any copy-
right covering this paper, along with the right to reproduce
and to authorize others to reproduce all or part of the copy-
righted paper.
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proposed; e.g., the existence of systematic errors or spurious

p-wave resonances could give rise to excessive 238U neutron

capture.

This paper discusses the thermal cross sections; the epi-

thermal cross sections, particularly the s- and p-wave resonances

and the background cross sections; and the impact of the new

ENDF/B-IV evaluations on thermal lattice calculations.

DISCUSSION

Thermal Cross Sections (E < 1.0 eV)

The thermal region in the evaluation spans energies below

1 eV. The cross sections in this region are tabulated in File 3.

The evaluation for the thermal cross sections followed the pro-

cedures used in the Version II and Version III evaluations; i.e.,

the evaluation used a multi-level Breit-Wigner formulation that

incorporated the first nine low-energy s-wave resonances plus an

appropriate complement of bound levels.2 The Version IV thermal

evaluation differs from ENDF/B-III in two respects: First, the

differential capture cross sections were normalized to 2.70 barns

at 0.0253 eV, rather than to 2.72 barns. Second, the thermal

breakpoint was lowered from S to 1 eV to avoid possible problems

in accounting for resonance self-shielding for the 6.67-eV

resonance.

The lower capture cross sections are in better agreement

with the 1969 measurements of Hunt et al.3 of 2.69 ±0.03 barns

and improve prediction of criticality in the thermal benchmark
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lattices. They are, however, in poorer agreement with the

measurements of Bigham et al.,1* which yielded a value of

2.721 ±0.016 barns.

In addition, the thermal cross sections shouid include the

contributions associated with subthreshold fission as measured

by Block et al.,5 but these were inadvertently omitted from

File 3. The cross section for fission at 0.02S3 eV should be

1.918 x 10"6 bam. 6

Epithermal Cross Sections (1 eV < £ < 4 keV)

The epithermal cross sections between 1 eV and 4 keV are

described in terms of single-level, Breit-Wigner, s- and p-wave

resonance parameters (File 2) and smooth background cross sections

(File 3). Table 1 lists the measurements used in the evaluation

of the s-wave resonances.9"1"

One objective of the present evaluation was to minimize

systematic differences between the x'arious experiments as much

as possible. Perhaps this could best be done by reanalyzing each

of the measurements on a resonance-by-resonance basis using the

same analysis technique.7 However, because this approach would

have been too time consuming for the present evaluation, a type

of regression analysis was used instead.

In the regression analysis approach, the neutron widths are

normalized to a common basis.8 The measurements of Rahn et al.9

and those of Carraro and Kolar12 each span the full energy range

1 eV to 4 keV; therefore, either could be used as the basis for
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normalization. The Columbia University data9 were selected,

however, because of the rather large strength functions asso-

ciated with the Carraro and Kolar data, particularly at higher

energies. The resonance energies and rn values of Rahn et al.

provide an appropriate standard since they were obtained from

a self-consistent analysis of high resolution transmission,

self-ind?cation, and Moxon-Rae capture measurements for seven

different 2 3 8U sample thicknesses.

The regression analysis, of course, does not account for

systematic errors within the Columbia measurement itself. A

final normalization of the neutron widths was planned to improve

the agreement with measured values of p 2 8 (the ratio of epithermal-

to-thermal 23eU neutron captures) for benchmark lattice experi-

ments, but tnis was not done when the resuits were found to be

too insensitive to be useful.

Below 1 keV, the regression analysis consisted of determining

the constant C in the relation

Y. = CXi, where i = 1,2, ..., N

In this relation, Xj denotes the ratio rn/Eg determined by Rahn

et al. for the s-wave resonances, and Y^ denotes the same ratio

but as determined from one of the other experiments in Table 1.

The index N denotes the number of s-wave resonances below 1 keV.

A similar procedure was used to normalize the Carraro and Kolar

data to the Rahn et al. data between 1 and 4 keV. The values

of C determined from the regression analysis are given in Table 2.

- 125 -



Values of C greater than unity indicate measurements having

neutron widths that are on the average greater than those of

Rahn et al. The neutron widths of each of the experiments were

therefore multiplied by the reciprocal of C to remove the system-

atic differences.

After the neutron widths were normalized by the regression

analysis, the resonance parameters were evaluated on a resonance-

by-resonance basis to determine E , T , and T . As part of the

evaluation process, the capture resonance integral and the peak

capture and total cross sections for each of the various normal-

ized experiments were compared. Tables 3, 4, and 5 give the

resonance energies, the normalized neutron widths, and the capture

widths for each of the s-wave resonances below 1 keV, The corre-

sponding values for the capture resonance integral and the peak

capture and total cross sections for each of these resonances
*

are listed in Tables 6, 7, and 8. The appropriate formulas are:

Capture integral I = —j g j,E \

"Peak capture cross section OQ = a g

Peak total cross section OQ a = a g g—"

where the left-hand side of each of the equations is in barns,

* Tables 6, 7, and 8 do not indicate the resonance parameters
below 100 eV because these parameters are unchanged from
Version III.



energy is in eV, g is the statistical spin factor,

r = rn + ry, and

a = 2.6032 x 10s.

The resonance parameters that yielded the most consistent values

for I , crj, and O Q ° were selected for the ENDF/B-IV evaluation.

Special attention was given to maintaining the coupling between

Tn and r determined in the individual experiments.

The ORELA capture measurementsl° are not reported in terms

of resonance parameters; therefore, these measurements had to be

factored into the evaluation by an indirect method. The measured

capture probabilities as a function of energy below 4 keV have

been compared to Monte Carlo calculations using ENDF/B-III data

(Figure 1). These comparisons of the capture probabilities

together with the Version III resonance parameter information in

Tables 3 through 8 provided the needed link to at least qualita-

tively include the inferences of the ORELA measurements.

Table 9 summarizes the evaluation of the s-wave resonances.

Version III t..d Version IV evaluations differ very little. The

infinite dilution resonance integrals in Table 9 were calculated

using the narrow resonance approximation. The small differences

between the Version III and Version IV infinite dilution resonance

integrals probably translate to even smaller differences for

effective integrals with high self-shielding.

The current File 2 resonance parameters contain an error,

which causes the representation of the subthreshold fission
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widths (Ff) in ENDF/B-IV to be incorrect. Under the assumption

that T is 23 meV, the ENDF/B-IV compilation gives fission widths

of 0.29 and 0.051 meV for the 720- and 1210-eV resonances, respec-

tively. But in Reference 5, these fission widths correspond to

Class II levels with radiation widths of 4.9 meV, When the

resonances are assigned to the first well of the double-humped

fission barrier, V is 23 meV, and T f is 1.2 and 0.12 meV for

the 720- and 1210-eV resonances, respectively.

The measurements used in the evaluation of the p-wave

resonances are listed in Table 10.'• 1 0> 1 5« 1 6> 1 7

Table 11 gives a partial list of the experimentally deter-

mined neutron widths (multiplied by the statistical spin factor,

g) and the resonance energies. The ENDF/B-III p-wave parameters

were derived almost entirely from the data of de Saussure et al.'u

and hence provide a measure of the neutron widths for that

experiment.

Although the experiments themselves do not isolate the s-

and p~wave resonances, it is generally easy to distinguish them

because the p-wave levels are typically much weaker. As indicated

in Table 11, some experimenters have differed in the assignment of

some of the resonances that can be considered as strong p-wave or

weak s-wave resonances. With the exception of the resonance at

* The experiments cannot determine g, which can equal 1 or 2
depending on the spin of the compound nucleus.
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263.9 eV, the ENDF/B evaluation has used the statistical analysis

of Rahn et al.9 to distinguish weak levels as p or s. The 263.9-eV

resonance must be p-wave to conserve parity since measured spectra

for the resonance exhibit El radiative transitions to the 5/2

ground state of 2 3 9U. 1 8

In the evaluation below 1200 eV, a supposed p-wave resonance

of an experiment was considered spurious and hence ignored if

it was not substantiated by another of the experiments considered.

For each established p-wave resonance, the neutron width was

determined by weighting the measured values according to their

reported experimental precision. The Version Iv «-w»v: parameters

between 1.2 and 4 keV are almost the same as those in Version III,

but with minor modifications to improve the agreement with the

ORELA capture cross section measurements.

The p-wave resonance parameter evaluation is summarized in

Table 12. Again, only small differences are observed between the

Version III and Version IV evaluations. The ENDF/B-IV strength

function of 1.89 x 10-"1 is based on the p-wave resonances below

500 eV. This value, determined using a channel radius of 8.4

fernii, is consistent with the p-wave strength function obtained

from the cross sections in the 10-40 keV range.

The background cross sections between 1 eV and 4 keV that

went into File 3 will now be described. A scattering cross

section of approximately 2.5 barns was added between 1 eV and

the first resonance to provide continuity across the breakpoint
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at 1 eV, This addition is required because File 2 includes only

the positive energy resonances with their associated interference

scattering terms. A similar spectrum of bound level resonances

exists and is the origin of this additional 2.S barns contribution.

Capture cross sections between 1 and 100 eV were also added to

account for the bound level contribution.

In addition, background cross sections between 0.68 and 4.0

keV were added to account for missed p-wave resonances in the

resolved region. These background cross sections are compared

with those in Version III in Table 13.

CONCLUSION

ENDF/B-III and ENDF/B-IV calculations of k e f f and p
2 8 for

ten CSEWG thermal benchmark experiments are given in Tables 14

and 15.

The five unreflected spheres of uranyl nitrate solution

contain 93 wt % 235U and serve as a test of the H20 and
 2 3 SU

cross sections. The relatively good prediction of criticality

for the spheres, particularly for Version IV, indicates no severe

problems with H20 and
 235U cross sections in thermal systems.

The two H20-moderated lattices of slightly enriched uranium

and three D20-moderated lattices of natural uranium rods test the

2 3 8U thermal and resonance region capture cross sections, in

addition to the 235U and moderator cross sections. Although the

improvement over Version III is significant, the Version IV

calculations still underpredict criticality. Again, this can be
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traced to the overprediction of p 2 8. Reasonably good predictions

of criticality would be achieved if the required reduction in

epithermal-to-thermal 2 3 8U captures could be accomplished.

Good prediction of criticality could therefore be achieved

for the uranyl nitrate solutions and the lattice experiments if

epithermal neutron capture in 2 3 BU were reduced to yield agree-

ment with p 2 8 measurements. In light of the present evaluation,

however, the required reductions of the epithermal 2 3 8U cspcure

cross sections appear to be below the bounds established by the

precision of present differential measurements. Thus, the

difficulties encountered in thermal data testing may be arising,

at least in part, from sources other than cross sections.
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TABLE I

Sources of Data for Evaluation of s-Wave Resonances

Experimenters
Type of
Measurement Energy Range

Total and Capture

Rahn et al.9

de Saussure et al.'°

Asghar et al.J1

Carraro and Kolar12

Rohr et al.13

Maletski et al.1"

Fission

Block et al.

Transmission
Self-Indication
Capture

Capture

Scattering
Capture

Transmission

Capture

Transmission
Capture

Subthreshold Fission

0-4 keV

0-4 keV

0-823 eV

0-4 keV

66-1055 eV

66-1197 eV

TABLE 2

Normalization Constants for r
n

keV Carraro'' Rohr13 MaletskiXh Asghar11

0-1.0
1.0-1.5
1.5-2.0
2.0-2.5
2.5-3.0
3.0-3.5
3.5-4.0

1.0
1.0
1.0
1.0
1.0
1.0
1.0

0.962
1.005
1.074
1.022
1.131
1.200
1.245

0.948 0.919 0.772
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TABLE 4

Normalized s-Wave Neutron Widths, eV

1U2.47
ue.a?
145.5T
Ic5.^1

us.ec
2oa.<,<>
237.20
27i .5t
291.01
311.13
3*7. T,
377.OJ
357. 35
410.18
433.70
454.10
462.GO
4V7.J.

JJ5.21
SS.5.9C
57V.67
5J4.a-,
619.i5
i2fl.29
660.SC
692.90
7J7.9C
720.SO
732.50
764.30
773.80
790.40
82J.9^
£30.tC
856.10
£66.CO
SOt.50
S24.50
936.60
958.00
SS1.4G

0.7C00E-01
J.3503E-O1
C.6400E-03
0.3C80E-02
J.1790E 30
0,5 5006-01
0.35O0E- Jl
0.2£5C:-0>
0.U10E-0'.
3.1361E-J2
0.CC2CE-CI
J.97OO'-O3
3.6SJ0E-J2
0.1-.OOE-OI
O.67iOE-O2
G.42OOF-C3
O.tSOOE-02
3.Ji5CF-02
c.s,esiot-oi
0.<,jll)t-01
J.7c7JE-33
0.4090E-01
0.8510t-01
C.275OE-O1
J.J260E-02
J.13UJE uJ
0.4210S-C1
J.210UE-01
J.I340E-02
).1J30E-Oi
0.8020E-02
O.U7OE-C2
0.55OOE-a2
3.t5C0E-31
O.551OE-OI
0.SU0E-01
o. j jOjE-o;
0.4^L>OE-01
0.9730E-02
0.1440E CO
0.2030E 00
0.3903E 3]

ROHi*
0.7t5SE-01
3.7985E-31
0 . 0
0 . 0
O.1780E 00
O.5U56-O1
O.2753E-O1
0.27C0E-C1
0.169BE-01
3 . 3
O.S6I8E-O1
0 . 0
0.6/516-02
0.2CS5E-01
0.1065E-01
0 . 0
0 . 0
3 . 3
0.51586-01
J.4E36E-01
G.O
0.4483E-C1
J.8967E-01
0.3H4E-C1
0.0
O.HOOE 30
0.44£2E-01
O.2352E-C1
) . O
a.c
3 . 3
0 . 0
0 . 0
5.6.H2E-01
0.56e5E-ai
0.82706-01
0 . 0
O.52OOE-C1
3 . 3
0.136CE CC
0.1904E 00
J.3599E 03

CAPRARC
O.7225F-O1
0 . 2 8 2 7 6 - 0 1
0.92E2E-03
C.3J34E-02
O.1757E 00
C.55O9E-O1
4.2911E-31
0.2692E-01
O.1S59E-O1
J.H43E-02
C.e690E-0I
0.1321E-O2
C.6580E-02
0.2141E-01
0.9979E-32
0.4762E-03
C.5769E-02
3.4127E-02
0.5769E-01
C.4(596-01
0.72766-03
0.4584E-01
0.6/73E-O1
0.3378E-01
C.6St5E-02
3.1372E 03
C.4553E-01
0.2208E-O1
0.15186-02
J.I6E3E-02
J.5539E-12
0.19756-02
O.7173E-O2
O.7069E-31
0.6J57E-01
O.5543E-O1
0.6861E-02
C.5673E-O1
0.15376-01
0.1507E 00
0.2225E 00
0.4203E 00

M«LETSKI
C.Jdl.'S-Ol
3.2394E-31
0.5140E-03
0.3264E-02
0.1784E JO
0.522J6-01
0.2538E-O1
0.2394t-01
0.1784E-01
0.5743E-03
0.a487E-01
C.5 7S3E-O3
0.5U4E-02
0.2176E-01
O.e7J5E-32
0 . 0
0.54*06-02
0.38J8E-O2
0.4570E-01
0.59S5E-01
0 . 0
0.3917E-0I
3.1012E 33
0.3591E-01
0.7617E-02
3.1632E 03
0.43S2E-01
C.21766-01
0 . 0
0.3804E-02
0.7617E-32
0 . 0
C.6529E-02
3.7181E-31
0 . 0
0 . 0
0.5440E-02
0.4352E-01
3.3
0.13066 00
0.1415E 00
0.0

ASOhAR
0.7596E-01
0.29926-01
0 . 0
3 . 3
0. 17256 00
0.6489E-01
0.3238E-O1
J.26896-01
J.18106-01
3.9
0.7«35S-01
3.3
0.6412F-02
0.1843E-01
3.13196-31
0 . 0
0 . 0
0 . 0
0.5065E-O1
0.5326E-01
0 . 0
0.48636-01
3.9246E-01
0.3303E-01
0 . 0
0. U56E 00
0.41066-01
J . 3
0 . 0
0.0
3.3
0 . 0
0 . 0
0 . 0
0 . 0
0 . 0
0 . 0
0 . 0
3 .0
0 . 0
0 . 0
0 . 0

ENOf/B-IIl
0.(9506-01
0.272OE-01
0.65006-01
0.34(06-02
0.1650E 00
0.5300F-01
0.282JE-01
0.2550E-OI
O.150J6-O1
C.11O0E-O2
0.8360E-01
0.126JE-32
0.63306-02
0.20636-01
0.96036-32
0 . 0
O.5550E-02
0.39706-02
O.555OE-O1
0.452)6-31
0 . 0
0.4410E-01
3.844JE-31
0.3250E-01
0.670JE-02
C.132OE 00
0.4380E-01
0.24236-31
0.1460E-02
0.15906-02
0.83036-02
O.22OOE-O2
O.EClOOE-02
0.6530C-01
0.6300E-01
D.P63JE-01
C.5700E-02
0.5t206-01
3.13936-31
0.1310E 00
0.19606 00
C.3 770E 00

I
2
3
4
5
6
7
8
5

10
11
12
13
14
15
16
17
18
19
23
2 1
22
23
2 4
2 5
26
2 7
28
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37
38
3 9
4 0
4 1
4 2
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Summary

No. of Resonances

<r >, meV

s 0 , lo-"

0-1 keV
1-2 keV
2-3 keV
3-4 keV
0-4 keV

<D>, eV

0-1 keV
1-2 keV
2-3 keV
3-4 keV
0-4 keV

I , barns

0-1 keV
1-2 keV
2-3 keV
3-4 keV
0-4 keV

TABLE 9

of s-Wave Resonances

EHDF/B-Ilf-

199

23.5

1.002
1.083
1.119
0.974
1.045

20.0
20.8
18.9
20.8
20.1

269.77
1.15
0.49
0.25

271.63

EWF/B-IV

190

23.5

1.005
1.109
1.122
1.013
1.062

21.3
21.3
20.8
20.8
21.05

269.37
1.12
0.45
0.25

271.19

From Reference 8.
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TABLE 10

Sources of Data for Evaluation of p-Wave Resonances

Experimenters

Bollinger and Thomas15

Rahn et a l . 9

de Sausurre et a l . l °

Garg et a l . ' 6

Glass et a l . 1 7

Type of
Measurement

Transmission

Transmission
Self-Indication
CaptUTe
Capture

Transmission

Capture

Energy Range

0-174 eV

0-4 keV

0-4 keV

0-4 keV

30-2050 eV

Eo, eV

10.22
11.00
11.32
16.30
19.50
45.19
47.5
49.5
S6.4
57.9
63.54
72.8
74.4
83.37
89.19
91.0
93.3
98.2

Comparison

Bollinger15

1

0
0
1
0

0

0
5

7
85

3

.56

.358

.053

.0

. 8 3

.68

.48

.5

. 0

. 0

. 0

±0.01

+0.006
±0.015
±0.1
±0.15

+0.23

±0.08
±1.5

±0.7
±4.0

+0.6

Glass1'

1.0
1.8
0 . 5
0 . 6

4 . 8
10.8

2 . 7
6 . 4

85.0
6 . 0
4 . 0
4 . 8

±0.5
±0.8
±0.3
±0.2

±2.0
±5.0
±1.0
±1.0
±3.0
±6.0
±2.0
+1 .0

TABLE 11

of p-Wave Resonances

gXn, 10-* eV

Rahn*

1.77 ±0.36

1.37 ±0.57
2.0 ±1.0

6.0 +2.6

4.0 ±2.0
89.8 ±10.9

ENDP/B-III

1.50
0.3064

0.97
3.00
0.80
1.50
1.20

17.2
5.215

12.93
96.003
6.00

12.11
13.09

Reaoimended

1.56
_
-
-

1.00
1.00

-
0.60

-
-

5.50
-
-

6.30
90.00
6.00
5.00
8.00

a. Treated as s-wave in ENDF/B-III
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TABLE 12

Summary of p-Wave Resonances

No. p-Wave Resonances

s r 10-

I , barn

0 -1.
1.0-2.
2.0-3.
3.0-4.
0 -4.

(Below SOO eV)

(p-Wave Resonances)

0 keV
0 keV
0 keV
0 keV
0 keV

ENDB/B-III

258

0.
0.
0.
0.
0.

403
106
036
033
578

ENDF/B-IV

220

l-l

0.
0.
0.
0.
0.

89

369
108
050
034
S61

TABLE 13

Background Cross Sections Between 0.68 and 4.0 keV

Energy, eV

680
700
980
1000
2000
2100
2500
3000
4000
I , barn
T(0.68-4.0 keV)

Capture Croee
ENDF/B-III

0
0.005

o.os
0.08
0.16
0.17
0.22
0.25
0.28
0.255

Section, beam
ENDF/B-IV

0
0.005
0.02
0.05
0.11
0.12
0.15
0.17
0.19
0.171
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Benchmark Description

TABLE H

Criticality

ANC BAPL
ENDF/B-III

OWL GGA

F1

ORNL SSL
EWF/B-IV
SFL

ORNL Unreflected spheres of uranyl nitrate solution

-1
-2
- 3
-4
- 1 0

TRX

-1
-2

MIT

-1
- 2
- 3

H/*"U = 1378; R
H/23SU = 1177; R
H/23SU = 1033; R
H/235U = 971; R
H/23SU = 1835; R

HjO-moderated U

Mod/Fuel = 2 . 3 5
Mod/Fuel = 4 . 0 2

D 2 O-moderated U

Mod/Fuel = 20.74
Mod/Fuel = 25.88
Mod/Fuel = 34.59

= 34,
= 34.
= 34,
= 34,
= 61,

595
,595
,595
,595
,011

lattices

lattice

cm
cm
cm
cm
cm

0.9741
0.9823

0
0
0
0
0

0
0

.9965

.9963

.9933

.9947

.9931

.9872

.9913
0.9808
0.9876

0.9801
0.9804
0.9826

0.9999
0.9995
0.9963
0.9980
0.9956

0.9791
0.9924

0.9888
0.9925
0.9996

0.985
0.998

0.984
0.974
0.975

0.9973

0.9<^8
0.9935

0.9766
0.9859

0.9735
0.9752
0.9788

0.9996

0.9976
0.9951

0.9875
0.9941

0.9883
0.9888
0.9911



Benchmark Exp

Ratio

ANC

Of

TABLE 15

Epithermai-to-Thermal " 5 U

ESDF/B-III
BAPL ORNL GGA ORNL

Captures'1

SRL
ENDF/B-IV
SRL

TRX-1 1.311 ±0.020 1.438 1.422 1.419 1.416 1.44 1.454 1.417

TRX-2 0.830 +0.015 0.906 0.899 0.874 0.877 0.91 0.890 0.868

MIT-1 0.498 ±0.008 0.S31S 0.534 0.535 0.5683 0.5464

MIT-2 0.394 ±0.002 0.4365 0.435 0.430 0.4659 0.4483

MIT-3 0.305 0.3400 0.334 0.346 0.3624 0.3490

a. Thermal cutoff energy = 0.625 eV



FIGURE 1 Comparison of ENDF/B-III and ORELA Capture Measurements



Comments on the U-238 Discrepancy

R. E. Chrien
Brookhaven National Laboratory

The performance of thermal reactors using light water moderation

and slightly enriched uranium fuel is not well predicted from microscopic nuclear

parameters. The problem lies in neutron capture by U-238. The capture

is overpredicted using commonly accepted resonance parameters from the

ENDF-B IV file, and as a consequence the predicted critical eigenvalue

for thermal critical assemblies is significantly less than one.

Because the urariuw i-; present in lumped fuel elements, the quantity

of most importance is the heavily shielded resonance capture integral.

Phrased In another way, ii is the cross section between resonances which

assumes crucial importance in this instance. Since the dilute resonance

integral is fixed to the -leasureC thermal capture cross section, through

the device of assuming a sufficient bound level cross section, we can be

reasonably sure that the cross sac Lion in the thermal region, and belOW

Che fXrSC resonance at 6.67 eV, is adequately represented by the parameters.

Above the 6.67 eV resonance however, there is a mechanism which could

lead to an over estimate of the true capture cross section, if the parameters

have been selected to produce the correct thermal cross section. This

mechanism is the existence of an asymmetry in the 6.67 eV capture resonance.

Now, in fact, the symmetry imputed to a capture resonance is essentially

approximate in character, resulting from the large number of exit channels

available for radiative capture. The radiative width amplitudes have

random signs, and the sum of a large number of these causes approximate

cancellation of level-level interference effects.

In U-238, however, it is well known ' that the capture from thermal to

the first resonance exhibits an anomalously high probability for populating

the 720 keV 1/2" state of U-239. At thermal this 4059 keV line represents

~ 11% of total capture, far larger than any of the others. Accordingly, the

presence of this anomalous transition may introduce a significant asymmetry

in the shape of the first resonance. The Interference associated with this

transition is constructive below the 6.67 eV resonance, and destructive
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above. Since a fit to total capture is forced at thermal, the result

of this asyranetry is a reduction of the cross section above the resonance.

Use of a normal Breit-Wigner curve will consequently over-predict the

cross section above 6.67 oV.

The effect has been estimated as follows: We assume the asymmetry

is due only to the 4059 keV Y-ray populating the 720 keV 1/2" state;

all others are assumed to sum to zero. We use the resonance parameters

of BNL 325 and the previously measured resonance partial widths. We

assume the Y-ray transition strengths as measured by Sheline et al.

The resulting curves and tables are included in this report. As

expected, ;hi»c Is very little effect below 6.67 eV. Above this energy

there is a significant reduction in capture cross section due to

destructive interference. The effect is largest near the interference

minimum at 10.2 eV (the p-wave resonance near this energy has been

ignored). The effect while small in cross section, is a large fractional

effect--about 7%--in the region near 19 eV.

Two experiments can be done with the equipment at HFBR which are

crucial in resolving the U-238 capture discrepancy. The first is to

do a precise measurement of the capture cross section *.n the wings

of the U-238 resonance; i.e. from 0.0253 eV to about 3 or 4 eV, and

from 8 eV up to about 15 eV. I propose to do this by the activation

technique using the monochromatic beam from the crystal monochromator

at H-1A. From these experiments the degree of asymmetry of the 6.67 eV

resonance can be determined, and a precise value of the thermal capture

cross section of U-238 obtained. While the presently-accepted number,

2.7 is reputedly known to 1%, the value should be checked as it is

crucial to the calculation of capture in this region. The second

experiment is a precise measurement of the total radiation width of

the 6.67 eV resonance, and possibly the 20.9 eV resonance. These reso-

nances contribute a major share of the resonance capture integral of

U-238, and their values should be determined to 57=. It seems almost

certain that if the discrepancy in U-238 capture can be attributed to

the microscopic cross sections, then it is this energy region where

the parameters are in error. The measurement is to be done by measuring

total cross section, capture, and self-indication areas of these reso-

nances, using the HFBR fast chopper.
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PRl BASIC V ( l - * 5

! • • HEM INTERFERENCE PLUS SINGLE RESONANCE
II* RDI PLUS BACKGROUND CALCULATION
3 i * PRINT "TYPE TOTAL. TOTAL GAHMA.PARTI AL GAMMA.REDUCED NEUTRON"
OJS PRINT "WI1THS"
21* INPUT G.G3. Ql .G*
315 i.ET G2>SQRCGI*G0)
22* PRINT "TYPE DIRECT AMPLITUDE.THERMAL CAPTURE CROSS SECTION
23* INPUT A.SI
24* PRINT "TYPE INITIAL, FINAL. STEP IN ENERGY"
25* INPUT E 1 . E 2 . E 3
36* PRINT "TYPE RESONANCE ENERGY"
27* INPUT E»
274 X1"FHA<.»2S3>
276 X2-FN8C.*2S3>

278 C2"XI«G*«S3/X2
279 PHJHT "BIERGY"."TOTAL"."PAaTlAL"."RATIO"
330 FOR E"EI TO E2 STEP E3
332 LET Xl>rtU<E>
854 LET X2«nra< E>
356 LET X3"XI»<(G2«<S-Ea>/X2*A)-2*(3a»G/2/X2)"21
EBB LET X4"X1«G0«G3/X2
9 2 LET X5>FNE(E>
S 4 LET X6«X3«C4«5
3*0 PRINT E.X6.X3.X3/X6
31* NEXT E
X * GO TO 20*
33* DEF FNACE)-6S*T5*/'5QR<E>
39* DEF FNB(E>>CE-E*J*CE-E»»G*G/4
35* DEF FNE(E)"(SI-Cl-C2>»SaRt.B253>/S0H<E)
3>B ENS

TYPE TOTAL, TOTAL GAMMA.PARTIAL GAMMA.REDUCED NEUTROB
UDTHS
».»27S2.. (2537.. 18*63. .*0*5S9
TYPE DIRECT AMPLITUDE. THERMAL CAPTURE CROSS SECTION
>.»*«18.2.T
WPE INITIAL.FINAL. STEP IN ENERGY

WPE RESONANCE ENERGY

MERGY
.1253
• 6253
f .2253
1.3253
2.4253
3.8253
3.6253
4.2253
4.8253
5.4253
6.8253
6*'6&53
7.2253
7.8253
8.4253
9a'££*53
9.6253
H.2253
1*.'(233
11.4253
12.8253
12.6253

TOTAL
2.7
•6CS2T2
•492035
.47*98 4
.49 3788
.558616
• 684937
.926237
1.4513
2.88874
9.92777
1771.16
11.9881
2.68972
1-149*3
.63845S
.41*963
.291
.22*379
.175427
.145852
.123636

PARTIAL
.3*1963
.(648762
.*5*1842
.*4S923S
••4373Z3
. (45(839
•0493701
.0583*97
,•771159
.125177
.3353
44.*2B7
.2*3448
.'(28(513
£•£3539 E-(3
1.339 49 E-(3
1.432SIE-84
1.53707E-05
2.2*748E-(4
5. lS»23E-*4
8;23724E-*4
t.'l*6*7E-*3

RATIO
• 111838
•1*7185
•1*179
.89 55945
.6685549
'0907*64
.072*797
.0623177
•*531357
•0433326
.0337739
.02*5586
.01697*9
.'0104291
S. 444B4E-B3
2V*98*2E-e3
3.4B645E-C4
S.2820SE-85
l .**167£-*3
S.95635E-B3
5.6776<E-«3
S.9461SE-03

TYPE TOTAL. TOTAL GAMH^PftRTIAL GAMKA.REDUCED NEOTHON
UDTHS
?.00752..026>*. .000539
WPE DIRECT AMPLITUDE.THERMAL CAPTURE CROSS SECTION
X . 2 . 7
TfPE INITIAL. FINAL.STEP IN ENERGY
7.1253.13. . 6
TYPE RESONANCE ENERGY
76.67
MERGY
.0253
.6253
1.2253
1.S2S3
2.4253
3 . 82 S3
3.6253
4; 22 S3
4.9253
5.4253
6.1253
6.625.1
7.2253
7.82 S3
8.4253
9.8253
9.6253
10.2253
10.8293
11.4253
12**0253
12.625i

TOTAL
2 . 7
•602577
.487759
.465*78
.4BS991
.'348452
•6716*1
•91(288
1.42586
2.84874
9.84639
I77(.S4
I2.(9I6
2.74155
1.18441
.665771
.'43345
•319268
•237345
.19(659
.15996
.136424



NOTE ON THE CAPTURE WIDTH OF THE 6.67 eV LEVEL IN 2 3 8U

G. de Saussure and R. B. Perez

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

At a recent "Seminar on 2 3 eU Capture" the suggestion1 was made

that the capture width of the 6.67-eV level in 2 3 SU might be appreciably

smaller than the value 25.6 meV evaluated in Versions III and IV of

ENDF/B.

The suggestion was based, in part, on a comparison between a Monte

Carlo calculation and a measurement of the capture probability in a

thick sample of 2 3 8U. 2 For the level at 6.67 eV the calculation indi-

cated a broader peak than the measurement (Fig. 1).

In this note we present a few comments on this argument.

1. The measurement and calculation referred to (illustrated in

Fig. 1) were not done for the purpose of determining the capture width

of the 6.67-eV levels, but were done to normalize a tiroe-of-flight meas-

urement by the saturated resonance technique. For such normalization,

the only quantity of importance is the value of the capture probability

on the "flat top" of the peak, and this quantity is insensitive to the

value of the capture width.

The relative energy scales of the calculation and of the measure-

ment shown in Fig. 1 were not well aligned, and the calculation was

made assuming a disk of infinite radius, whereas the measurement was

done with a disk of 7.65 cm diameter. Hence, it seems unwise to con-

clude from Fig. 1 that the capture width of the 6.67-eV level is smaller

than that used in the calculation (25.6 meV).

Research sponsored by the Energy Research and Development Administra-
tion under contract with the Union Carbide Corporation.

- 151 -



2. An attempt was made to see if our previous measurements of the

capture probability in the saturated 6.67-eV level could yield informa-

tion of the capture width of that level, in spite of the fact that the

intent of the measurements was not to determine that width.

The Monte Carlo program was refined to include the effect of the

finite size of the capture sample, and calculations were done with

capture widths of 21, 23, and 25.6 meV for sample thicknesses of

.002849 a/b and .000789 a/b.

The calculations were compared with a set of nine measurements

recently done with those two sample sizes.3 The experimental back-

ground could not be measured directly with sufficient precision, so the

calculations were fitted to the measurement and a "free" background.

The results of this comparison are illustrated in Table I. In Fig. 2

we compare one run with calculations done with capture widths of 21

and 25.6 meV.

As shown in Table I the data from the nine saturation measurements

examined seem to favor a value of 23 meV for the capture width of the

6.67-eV level in 23eU. But this conclusion is barely statistically

significant. Furthermore there is at least one possible experimental

effect which could reduce the apparent capture in the wings of the

resonances.

Neutrons with energies near 6.67 eV have a very short mean free

path in the sample and hence are captured on the surface of the sample.

However, neutrons in the wings of the resonance are captured nearly uni-

formly through the sample. Hence, the capture gamma rays produced by the
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l a t t e r neutrons are perhaps more attenuated by the sample. We don' t

know how to compute re l i ab l y the magnitude of th i s e f f e c t , in th>

complicated geometry of the experiment and a r e a l i s t i c estimate should

come from measurements wi th " s p l i t samples."

In conclusion, our previous measurements of the capture rate in

th ick samples of 2 : 8 U were not designed to determine the capture

width of the 6.67-eV level and do not provide re l i ab le information on

th is w id th . An analysis o* recent measurements seems to favor a value

of 23 meV fo r th is capture w id th , but addi t ional experiments especial ly

designed fo r the purpose would be most desirable.
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Table 1. Comparison of Calculation and Measurements of the Capture Rate in the 6.67 eV in 2 3 eU.

Run No.

4670

4710

4730

4790

4900

5010

5050

5060

5070

Tiiickness
(atom/b)

.002849
I t

11

.000789

"

r = 21 meV

1.167

1.466

1.261

1.318

1.407

1.065

1.177

1.146

1.072

"x2 " of F i t

23 itieV

1.147

1.248

1.098

1.168

1.192

.825

1.094

.982

.800

25.6 meV

1.501

1.782

1.657

1.760

1.450

.933

1.164

1.234

1.105

Background

r = 21 meV

2873

3630

3809

3504

662

937

1103

1470

1205

Obtained

23 meV

2839

3561

3732

3428

643

910

1076

1434

1174

by F i t

25.6 meV

2795

3474

3633

3354

620

876

1039

1390

1134

Estimated
Background

2943 t

3745 i

3972 i

3639 ±

650 ±

918 ±

1076 ±

1444 t

1178 i

200

200

200

200

30

50

50

50

80

The experimental data were fitted to a function A-S(E,r ) + B where S(E,r ) is the capture probability
computed for a given value of Vy by a Monte Carlo program. Y y

The number in columns 3 to 5 are proportional to the weighted sums of the residual for the fit. The numbers
in columns 6 to 8 are the values of B obtained by the fits. In column 9 is given one estimate of B obtained inde-
pendently of the fit (with a "background sealer").
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COMMENTS ON 2 3 8U NEUTRON WIDTH EVALUATIONS

H. DERRIEN

CEN - SACLAV, FRANCE

238The present situation of U resonance parameters as it is
seen by Europeen experimenters and users is reported in the proceedings
of the Specialist meeting on "Resonance Parameters of fertile nuclei and
"9Pu" held at Saclay on 20-22 May 1974 111 .At this meeting a new eva-
luation of the 238u resonance parameters has been proposed by M. MOXON
[£] . Some preliminary results concerning new measurements in progress
at Geel have been given by POORTMANS et al I 31 ; other details about
these new measurements were given by F. CORVI et al at the last Washing-
ton Conference [41 .

The parameters recommended by M. KOXON are an average of a U
the weighted values presently available in the litter*tare {from all the
measurements performed since 1955). The high^f 2 value he obtained from
the comparaison of the various sets of neutron widths (2422.1 for 679
degrees of freedom) indicates that there are some systematic differences
in thess sets of data or that soro of the uncertainties have been unde-
restimated. As a matter of fact, MOXCN has shown, by checking "the frac-
tionnal difference FN in rn between the data from a given reference and
the weighted mean value from the other available datV, that correlation
exists for some data sets between FN and tht newt^n energy (for instance
negative correlation in the GARG data 151 an-1 positive correlation in the
CARRARO data I6l ) . The origin of these systematic differences, as MOXON
pointed out, could be found in : i) the type of measurement ; ii) the me-
thod of analysis ; iii) the Doppler and resolution effects. There is howe-
ver a lack of information concerning the possible source of errors (back-
ground determination, self-screening correction, multiple scattering, ef-
fective temperature of the sample, influence of the finite cut off to the
resonance areas...) In view of this situations MOXON has concluded that
it is not possible to make a choice among the various sets of data. Accor-
dino. to MOXON, the best set of resonance parameters which can be r-.cjni-
mended at the present time is obtained by averaging all the available va-
lues, with large error bars on each averaged value.
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ThH rattier pessimistic conclusion only shows mat the
problem of 23ci(; resonance parameters is still far from being solved.
Vet,the most recent measurements reviewed in tne MOXON evaluation have
been made with very high resolution with the purpose of obtaining very
accurate resonance parameters '..<} the Columbia measurements, is re-
ported by RAHti et al 17 ! and the Geel measurements, as reported by
CARRARO et al la I , 16 1 . These works took advantage of all the
improvenents of the last few years in the time of flight techniques and
if the method of analysis ; the results should therefore be better than
thuse from the earlier e/periwonts. Still, at 'east beyond i.b KeV neu-
tron energy, severe discrepancies e/ist between the •'„ va'ues Stained
by HAHfi and CARRAPO. And now, the problem is : will the new measurements
in progress at Geel give an explanation to these discrepancies or will
they provide one more set of parameters different from the others ?

Indeed, performing new measurement car be useful if one can
trjst the results and if one knows why t^e new results should be better
than the older ones ; this was probably MOXO!» ' s feeling when he did his
evaluation. But there is another way of checking the nxlsting data, before
decidl.-^ j^out the necessity of a new measurement : it is to use the same
analysis technique for several sets of experimental data. Of course, it
would be a very lengthy procedure if all data had to be re checked in this
way. But it seems to us that checking simultaneously the Colombia and the
Gee! transmission measureraenH would provide and accurate set of n va-
'....:'•, In '.e last few years, we have shown that the best and quickest way
to oo this kind of evaluation is to use least square shape anahsis method
I* i , (10 !, which is able to bring out the systesiatic errors in the

transmission experiments (rcoinly in the background evaluation and in the
normalization). Furthermore, the difficulties arising from tne contribution
of neighbouring resonances, the Qoppler and resolution efr'c-cts, the Know-
ledge of the effective potential scattering can be easily canceled in the
shape analysis. Tor instance, the code used at Saclay allows simultaneous
analysis of 5 transmission series and 100 resonances. Such work, on Co-
lumbia and Geel transmissions would take three or four months for an eva-
luator and would be much less expensive than a new measurement.

We have tried this method in two energy intervals of the Co-
lumbia and Geel data. But before giving comments on the results, one re-
mark is of interest : the situation when comparing the Columbia and Geel
• values is not too Bad up to l.i KeV neutron energy. Table i shows
hew the sum of :n obtained from the vaiues published by CA»RARO et al.
Jt Helsinki and the values published by RAHN at Knoxville cu~p*r» oarh
others. Oniy fceyond 1.5. KeV the situation becomes critical and needs to
be examined very carefully. Up to 1.5 ileV. averaqe values Of Columbia
and Geel results would provide fairly accura** estimation o f ~ n values.

Table II and table III show the results ir, the two energy
ranges we analysed {results shown in table II have also been published
in the proceedings of the May 1974 Saclay meeting). The time for this
work was about <! days for one physicist and needed atout 15 minutes
of computec8time on IBM-360-91 ; this gives an idea of the cost of an
eventual ' U :n *<idth evaluation by this method throughout the energy
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range where the resonances are resolved (0 eV to 4500 eV). In the 1.4
to 1.8 KeV energy interval (table III), it appears that the values we
obtain from the shape analysis of GeeI and Columbia data, and the va-
lues published by SAMS (area analysis) *re in agreement within less
than 41, on the average, while the CARRARO values *re 15 i to 20 » higher.
The reason for the discrepancy between CARRARO values and the others
does not appear clearly, because the background correction in the shape
analysis remains negligible or weak in each case. But it seems that the
RAHN values are better than those of CAKkARO in this energy range.

Between 2.S XeV and 2.8 <CeV (table III) the situation is
reversed. The values published by CARRARO et *1. at Helsinki agree
fair!/ well with the values obtained fro* our shape analysis of the
Geel and Columbia data, while the RAHN values are oore than 10?, lower
on ths average. Here «*lso, the origin of the discrepancy between the
RAHN values and the others is not apparent. The shape analysis of the
two sets of transmission d«ta give consistent results white the values
given by the experimenters are in discord.

From these analysis no Information can be obtained concer-
ning the-jura lues. At such high energies the shape analysis cannot pro*
vide accurate value of "'{ . The Ooppter and the resolution widths are
too targe compared to the total width " of the resonances. The differsn-
ce betweenPand ^has the sa«e order of magnitude than the error on the
determination of " ; furthermore, the comparison between the - and :„
obtained is used to check the resolution width which is not always very
well known. 8ut, ic must be pointed cut that the discrepancies between
Geel and Columbia appear particularly in the large tnvalues, for such
targe neutron widths, the determination of -ffroa the capture tret is
not affected by the errors on : n . An evaluation of the neutron widths
by comparing the Geel and Columbia Transmissions would thus have very
little consequence on tn» "uMistted Columbia * y values.

COSClUSiOti

The ibove consents indicate that it is possible to improve
the evaluation of «*HJ resonance parameters oy checking very carefully
the existing sets of experimental data. Here, we hav* only considered
two sets of experimental transmissions which tre probably the tost accu-
rate up to now. It is obvious that tfc« differences between the '' values
Obtained by RAHN and CARRARO tre taainly due to the analysis teschnique :
*re* analysis using the intersection of curves in the {" „ < fy) plan or
ATTA-HAKVCY l e m square area analysis. Other investigations have to be
done concerning the capture data for which the shape analysis method can-
not be used if they are not corrected for e»pert«eni*! effects like self-
•-creeninc} and multiple scattering. It would be of great interest to know
the exact value of the capture *re& for each resonance directly from a
corrected capture cross-section. Apparently rhat-has been done by the
los Alaaos physicists for *J2Th and 2**U; for "*Th the results appear
to be excellent. 8ut for z-^u, the -| obtained by using the Los Alamos
capture *re* and RAWS "n values are ouch lower than the other values.
An important step ir. the evaluation o^ the " 8 U resonance parameters
will be nude, if this anomaly is explained.
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TABLE T

COMPARISON BETWEEN
E2

FROM GEEL AND COLUMBIA

Energy

El
66 -

500 -

1000 -

1500 -

2000 -

2500 -

3000 -

3500 -

4000 -

(1)
the

irange

E2
500

1000

1500

2000

2500

3000

3500

4000

4500

In this
large T O

Geel

40.23

52.35

39.95

77.45

57.66

68.46

56.46

67.81

17.09

energy range the
value of the 139

Columbia

42.41

51.77

39.15

74.24

50.60

62.95

47.94

54.35

15.56

difference

relative

difference

-5.5 % (1)

1.1 %

2.0 %

4.7 %

12.3 %

8 %

15 %

20 %

9 %

is mainly due to
.6 eV resonance.
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TABLE II

U NEUTRON WIDTHS FOR LARGE RESONANCES BETWEEN 1450 eV AND 1760 eV.

pV

473.4

)22.3

397.5

>22.3

i37.4

)62.0

-87.3

)9.0

'55.2

r
n

Shape analysis
of Geel data
(2 thicknesses)
fn. meV

1 14

215

309

97

50

201

98

81

121

- 2

i 4

i 6

- 2

- 1

- 4

- 2

- 2

- 3

1286

Shape analysis
of Columbia data
(3 thicknesses)

f"n. me V

108

236

352 •

88 •

46 -

214 -

97 -

77 -

1 16 -

- 2

- 3

- 4

- 2

- 2

- 4

- 2

- 2

- 3

1334

Geel published
values

\Ca 71]
•n, meV

125

260

351

116

60

241

104

94

135

*- 8

*- 15

- 40

- 15

- 5

- 20

- 9

- 7

- 10

I486

Columbia
published values

[Ra 72J
T*n. me V

125 - 10

240 - 15

355 - 25

68 - 14

50 - 8

171 - 20

92 - 10

86-6

i05 - 10

1292

In the shape analysis of Geel data the adjusted
background parameters a were negligible (£1O~ 3).

In the shape analysis of Columbia the adjusted
background parameters a were equal to :

0.0011 for 0.084 at/b sample;
- 0.010 " 0.0348 at/b " ;
0.027 " 0.0084 at/b ".

For the signification of the parameter a see
comments on table III.
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TABLE III

f n VALUES FOR LARGE RESONANCES BETWEEN 2.S keV AND 2.8 keV.

Energy
eV

2547.2

2558.5

2579.9

2599.0

2671.?

2716.5

Shape analysis
on Gcel

transmissions

716*30

282-12

439*22

760*38

281*14

171*8

2649

CARRARO c t
al. results

(Helsinki)

706-36

234*10

394*20

790*50

280*10

170*10

2574

Shape analysis
on Columbia
transmissions

675*27

271*27

436*27

795*42

265*24

155*18

2596

RAHN et al.
results

550*55

230*30

340*39

740*45

270*20

145*14

2275

COMMENTS ON TABLE III

The Geel shape analysis has been done on the
O.Ollat/b sample; no background correction is needed; but
the normalization coefficient is egai to 0.<J75. The
Columbia shape analysis has been done on the 0.064 at/b
and 0.0 35 at/b samples; the background corrections are
respectively equal to 0.007 and 0.013, at 2600 eV neutron
energy.

The theoretical formulation of the transmission
used in the shape analysis is the following :

T r = a + c

ffi is the usual Breit-Wigner one level formulation of the
total cross section, broadened by the Doppler effects, plus
one term taking into account the level-lsvel interference
in the neutron channel; R is tht- resolution function, a the
background parameter and c the normalization coefficient.
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Review of Benchmark Experiments

R. Sher and S. Fiarman
Stanford Untv.

Tills paper discusses some possible systematic errors in reaction rate

measurements in lattices, which might be correctable, even at this late date,

these include streaming through catcher foils or gaps, fast source perturbations

due to the use of depleted uranium detectors and cadmium, and cadmium cut-off

effects.

1) Streaming: Some of the lattice measurements were done with 0.001"

aluminum catcher foils on either side of the detector foil. Resonance neutron

streaming through the "gap" thus formed would cause increased resonance

activation of the detector foil. This would make the measured value of D,Q

£0

too high. There is not much data on streaming effects, but two sets of

relevant measurements do exist: one, some work {one by Baumarm and Pellarin1

at 'JRL in 1964, the second, some measurements done at MIT . These indicate

tint for small gaps, the resonance activation is increased a few percent per

mil. Corrections for this have not been applied to the MIT benchmark natural

aranium D O lattices; however the MIT experiments were done in a different

set of lattices (0.250" rods, 'JO,).

Baumann and Pellarin's measurements were done on natural uranium metal

rods of 0.350" and 1.00" diameters, and show effects of the same order of

magnitude. They calculate the increase in resonance absorption by a geometric

calculation in which the energy integral over an artificial resonance is used,

the resonance being designed to give the proper amount of shielded resonance

absorption. Essentially the calculation computes ths fraction of the difference

- 163 -



between Che rod resonance integral and the isolated foil resonance integral

attributable to tiie gap.

We have done a similar energy integral calculation but using a simple

Monte Carlo approach to treat the geometry and get good agreement with tiie

MIT data anJ with the SRL data for small gaps. Tha Monte Carlo calculation

does not agree well with Bauraann's equation, but we believe ue have found

an error in Bauuiann's equation which removes the discrepancy. Since we ace

calculating the ratio of activation with streaming paths to without streaming

paths, we feel that despite the simple method of treating the resonance region

and the neutron flux, either calculational method can be applied to any given

lattice. For the 1" natural uranium MIT lattices, the correction is of the

order of 6% per mil.

2) Source perturbations: These fall into 2 classes: for the 6,o measurements,

the depleted detector foil and associated catchers form a region in which there

are no thermal fissions and therefore the local fast neutron flux is depressed.

This lowers the value of 6_o. For o „ and 6 , the cadmium cover produces a
ZO 2t> 4J

similar effect by suppressing local thermal fissions.

Price at MIT has calculated the correction to 6_8 in terms of a mean

chord length for a fast neutron in the fuel rod. This c-jrvection applies only

to the fraction of fast fissions that are caused by neutrons originating in

the same fuel rod; the interaction fact is unaffected by the perturbation.

He finds a correction facto>

« 628 (true) Z
M28 " 6 (measured)

2 8

V c e l l
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uhere a- is che mean chord length fur fast neutrons in the detector foil and

t is the mean chord Ivngtu fur fast neutrons in th«; fuel rod.

for the benchmark lattices, M,D was not determined. For an isolated

I" nor. V rod, it was 1.039; this is an upper limit for the NIT benchmark

lattices. This correction will uoraun the existing discrepancies in 6_o tor

th-sc lattices.

The corrections lor . u and 3 , arise fron the suppression of the locrl

fast neutron guurce caused by the presence of che cadmium. The corrections

c.ilcul<ited by Price with s first-flight collision model are of the form:

28 . . . meas
•28 " r « e a s

 + A ( V S 8 ° 28 * CM

*25 + B<628}SR ^25 + C25

where A and B arc constants which depend principally on ratios of cress

sections averaged over fission spectra and thermal spectrum, enrichment.

Price evaluated A and ^, but used a (grossly) incorrect <6jfl)'"R , and

then badly underestimated the effect.

For the MIT benchmark lattices, we have re-evaluated C,o aad C_, and

obtain C2g « 0.026, C = 0.0019. These are in the right direction to improve

the agreement between measured and calculated values.
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3) Cd cut-off: In general there has been no systematic and complete

treatment of the cadmium cut-off in those benchmark measurements which

determine p,fi and 6,,- by the cadmium ratio method. Uardy has pointed out

that to explain the typical discrepancies between measured and calculated

0j 8 values the Cd cut-off would have to be well above 0.625 eV, Although

this may be improbable, a rigorous ca'-illation of the Cd cut-off energy

should be attempted for the benchmark lattices.
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REACTIVITY AND REACTION RATE MEASUREMENTS
IN U-D20 LATTICES WITH COAXIAL FUEL

D. J. Pellarin

B. M. Morris

Savannan River Laboratory
E. I. du Pont de Nemours 6 Co.

Aiken, South Carolina 29801

INTRODUCTION

Material bucklings and reaction rate parameters were measured

for heavy water (D2O) moderated, uniform lattices in the expo-

nential facility (SE-SP)1'2 at the Savannah River Laboratory (SRL).

Two different slightly enriched, coaxial, uranium fuel assemblies

were examined over a wide range of triangular lattice pitches in

this study. Results of experiments were compared with RAHAB

computations using ENDF/B-IV cross sections.

Previous analyses of benchmark U-D2O data involving both

buckling and parameter measurements have been restricted to simple

rod 1. 'tices.3 The purpose of this work was to expand the ex-

perimental data base to include uniform lattices of coaxial fuel

assembJies. Assembly geometry and fuel composition are summarized

in Table 1. Integral parameters are reported for inner and outer

fuel separately, providing data for a more detailed and rigorous

comparison with computation than previously available.

The information contained in this article was developed during the
course of work under Contract No. AT(07-2)-l with the U. S. Energy
Research and Development Administration.

By acceptance of this paper, the publisher
and/or recipient acknowledges the U. S. Government's right to
retain a nonexclusive, royalty-free license in and to any copy-
right covering tiiis paper, along with the right to reproduce
and to authorize ethers to reproduce all or part of the copy-
righted paper.
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SCOPE OF EXPERIMENTS

Tl.v, lattice experiments using Type I fuel were completed at

5.5-, b.O-, 7.0-, and 8.0-in. triangular pitches with DzO purities

ranging from 99.50 to 99.37 mol %.

The lattice experiments using Type II fuel were completed at

6.35-, 7.0-, 8.08-, 9.:5-, and 14.0-in. triangular pitches with

D20 purities ranging from 99.54 to 99.13 fflol %. The 6.35-i;;, pitch

case was reassembled at the end of the experimental program, and

measurements were repeated to check the experimental reproduce -

bility. Results were duplicated within about 1-1/2%.

PARAMETERS MEASURED

Reactivity and reaction rate parameters that were calculated

from experimental data are summarized below:

23°U (n.Y) Capture Ratio, p 2 8 = Epi Cd
 23°U Captures

Sub Cd 2 3 BU Captures

2 3 5U Fission Capture, 6> . = Epi Cd 235U Fissions

Sub Cd 2 3 5U Fissions

I) Fast Fissions, &238U Fast Fissions, 628 - "'"
 F i s s i o n s

2 3 5U Fissions

Modified Conversion Ratio, C* = U C a P t u r e s

2 3 5U Fissions

Thermal Neutron Spectral R - L J F u e l

Index (spectral hardening),

Material Buckling, B 2 = B * + B 2

m R z

Intracell thermal neutron activation profiles also were measured.

The measurements were made in the exponential facility (SE).
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DESCRIPTION OF SE-SP FACILITY

The exponential tank, 5 ft in diameter and 7 ft high, is

mounted directly over the SP, a small, fully enriched, graphite-

moderated reactor that supplies neutrons to the SE through a graphite

pedestal. Ac urate top and bottom positioning pins and spacers

were used to establish the various pitches in the exponential.

The SE-SP facility is shown in Figure 1.

Reference foils in the SP thermal column wsre irradiated by

a thermal neutron fiux simultaneously with the lattice irradiations

in the exponential tank. A 1/v cadmium ratio of about 3 x 10"1*

existed at the foil exposure position, so corrections for epicadmium

activation were not required for the reference foil activities.

Equilibrium flux spectra, characteristic of the measured

lattices, existed in the central region of the SE where the foil

activation experiments were made. This was affirmed by radial

and axial cadmium ratio mapping measurements using gold pin de-

tectors.

REACTION RATE MEASUREMENTS

Description of the Fuel Assembly Containing the Foils

The Type I and Type II fuel assemblies consisted of nested

inner and outer fuel pairs stacked on an aluminum inner housing

to produce uniform, continuous axial fuel columns.

The foil bearing irradiation assembly was placed at the

center of the lattice and rotated slowly during irradiation to

average any radial flux asymmetry. An inner and outer fuel pair
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with accurately machined, solid angle slots to accommodate thin,

bare, shaped foils and 1/2-inch-thick f i l l e r pieces were near the

center of the fuel column. The shaped foils were fabricated to

fit accurately in the slots, so the specific activation in the

foil represented the average reaction rate in the fuel. Epicadmium

activations were obtained from foils placed inside a small (0.375-

in.-dia. x 0.01-in.-thick) cadmium p i l l box contained in a recess

in the lower f i l ler piece about 3 inches from the nearest bare

foil.

Bare- and cadmium-covered lutetium-copper-lutetium foil sand-

wiches and copper foils were suspended in the moderator on thin

polyester tape supported on an aluminum wire frame attached to

the outer fuel. These data were used to obtain intracell flux and

spectral index (R) profiles.

Experimental Procedures for pZa Measurements

Measurement of the 23BU (n,y) capture ratio (P2a) was made by

the indirect or subtraction technique that permitted the epicad-

mium component of the 23BU captures in the fuel to be determined

without cadmium-covered 238U foils. This method has the advantage

of reducing the effect of spectrum distortion produced by cadmium.

Thin (0.003 to 0.004 i n . ) , bare depleted and natural uranium

foils were used to determine the total 23eU capture rate in the

fuel. Identical bare foils were simultaneously irradiated at the

thermal reference position (along with copper foils) to normalize

the subcadmium 23BU capture rate in the fuel.
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The neptunium decay was counted 2 to 3 days after irradi-

ation with Nal scintillation counters biased to accept gamna

energies in the interval from 90 to 116 keV. A simultaneous

count representative of fission product decay activity, obtained

at an integral bias of 500 keV, was used to correct for the

fission product contribution to the counting rate in the window.

The ratio of the fission product counting rate in the 90 to 116

keV window to the fission product counting rate at the 500 keV

bias was determined for the actual counting conditions and ir-

radiation times of each experiment. This ratio was obtained for

235U fission products from the natural and depleted foils in the

thermal reference position that were counted with the natural and

depleted foils from the lattice. Typically, the fission product

correction for the 0.019 wt % depleted foils was about 2%, and

was 10% for natural uranium foils. Systematic differences were

not noted in the P28 values between the two different foil typps.

An auxiliary experiment was performed to obtain a factor

to correct the average epicadraium specific activity of the two

0.010-in.-thick copper foils in the cadmium pill box in the fuel

to the equivalent epicadmium specific activity for a single 0.010

in. copper foil under 0.030 in. of cadmium and dimensionally

similar to the shaped bare copper foils contained in the fuel. This

correction, about 9%, simultaneously established the effective

cadmium cutoff energy for the p u measurement at 0.625 eV, which

corresponded to 0.030 in. of cadmium in slab geometry and isotropic

flux with a 1/E energy dependence.
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Small corrections of 1% for the inner fuel and 2% for the

outer fuel accounted for the increase in 2 3 8U resonance capture

caused by the 0.001-in. gap at the interface between the foils

and the fuel where aluminum was placed to prevent fission product

contamination of the foils. These corrections were derived from

an experiment in which known gaps of from 0.001 to 0.021 in. were

introduced. The normalized (normalized to 0.001-in. gap) 239Np

epicadr.uum component of each foil was plotted against foil gap

thickness ani extrapolated to zero gap to obtain the correction.

Small calculated corrections of about 2% were applied to the

measured 239Np subcadmium activities to account for the difference

between the actual average thermal flux at the foil site in the

fuel, and what the true thermal flux in the fuel would have been

without the foil. Calculated thermal flux depression factors

were used to derive these corrections.

Calculated thermal flux depression factors were applied to

the copper foils and to the depleted and natural uranium foils

in the thermal reference position and in the lattice. These factors

were applied consistently throughout the data analyses; therefore,

the reported values of P2e are for infinitely thin 2 3 BU foil detectors.

Other corrections to the experimental data accounted for:

• Differences (M%) in gamma attenuation in the 90-116 keV

window count caused by small differences in foil thicknesses

between the natural and depleted uranium foils.
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• Small differences in foil-to-counter geometry. Because small

foil-to-counter acceptance angles were used, this correction

generally was about 0.3%.

• Differences in the axial elevation of the foils in the

experiment. This correction was obtained from a smooth

fi t of the axial flux based on bare gold pin activations

in the moderator.

• Differences in moderator purity. Calculated corrections of

1 to 2% were applied to convert the measurements to 99.75

mol % D20.

62e Measurement

628 was mpa«ured using paired natural and depleted uranium

foils in the fuel; 1/2-in.-diameter foils of similar composition and

thickness were simultaneously irradiated in a 62a reference geometry.

The reference was taken as a 1/2-in. recess in a 1-in. natural uranium

rod buried in a large graphite moderator block. The assembly was fed

by thermal neutrons from the SP. Both sets of foils (i.e., those in

the lattice and those in the reference) were counted for fission pro-

duct activity under the same time and counting conditions. The value

of 528 in the lattice was derived from the known value of 628 in the

reference, simple ratios derived from the fission product activities,

and known compositions of the foils. The 628 values in the lattice are

based on a 6 2 e reference value of 0.076. This value was obtained by
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direct measurement using the standard double fission chamber method,

^s a check, a value of 62s = 0.053 t0.003 was measured for an

isolated 1-in.-diameter natural uranium rod using this reference

technique. This value is in good agreement with a measurement by

Bigham,'* giving vze as 0.050 +0.001 for the isolated 1-in.-diameter

natural uranium rod.

625 Measurement

The J35U fission capture ratio ($25) was determined by act i -

vating bare and cadmium-covered, diluted 235U-A1 foils in the fuel.

C* Measurement

The modified conversion ratio (C*) involved the measurement of

relative 238U (n,Y) capture rates and the Z35U fission rates in

natural and depleted uranium foils. The foils were irradiated

simultaneously in the lat t ice and in the thermal reference position.

R Measurement

The activation ratio of subcadmium captures in 176Lu to sub-

cadmium captures in B3Cu within the fuel is a parameter related

to the energy distribution of the neutron flux. 176Lu has a

resonance at 0.14 eV and 6JCu is a 1/v absorber. Normalization

to the same ratio in the Maxwellian spectrum at the thermal ref-

erence position provides a thermal neutron spectral index, R,

that is a measure of the thermal neutron spectrum hardening in

the fuel.
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Comparison of Experimental Results with Computation

The experimental results were compared with RAHAB5 computa-

tions. RAHAB uses multigroup integral transport theory and the

Nordheim resonance treatment to perform lattice cell computations.

For uniform lattices, RAHAB is similar to the HAMMER6 code. ENDF/

B-IV cross sections were used. The comparisons are summarized in

Table 2 for the Type I fuel and in Table 3 for the Type II fuel.

The standard deviations represent a one-sigma range based on the

statistics of duplicate determinations.

The following observations were noted:

• For Type 1 fuel, P2a (outer fuel) is slightly overpredicted

by about 4% on average, while p2e (inner fuel) is consistently

overpredicted by about 22% on average (Figure 2).

• For Type II fuel, p2a (outer fuel) is overpredicted by

about 11%, while P26 (inner fuel) is overpredicted by about

20% (Figure 3).

• Computations overpredict the ratio of epicadmium to sub-

cadmium 2 3 5U fissions (S25)• For both Type I and Type II

fuel, 625 (inner fuel) is overestimated by about 23% on

average; and 625 (outer fuel) is overestimated by about

14%.

• C* is overpredicted for both Type I and Type II fuel; the

major disagreement again occurring for the comparison with

the inner fuel.

• The RAHAB computations underestimate 62s for both fuel types

by about 11% for the inner fuel, and about 7% for the outer

fuel.
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• RAHAB over-calculates the magnitude of the spectral hardening

(R) in the fuel.

In general, the. discrepancies between experiment and RAHAB

computation do not show a pitch dependence. The comparison between

experiment and calculation is summarized in Table 4. Also the

calculations do less well in predicting inner fuel parameters.

MATERIAL BUCKLING MEASUREMENTS

Experimental Procedures

Material buck lings were measured by flux mapping techniques

in the cylindrical exponential facility (SE). Radial and axial

curvatures were determined independently and combined to obtain

B 2 = B 2 + B 2.
m R z

The ratio of cadmium-covered to bare gold pin activations

was determined throughout the exponential, so that regions where

flux curvature was energy-dependent could be avoided.

A separate irradiation was made with a cadmium "shutter" be-

tween the critical source reactor (SP) and the SE, thereby

eliminating from consideration photoneutrons resulting from the

gamma field of the SP. The shutter correction also eliminated

contributions from neutrons that originated in the SP and were

reflected from walls into the SE.

Two methods of profiling were used to determine axial

bucklings, depending on whether the material buckling was larger

or smaller than the radial buckling.

Exponential profiles (B 2 < BR
2) were measured with a traveling
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ion chamber which sampled flux at 2-cm intervals over a total dis-

tance of 60 cm. The axial buckling was determined as the curvature

of the best fit to the experimental data points by varying para-

meters in a hyperbolic cosine function. The perturbation of the

flux shape from the traveling monitor itself was found to be

negligible.

Cosine axial flux profiles (B 2 > B 2) were measured by ir-

radiating gold pins of standardized shape and mass. The gold

pins were arranged at 8-cm intervals on stringers of 70-cm length;

three such stringers were used for each experiment. In such

cases, the data were fitted to a cosine function. The gold pin

activations were measured using Nal scintillation counters and

include background, decay, and counter deadtime corrections.

The traveling monitor could not be used for these more reactive

lattices because of the large perturbation induced by 'he ion

chamber.

Both the traveling monitor guide tube and gold pin stringers

were near the centerline of the exponential tank. Previous ex-

perience has shown, however, that the axial buckling is independent

of the radial positions at which the flux profile is measured,

provided the edge of the SE is avoided.

Radial flux profiles were measured by irradiation of

standardized gold pins. Pins were located at from 12 to 30

interstitial positions within a given horizontal plane, and 3

such arrays of pins at different elevations were included for

each lattice pitch. The counting of the pin activations was
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similar to that described for the axial measurements. The

measured radial flux shapes were fit to a zero-order Bessel

function to determine the radial buckling.

Comparison of Experimental Results with Computation

The results of the buckling measurements for both fuel types

are given in Tables 5 and 6. Although D20 purities varied during

the experiments, corrections to a common purity of 99.75 mol %

were calculated and applied to the data. Such calculated D20

purity corrections have been verified by experimental measurements.

For both the axial and radial measurements, the standard

deviation in flux was approximately 0.5%. This uncertainty in

flux induces an uncertainty in buckling which is dependent on

the magnitude and nature of the curvature. The standard deviation

in axial buckling ranges from 0.10 to 0.20 m"2; and for the radial

buckling, the range is from 0.20 to 0.35 m~2. These statistical

uncertainties in flux and buckling are primarily associated with

uncertainties in gold pin mass, gold pin position, and position

of fuel assemblies. Repetition of buckling measurements after

unloading and reloading of fuel and pins indicates the bucklings

can be reproduced to within 0.10 r.~2.

The najor source of systematic error in these experiments

is expected to be the application of exponential theory to a

lattice. The detailed effects of this approximation on the

buckling measurements have not been investigated. However, an

SE buckling measurement was compared to a critical measurement
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of the same lattice. The test lattice was very similar to

lattice types I and II. The buckling of the test lattice as

measured in the critical facility was found to be lower than the

SE value by 0.20 m"2. No adjustment in the data of Tables S and

6 was made on the basis of this information; the error ranges in

those tables reflect only the s">-istical uncertainties, in the

measurements.

Sucklings and kgff values calculated using the integral

transport theory code, RAHAB, and bNDF/B-IV cross sections are

also shown in Tables 5 and 6. The differences between measured

and calculated quantities increase as the lattice pitch decreases,

:ir as the fuel-to-moderator ratio increases. In all cases, these

discrepancies are significantly larger than either the experimental

uncertainties or the possible bias between critical and exponential

measurements.

CONCLUSIONS

The underprediction of material buckling and k .,. by RAHAB
err

is consistent with the overprediction of P28, C*, and 625 and

the underprediction of 62a. It is thought that the major part of

these discrepancies may be attributed to the particular resonance

capture models employed by RAHAB. The effects of possibly inaccurate

differential or evaluated cross section data probably add a smaller

contribution.

The detailed reaction rate parameters and the material bucklings

presented here constitute a set of data which should complement
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existing benchmark D20 lat t ice data. Coaxial tube fuel assemblies,

such as Type I and Type II , provide a more detailed set of data

for comparison of calculation to experiment than is possible for

simple rod la t t ices . Also, the Type I and Type II fuel at the

experimental lat t ice pitches represent fuel-to-moderator ratios

significantly larger than for other measured D2O lat t ices . For

example, the 6.35-in.-pitch Type II lattice has a ratio of uranium

to deuterium which is a factor of ten larger than that of the highest

uranium-to-deuterium (U/D) la t t i ces . 7 The significance of this is

that the Type I and Type II lat t ices enhance the relative number of

captures in 23aU and thus present a more rigorous test of cal-

culational methods for resonance capture.
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TABLE 1. Assembly Geometry and Fuel

Type I
Geometry, ir.ches

Al Inner Housinq

0. D.jJ

Inner Fuel Slug
Al Cladding0

0. D.a

1. D*

Fuel
0. O.a

I . D.*

Outer Fuel Slu£
Al Claddinq0

?: 8?
Fuel

0. 05

Fuei Composition, wt %

" : »

y- Outer Fu«

0.8706
0.5320

1.9975
1.156

1.914
1.226

3.076
2.400

3.016
2.460

0.860
99.101
0.032

*£. X j>?r^

Composition

Type I I

1.6512
1.4730

2.6787
1.958

2.605
2.018

3.700
3.105

3.640
3.165

1.10
98.877
0.023

Type I Type

Outside diameter, includes rib volumes.
Inside diameter.
A thin (0.5 mil for Type I fuel; C.4I mil for Type I I
inner fuel; 0,47 mil for Type 11 cuter fuel) nickel
flashing exists at the fuel-cladding interface and
was homogenized in the cladding fcr the calculations.
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r O O C^ ̂ M Ĉ 3 C^ *MJ* ̂  '^ CM »"'»

OOOOO

INIO m m *o

- 184 -



firiaelei
. ; •
< ...

c*

a

iaXKiry

Ai

of Cc*s>»rt.son Stbtttr- U

wrjje
Typel

Inner fuel
1.

1.

1.

0 .

t.

22
24

09
SI

0!

.UIM M i,

fUtio of ttlcuUleO/txwrinMtMt
1 UlltctS
1 Outer Fue)

1.94
1.13
t.CI)
0.9!!
1.02

Inn
1

1

1

0

1

Tyee l( t«£tic*t
*<• f-jti 0i
.?D
.22
.08

•.«»

.04

I t

1

!

1

0

1

er F»«I

. 1 !
,H
.04

.H

.OS

"A9L£ S. Fuel Type t B-jctltniji mil

Lattice Pitch, inches i.$0 4.00 7.05 9.03
Aii»l Suckling, n*; -14 .« -0.20 -8.94.0.20 -2. i l s0.10 -a.iijrO.iO
StiHit) Suckling, a"' 9.50 s0.30 9.H ;0.3Q ?.30 ;C.2i 9.4fc .0.20
Material 8gc«Iing, c~-

Heasured - 4.92 -0.36 0.42 .0.36 6.7? jS.27 9.20 :0.22
BAtiAB-ESOF/S-tV -10.95 -4.57 2.88 6.30

k tf (RAHAB-EN0F/B-1V) 0.921 0 . 9 J J 0.942 0.951

:. All values correspond to 99.75 rol

TABLE 6. Fuel Type 11

Lattice Pitcn, inches

Axial Buckling, m~*

Radial Sucklings, m~'

Material Buckling, m"1

Measured

RAHAB-ENOF/B-IV

k f i f f (RAHAB-ENDF/B-IV)

Buckiings

-5

8

2

and keff•'

6.35
.72 JO.20

.50 10.22

.78 10.30
-2.64
0.928

- 1 .

9.

7.

; .oo
36 10.20
06 JO.22

70 t0.30
3.24
0.940

2

9

11

a.oa
.46 iO.10
.36 i0.20

.82 10.22
8.57
0.951

4

9

13

g

. 0 !

.17

.16

10

0

.25

•0.10
$0.20

•0.22
.81

.960

j. All values correspond to 99.75 mo) % D,0.
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Figure 1. SE-SP facility.
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INTERFERENCE SCATTERING EFFFCTS ON INTERMEDIATE
RESONANCE ABSORPTION AT OPERATING TEMPERATURES

K. Goldstein
Combustion Engineering

Tho Intermediate Resonance (IR) approximation provides

a relatively simple means of accurately calculating resonance

integrals. The IR solution to absorption problems is accom-

plished through the use of interpolation parameters. Each

scatterina species of the system is represented by a param-

eter which bridges the gap between the wide resonance (WR)

and narrow resonance (NR) extremes, thereby representing the

more practical intermediate case. The values of the inter-

polating IR parameters depend on the resonance characteris-

tics and the physical properties of the system under consid-

eration and can be determined from analytical solutions based

on a successive approximation approach or a variational pro-

cedure .

The original IR formulation was carried out at zero

temperature without the inclusion of interference scattering.

Later the solution was extended separately to the cases

2 3

including interference scattering or Doppler broadening.

More recently, these two effects have been treated concur-

rently, so that v.he coupling between interference scattering

and Doppler broadening has been included. With this approach

it is possible, therefore, to evaluate the effect of tempera-

ture on the interference between resonance and potential

scattering.

The inclusion of interference scattering effects is more

important for the higher energy, more strongly scattering

resonances. When these effects are included, the
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IR parameters sometimes fall outside the ranoc between 0 and

1, which correspond to the first-order WR and NB approxima-

tions, respectively. This situation has been discussed in

the literature. ' The actual values of the parameters are not

very important, however, and less emphasis should be placed

on them. The resonance integrals are the important quantities

of interest, and these are still reliable, even when the

parameter is less than zero or greater than unity.

Part of the problem which causes this situation and makes

extrapolation necessary, is the inadequacy of the first-

order WR approximation. Since the first-order WR approxima-

tion completely neglects scattering, interference effects are

not reflected in it. Only to second and hiaher order will

the WR approximation reflect scattering effects. The situa-

tion is depicted pictorially in Fig. 1. The example is for

the case when the first-order WR approximation, WR**', gives

a larger resonance integral than the first-order NR approxi-

mation, NR^1'. This occurs when the resonance and scattering

properties are such that sT > o r , where s is the effective

scattering of the moderator and a is the potential scattering

of the absorber. When interference scattering is neglected,

the higher-order approximations converge to a value inside

the initial range, so that the IR parameter X and the IR

absorption integral also fall within the initial range.

Figure 2 depicts how the situation becomes altered when

interference scattering is included. The inclusion of inter-

ference scattering always tends to increase the resonance
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First-order Second-order Third-order

Fig. 1: Resonance Integrals Without Interference

V.S.

IR, KO

NR(2>(e=0)

(e=0)

Fig. 2: Resonance Integrals With Interference Scattering
Included (E=0 is without interference).
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absorption. As already mentioned, however, the first-order

WR approximation is unchanged by interference scattering.

Therefore, it can happen sometimes, that the increase in

resonance absorption due to the inclusion of interference

scattering, causes the second-order NR and WR approximations

to yield resonance integral:?, both of which are greater than

the first-order WR integral. When the resonance and scatter-

ing characteristics of a system cause this to occur, the

situation depicted in Fig. 2 can result. Also given on the

Figure for reference are the resonance integrals without

interference (e=0).

The successive approximation approach determines that

value of the IR parameter X which equates the first- and

second-order resonance integrals. For the situation given

in Fig. 2, equality occurs for A less than zero. With a

well-formulated iteration procedure, the IR calculation can

still provide a good approximation to the resonance integral;

one which is equivalent to a higher-order calculation.

For practical uranium systems, the more common

situation is for s to be greater than s = a V /T
° P Y n

This is the case discussed above and depicted in Fig. 2.

However, it is also possible for s to be less than s ,
o

in which case the first-order KR integral is greater than

the first-order WR integral. When this happens, extrapo-

lated values of the IR parameter, which are greater than

unity, can occur.
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The extrapolated solution for A which occurs in

Fig. 2 could be avoided by improving the frrst-order WR

approximation. For example, if a small but nen-zero amount

of scattering were included in this approximation, then the

first-order WR approximation with interference scattering

included could be made to exceed the second-order results,

and the IR parameter would remain between zero and unity.

This improved WR approximation is shown on Fig. 2 as a

virtual rtate (V.S.).

Another way of avoiding extrapolation would be to

equate second- and third-order approximations as a means

of solving for the IR parameter. Since scattering is now

included in all approximations, the solution will be within

the initial range.

The additional work required for either of these two

approaches is probably not warranted, however. Since the

resonance integrals from the IR calculations are fairly

reliable even when extrapolated values of the IR parameter

are used, the latter are still applicable. Sometimes the

solutions to the transcendental equations for the IR param-

eters are multiple-valued. In these cases the appropriate

choice can be made on physical grounds. For example, A

less than zero or greater than unity would be chosen for

those values of s that are greater or less than a T /T ,

respectively.

Since interference scattering effects decrease with

increasing temperature, the inclusion of Doppler broadening
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in the IR formulation mitigates the interference effects.

The recent IR formalism'* enables one to investigate the

effect of interference scattering at operating temperatures

on resonance absorption. Since for the higher energy, more

strongly scattering resonances, the use of the IR approxima-

tion and the inclusion of interference scattering often tend

to act in the same direction of increasing the resonance

absorption, it is important in determining temperature effects

to evaluate these aspects for each physical system.

The IR results are summarized below for the case of an

absorber with potential scattering cross section a and

interference scattering parameter e , admixed with a non-

absorbing moderator of cross section a and located in an NR
m

moderating medium of effective scattering cross section s.

The temperature-dependent resonance integral may be written

as

r = 21 ( o )/v-aj^. (2)

where

The integral J is a function of both temperature and inter-

ference and is defined by

00

J K A ( C ) = h I fKX(

= e x r / ( r y + x r n ) , £= • ^ p r n g J / o o r , 5 = A r V 4 k T E r , (4)

and ijj and x are the symmetric and anti-symmetric Doppler-
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broadened-line-shape functions.

The IR solution for this case may be written as

A = 1 - Z , and K = 1 - Z(">> , (5)
K A K A

The IE parameters K and A correspond to the admixed moderator

and the absorber, respectively. The superscript (i) in Eq. (6)

refers to either the absorber (for which no superscript is

used) or the admixed moderator (for which the superscript (m)

is used). The interference quantity i'1' in Eq. (6) is given
K A

{A' ( i ) { i ) K <
where .

S2 = 1+1/Y / b(m> = c , and b = UT/V )[1-a V /(s+ra )T ]~X.(8)
A n p y m n

Using the scalar product notation to denote integration over

the energy variable x = 2(E-Er)/r ,

00

(f,g) = / f(x)g(x)dx , (9)

the quantities z'1' in Eg. (6) may be written as
K A

' (9li) >D ' «i = 2Er(l-<xi)/r,U0)

where

In Eq. (10), ai = (Aĵ -1) 2/(A.+1) 2 , where Ai is the mass of

either the absorber or the admixed moderator,as measured in

neutron masses.

Once the set of IR equations has been solved for the
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parameters < and A , the resonance integral is determined

from Eq. (1). The integral J = >s(f,l) defined in Eq. (3) is

the IR generalization of the tabulated temperature-dependent

J-function , which includes interference scattering.

Equations (5) and (6) are the generalizations of the

IR solution which contain both interference and temperature

effects. The coupling between temperature and interference

occurs in the integrals contained in the quantity defined

as z in Eq. (10). These integrals may be determined from

tabulations or may be evaluated numerically. The values of

the IR parameters can be determined from Eqs. (5) and (6) by

iterative, graphical, or other numerical procedures.

In the extreme WR or NR limits, the solution has the

appropriate behavior. In these limits, for example, the

physical parameter 5 in Eq. (10) becomes zero or infinite,

so that z •+ 0(WR) or z -> »(NR) . From Eqs. (5) and (6) ,

this means that Z •* 1(WR) or 0(NR), and the absorber IR

parameter A -*• 0 (WR) or 1(NR) , which are the correct limits.

The generalized results also reduce to the previous

results when temperature or interference is neglected. For

example, when both effects are neglected, z -» 6/2Q = x ,
« A

and A = 1 - (1/x-̂ ) tan'^-x^ (for a one-parameter system) .

If only temperature is neglected, z •* 6/26^ , and if only

interference is neglected, z •+ t\SK^/2J^2 , where KA=%(f,f).

All of these results are consistent with earlier solutions

of the IR problem.1"3

Since the Doppler motion which occurs at non-zeri
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temperatures tends to diminish the effect of interference

scattering, it is important to evaluate the coupling be-

tween interference and temperature. The IR results given

by Eqs. (1) , (5) and (6) are a consis'-'snt set in that both

the IR parameters and the resonance integral are functions

of temperature and interference, and include the coupling

between them. Calculationc based on these equations should

yield improved Doppler coefficients; at the same time, the

need for the semi-empirical fits previously used to account

for these effects ' , has been eliminated.

From the form of the IR solutions given, it is possible

to make some general observations about the effects of

interference scattering on resonance absorption. Consider,

for simplicity, a one-parameter system (X for the absorber).

At zero temperature, the increase in absorption due to

interference is a function of the magnitude of the ratio

uj^/6^ . By evaluating this quantity for a particular

resonance and scattering properties, an estimate of the

importance of interference scattering can be obtained.

Generally, this quantity becomes larger as A •+ 1 (narrow-

er resonances), and for resonances which have both larger

potential scattering (a ) and larger resonance scattering

(rn/r -<• 1 ) . For a given resonance, the interference

effect decreases with increasing s; that is to say, it is

less important for more dilute systems.

When the temperature is increased from zero, the

resonance broadens and the resonance integral increases,
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but the effect of interference scattering tends to diminish.

Equations (3) and (5) can be used to evaluate the changes

in X and J that occur with varying temperature. Because

the representation of the higher energy, more strongly

scattering resonances by the IR approximation (rather than

the NR approximation) and the inclusion of interference

scattering often tend to produce effects which act in the

same direction (of increasing the resonance absorption),

it is important to evaluate these effects when determining

temperature-dependent quantities, especially Doppler

coefficients.
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Interactive Approaches to Evaluating Methods and
Data for Self-Shielded Resonance Absorption"1"

Martin Becker
Department of Nuclear Engineering
Rensselaer Polytechnic Institute

Troy, New York 12181

A variety of measurements have been made of self-shielded
238

resonance integrals for U. In addition, extensive direct mea-

surements of cross-sections and resonance parameters have been

performed. However, when differential data are used to compute

the self-shielded resonance integrals, discrepancies of a signi-

ficant nature arise. As discussed in a number of papers at this

symposium, these discrepancies have persisted for some time,

At RPI, considerable experience has built up on interpreting

discrepancies between integral measurements and calculations based
238on differential data, including specific experience with U.

Most activity has been at moderate to high energies. Thus, reso-

nance integral information has emphasized the unresolved resonance

region. However, the approaches used in the unresolved region

should also prove useful in the resolved region.

Our experience indicates that there are four ingredients to

a program of interpreting integral-differential discrepancies —

(1) The integral measurement must be well defined and of reliable

accuracy.

(2) A calculation is available that is sufficiently precise that
uncertainty in calculational method can be eliminated as a cause of
discrepancy.
(3) A procedure exists for gaining understanding of the sensitivity
of the integral quantities of interest to variations in key param-
eters.

(4) A procedure exists for taking action in translating sensitivity
information into specific conclusions and recommendations.

At RPI, fast spectrum activities have emphasized all four in-

gredients. Well-defined measurements of neutron spectra were per-

formed and analyzed with precise procedures (1,2). In addition

simplified analysis (1) based on generalized continuous slowing

down theory (3) was used to infer general causes of discrepancies.

Most recently, a capability to infer more specific causes of dis-

+Sponsored by USERDA under Contract No. AT(ll-l)-2458



crepancy has been developed using interactive graphics (4,5).

This capability has proved to be quite powerful, and also should
o T Q

be applicable to the low-energy U problem and to a variety of

other problems.

The interactive capability that has been developed has some

unique features that are of particular importance to studying sen-

sitivities. A variety of options useful in the construction of

data files to be compared, applying modifications to a data file,

calculating and displaying the consequences of these modifications,

etc., have been automated through the Rensselaer Interactive Graphics

Analysis System (RIUAS). A thirty-two push-button hardware dia-

logue unit has been constructed to facilitate exercizing these op-

tions. In addition, an asynchronous communication capability has

been incorporated, permitting time-sharing telephone communication

with a CDC-6600 computer for situations where the speed and so-

phistication of the large computer are required.

The system is designed to separate general file comparison

from specific application needs. Specific needs for specific ap-

plications are called by a User Routine button. The user by light

pen selection picks which routines are to be executed and in

which order. These user routines are then used for calculating

the implications of modifications introduced into particular files.

A new application requires a new set of user routines, but makes

use of the automated options that are of general applicability.

Interactive sensitivity evaluation permits comparison of al-

ternate data and of alternate approximations. In the unresolved

capture region, for example, relevant comparisons include changes

in data from one ENDF/B file to another, and in methodological dif-

ferences from one processing code to another. The reductions in

unresolved capture between ENDF/B-II and ENDF/B-III were found to
2

be appropriate, and the methods in SUPERTOG and MC -II were found

to yield equivalent results.

The cross-section file for which the interactive mode has

been most useful has been the inelastic scattering file, because

of the sensitivity of fast spectra to this file. Interactive modi-
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fications have led to a result where the inelastic cross-section

is reduced substantially relative to ENDF/B files (6). The re-

sult is qualitatively similar in the low MeV range (where the in-

elastic scattering cross-section reaches a maximum) to the data
238in the independently-obtained U evaluation for the German KEDAK-3

nuclear data library (7).

The interactive approach has the advantage of permitting on-

line exercise of professional judgment. This judgment influences

the magnitudes and directions of modifications and influences the

consistency among several modifications. It also permits raising

and answering important peripheral questions, such as sensitivity

of results to uncertainty in relative normalization in files being

compared.

It is likely that an approach such as the interactive one would

be desirable for dealing with the self-shielded resonance integral

over both unresolved and resolved resonances. As reported during

this symposium, the integral measurements and the precise calcu-

lations leading to the current discrepancy have been reproduced in

a number of laboratories for a number of years. A sensitivity

evaluation capable of rapid investigation of the significance of

a number of detailed possibilities could facilitate focusing on

detailed problems, as has been the experience with fast spectra.
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EFFECTS OF THE FREE-GAS, SLOWING-DOWN MODEL

238 *
ON RESONANCE CROSS SECTIONS IN U

R. A. Karam

School of Nuclear Engineering
Georgia Institute of Technology

Atlanta, Georgia 30332 USA

BACKGROUND

Effective resonance cross sections used in the analysis of

heterogeneous reactors have generally been obtained through the use of

equivalence theory and/or integral transport theory. One fundamentally

restrictive assumption common to equivalence theory and most integral

transport methods is the flat-flux/flat-source approximation. The assess-

ment of this approximation was recently completed under Contract No.

AT-(40-1)-4750 with Che U. S. Atomic Energy Commission and reported in

ORO-4750-2, December 31, 1974. The assessment comprised the following:

238

a. Comparison of the broad group cross sections of U in the

resolved resonance region using:

1. The flat-flux/flat-source approximation;

2. The exact source distribution;

3. The rational approximation with Levine type factor.

b. Comparisons in (a) for three types of reactors:

1. Typical ZPR-assembly;

2. LMFBR commercial power station;

3. Light-water power reactor.

The main conclusions reported in ORO-4750-2 were:

1. Even though there were significant differences between the exactly

calculated escape probabilities and those calculated with the flat-flux/

flat-source approximations, additional differences between the general

energy dependent reciprocity relation and the energy independent (but often

erroneously applied as energy dependent) reciprocity relation almost com-

pletely compensated for the error in the flat-flux/flat-source escape

*supported by the U.S. Energy Research and Development Administration under
Contract No. AT-(40-1)-4750



probabilities. Due to this unusual and somewhat unexpected compensating

238
effect, the effective capture cross sections of U in the resolved

resonance region, generated by the three methods stated earlier, were essen-

tially the same (see Table 1).

2. The neutron source, x(r,E), defined as

X(r,E) = J rs(r,E'-E)0(r,E')dE' + Q(r,E),

where the symbols are standard notation, was calculated for the two-region

unit cell described in Table 1. The results are shown in Fig. 1 for the

189.6 eV resonance. It is seen that the source in the absorber plate is

significantly higher than that in the surrounding medium. The large a

of the absorber plate relative to the scattering cross sections of the

surrounding medium is the reason why the source is high in the absorber.

Under these conditions the resonance integral over the 189.6 eV resonance

is largely determined by the source in the plate and not in the surrounding

medium.

3. The magnitude of the neutron source shown in Fig. 1 is largely

governed by the value of o and the slowing-down process. The slowing-

down process used was based on the free-gas model ( i .e . the absorber atoms

are free in a gaseous state) and on the assumption of isotropic elastic

scattering in the center of mass coordinates. The free-gas model, as far

as we know, has always been used Tjr neutron energies above 1.0 eV. This

is certainly the case in such codes as the MC~, RABBLE, and CAROL.

4. The source distribution shown in Fig. 1 indicates that in order

for ac to be too high in the resonance region, either the value of a

238
for U would have to be too high or the resonance parameters would have
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TABLE I

Effective Resonance Cross Sections for the Two-Region
(shown below) Cell of ZPR-6 Assembly 5 (barns),

Using ENDF/B-III Resolved Resonances

Croup .(eV) Equivalence
Theory

Exact
Flat

Nonuniform

15
16
17
18
19
20
21
22
23

4307 - 2612.
2035.
1234.
961.
582.9
275.4
101.3
29.02
13.71

0.3875
0.5202
0.5318
0.6443
0.8005
0.6871
1.1224
1.7327
2.7702

Plate Region

Outer Region

235,
U
C
Na
Fe
Ni
Cr

0.5132 cm

0.3925
0.5275
0.5425
0.6539
0.8121
0.6987
1.1305
1.7427
2.7852

0.3886
0.5214
0.5350
0.6466
0.8021
0.6894
1.1218
1.7318
2.7696

Outer Region

235,
U
C
Na
Fe
Ni
Cr

0.5132 cm

Equivalent Two-Region Cell for ZPR-6 Assembly 5
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to be too poorly understood, and highly erroneous, or the slowing-down

process would have to unrealistically produce large numbers of resonance

neutrons. The potential scattering cross section is known to a good accu-

racy and may be ruled out as a source of major error. The picture with

respect to resonance parameter^ is more complex especially in the unresolved

region. However, the magnitude of the differential capture cross section

'38
of U has been going upward whereas integral measurements required lower

values. Whatever the error in the resonance parameter may be, this subject

is left to those who measure differential cross sections. In this proposal

we concentrate on the slowing-down process and show that the free-gas model

238
for crystalline U metal would produce large error in the effective,

238
broad group, resonance capture cross sections of U.

DISPLACEMENT ENERGY

The minimum energy required to displace an atom from a normal site in

the crystal lattice is defined as the displacement energy, E^. The value

of E may be estimated by equating E, to the energy of sublimation of

an atom in the solid, designated here by E . For uranium, E =" 7.2 eV;

however, sublimation occurs from the surface of a solid, where it is

necessary to break only half of the interatomic bonds to move the atom.

By comparison, an interior atom has twice as many bonds and thus would re-

quire about 14.4 eV for displacement. According to reference (2), if an

atom is moved from a lattice site to an interstitial position in the direc-

tion of least resistance, allowing time for neighboring atoms to relax,

then E, would be twice E . In reality, the struck atom receives a sharp

blow and passes to an interstitial position in a highly irreversible way.
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Consequently, it is estimated (estimates based on experimental data) that

the displacement energy is 4-5 times E .

The minimum neutron energy required to displace an atom as a function

of the atomic weight (taken from ref. 2) is shown in Fig. 2. Although

there may be some uncertainty in the value of E for uranium it appears

that the true value lies somewhere between 30-50 eV. Based on elastic

scattering laws, the minimum neutron energy required to displace an atom

is given by the following relationship:

min m.nu

where m1 and m, are the masses of the neutron and the nucleus, respectively.

For uranium metal, the minimum neutron energy required to displace atoms

lies in the range of 1.8 to 3 keV.

PHONON EXCITATION

When the neutron energy is not enough to displace atoms from normal

to interstitial sites, the energy loss from the neutron would take place

through phonon excitations in the crystal. Based on the Van Hove theory

(3)
of space time correlations, the expression relating the phonon emission

(4)to the scattering cross section is given by Bell and Glasstone as

follows :

r f(q-)e-^/2kT ,-i»t n, i ,,
J-2«.inh0to/2kT)

 (e -D*.Jdt
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where

2 " the (macroscopic) bound cross section

e = E'-E the energy transfer from the neutron (initial-final

energy of neutron)

&2K2 = 2m(E'+E - 2 ̂ Q /IE
7)

U, = cosine of the scattering angle (lab system)

Am ~ mass of crystal atoms

K = Boltzmann constant

T = temperature °K

ID = frequency of phonon (in (rad/sec))

f (ou) = continuous phonon frequency distributica function (in

units of sec)

t = time (in sec)

This formula is based on the assumption that no interference between

different parts of a neutron wave incident on the crystal is present.

Furthermore, the crystal is assumed to be of the simple cubic type with

one atom per unit cell. The atoms, occupying the lattice positions in the

crystal, are assumed to be harmonically bound to each other. Thermalization

studies have yielded the phonon distribution function, fftii) .which is

shown in Fig. 3. It is obvious from this figure that the primary contri-

bution to the phonon frequency spectrum is due to the two peaks centered

at 2.28 x 10 sec" and 3.11 x 10 sec* , respectively. Thus, to a

first order approximation it may be assumed that f (ou) has the form

f (ID) = 0.39 6(0) - 2.28 x 10 1 3 sec"1) + 0.61 6(ou - 3.11 x 10 1 3 sec"1)

The coefficients of the delta functions appearing in f (ID) were

chosen in such a way that
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f (ou)du) = 1,
o

a normalizing property which f ((u) is required to have. An evaluation of

Eq. 1 gives a vnlue of 0.041 eV for the maximum energy loss which can occur

with 1.5 keV incident neutrons.

The energy loss through phonon excitation is obviously very small and

238
one may choose to either ignore slowing-down in the U plate, shown in

Table I, or incorporate a fictitious mass in the £ree-gas, slowing-down

model such that the maximum energy loss per collision does not exceed .04 eV.

238
This last approach was tried using the RABBLE code. The atomic mass of U

was set at 1 x 10 amu (corresponding to maximum energy loss of .4 eV), and

the capture cross sections in the resolved resonance region, using ENDF/B-III

s-wave parameters only, were calculated. For comparison, the same cross sec-

238
tions were calculated in the usual manner, i.e. the mass of U was 238 amu's.

Table II shows the results. The differences are significant.

It may be argued that for the first two groups the free-gas, slowing-

down model may be more appropriate. This may be the case since more work is

needed to more accurately determine the displacement energy for uranium.

There is no doubt, however, that below 2 keV the free-gas, slowing-down

model is not appropriate. Furthermore, large and significant reduction in

238
the a is achieved with a more appropriate model. Experimentally, it has

been observed that there are significantly more neutrons below 2 keV

than calculations predict. This also supports the conclusion that below

2 keV the scattering laws in use are in error.
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TABLE II

238
Comparison of U Capture Cross Sections Using the Free-gas,

Slowing-down Model (A=238) and the Bound Atom in a Crystal
Model (A = 1 x 10 4); ENDF/B-III s-wave Resonance

Parameters and about 60,000 Ultrafine Groups Here Used

Energy Group

4.307 - 2.612 keV

2.612 - 2.035 keV

2.035 - 1.234 keV

1.234 - 0.9611 keV

0.9611 - 0.5829 keV

0.5829 - 0.2754 keV

0.2754 - 0.1013

0.1013 - 0.02902

0.2902 - 0.01371

(ac> A = 238

0.3989

0.5571

0.5703

0.7106

0.8886

0.7977

1.284

1.5957

2.5779

(ac) A = 1 x 10
4

0.1653

0.3003

0.2978

0.3007

0.5491

0.3752

0.6932

0.9492

1.3662
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Technique for Simultaneous Adjustment of Large Nuclear Data Libraries
(D. R. Harris and W. B. Wilson)

Los Alamos Scientific Laboratory
Successful nuclear design requires adequate prediction of integral design

quantities such as critical loading, energy deposition rate, transmutation

rate, Rossi-a., and radiation dose. Adequate prediction, in turn, requires an

adequate nuclear data base, and a number of groups have attempted to achieve

this by adjusting the data base to improve agreement with integral observations.

These groups have in all practical cases utilized least square methods , and

whatever the functional to be minimized they have limited the adjustment to

only a portion of a large nuclear data library. Had the adjustment been applied

to another portion of the nuclear data library, another result would have been

obtained. The limitation of adjustment to only a portion of the nuclear data

library may be justified by physical intuition, but it has also been the result

of technical problems in the required inversion of large matrices . We show

here that this inversion problem can be circumvented and arbitrarily large

nuclear data libraries can be adjusted simultaneous, when, as was assumed by

most groups , the basic nuclear data are uncorrelated. We illustrate the

technique by adjusting nuclear data to integral observations (including very

discrepant central worths) made on the ZPR-6-6A, ZPR-6-7, and ZPR-3-48 fast
2

reactor benchmark critical assemblies .

Group cross sections and other data in a nuclear data library will be

represented by x., x, x», where J, the number of primary parameters,
4 5may be of order 10 or 10 . Integral parameters y , y,, .... y^ are computed

as functions of the primary parameters, y. (x., x_, .... x»), or y.(x) in a

convenient notation. Here 1, the number of integral parameters usually is
2

of order 10 to 10 . From a combination of measurements, corrections, and

calculations one arrives at "evaluated" observed values x^, x_ x»
e e e e e

and y_, y», ..., y^. It usually is found that y (x ) differs from y. and

we wish to reduce this discrepancy. One presumably can improve the data base

by minimizing (other techniques are reviewed in Ref. 1),
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1 1 j 3

L-l L'=l

i i

(l)

subject to the requirements that

= y< [x - x"]
« J J

1,2 1
(2)

For minimum variances in the adjusted results the weights w appearing in

Eq. (1) are the elements of the inverse of the matrix of variances and covariances

among the primary and secondary parameters. The use of a linear relation

between y(x) and x in Eq. (2) results because the computation of y.(x) and

3y,/8x. is expensive and is done infrequently, although one can of course

iterate. We note here that the computation of y.(x) and 3y./3x (by per-

turbation theory) is obtained for the whole primary data base at once, not

just a portion of it.

If we minimize S by obtaining j normal equations, then the combination

of these and the t, Eq. (2) represent 1+J simultaneous equations. In general

the normal equations are solved by Gauss-Newton iteration ; here as in solution

of the simultaneous linear Eqs. (1) and (2) large matrices, at least of order

jx3, must be inverted. But if the primary parameters are uncorrelated with

each other and with secondary parameters then the normal equations
i i

< y y t ( y ( x ) ,«] ^

j

j = 1,2 J (3)

permit the replacement of x.-x in Eq. (2) by linear combinations of yj(x)-yj.

There result only 1 equations ior yi(x)-yJ,

' i l U ii' X
i'-l

yL"

j-l V'l xjxj
(A)

L = 1,2 t
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and, because 1 usually is much less than 3, the solution of Eq. (4) Is a

considerable computational Improvement. Once the adjusted values y.(x) are

computed from Eq. (4), the adjusted primary parameters are computed from

Eq. (3) for the whole library at once. This adjustment technique has been

coded as an option into the ALVIN sensitivity and adjustment code.

We illustrate this improved technique by adjusting nuclear data to 1=24

integral observations on three ZFR assemblies described by Bohn . Bonn supplies

sensitivity coefficient information for only 3=19 important primary nuclear

data parameters so our technique is not really necessary (matrices of order

1+3=43 are readily inverted), but the principle at least is demonstrated. It

is convenient to allow y. to represent the ratio of the computed value C of

an integral parameter to its experimental value E , and to let x represent

the ratio of the nuclear datum a to its evaluated value 0"̂ ; then y^ and xe.

are unity, and

j

(5)

Specifically, for 1=1,2,3 the integral parameters are the C/E values for

multiplication factors of ZPR-6-6A, ZPR-6-7, and ZPR-3-48, indicated in the

second column of Table I by subscripts A,7, and 8 respectively. For i=4,5,...,15
930 235

the integral parameters are the C/E values for central worths of " Pu, U,
*) "\F in

U, and B, indicated by 49, 25, 28, and B, respectively as superscripts on
239

W; for example, the C/E value for the central worth of Pu in the ZPR-6-7
49

assembly is indicated by W 7 in Table I. Finally, for * greater than 15 the

integral parameters y. are C/E values of ratios of reaction rates, eg, 7B/ Q f

238
for y represents the C/E value of the U capture rate relative to the
239

Pu fission rate measured in ZPR-6-7. If yj is (a /a )/(C /o )E, then tox n m n m
first order (unchanged flux spectrum),

3x. 6nj

(6)
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Table I. Integral Parameters y^ and Values y±(x ) Computed Using Evaluated
Nuclear Data Parameters x ej. If No Adjustment Were Necessary, yi(xe)
Would Equal Unity.

, „ , e. adjusted by ALVIN „ selected by Bohn
1 yi y i ( x ' yi yi

.99201.004 .992

.9924±.004 1.002

,9927±.004 1.002

1.10±.025 .993 1.06

1.15±.O25 1.020 1.05

1.24+.035 1.103 1.09

.92±.075 .848 .96

1.25±.O35 1.064 1.14

1.24±.035 1.050 1.08

1.16±.025 .929 .95

1.18+.035 1.033 1.17

1.25±.O35 1.054 1.12

1.26±.O35 1.063 1.08

1.27±.035 1.033 .99

1.09±.035 .951 1.06

.90±.03 .947

l.O3±.O3 1.063

.99±.02 .973

1.05±.02 1.033

1.09+.02 1.060

.94±.O2 .9:7

1.04+.02 1.027

.96+.05 .960

.94±.O5 .927
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3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

kA

k7

k8

WA9

"I5

wf
"I
49
U
W7

wf
"7

W8

W 2 5
W8

vf
"8

28f
AK25f

R28c
AR25f

R28f
7R49f
R25f
7R49f
28c

7R49f
28f

7R25f
28c

7R25f
_28f
8R25f
R28c
8R25f
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Table III. Primary Nuclear Data Parameters Xj, Their Uncertainties, and
Their Adjusted Values

e adjusted by ALVIN selected by Bohn
J X * * *

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

25

a28

28
ainel

-40
v

1±.15

1±.15

l+.l

l+.l

l±.O6

l±.O4

l±.O6

el

.971

.925

.988

.994

.958

.971

.793

1.068

1.075

.977

1.001

.995

1.153

1.109

1.190

1.011

1.012

.995

1.097

.93

.97

.88

.97

.88

1.10

1.012

1.024

1.016
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Primary nuclear data selected by Bohn for sensitivity studies are listed in

Tables II and III together with sensitivity coefficients computed by Bohn and

uncertainties mostly assigned by Bohn. All Bonn's calculations utilize ENDF/B-III

data as the evaluated base as processed into multigroup cross sections by SDX.

All primary data were assumed to change independent of energy.

Values of primary and secondary parameters adjusted by ALVIN are listed in

Tables I and III and show physically expected trends. Values selected by Bohn

on the basis of the integral experiments also are listed. Our data adjustments

are only illustrative of our adjustment technique. More detailed study of

data uncertainties and sensitivities would be required to justify an adjusted

data set for nuclear design application.
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ENDF/B-IV THERMAL REACTOR IATTICE BENC1MA8K

ANALYSIS WITH MONTE CARLO RESONANCE TREATMENT

W. Ro thens t e in
Brookhaven N a t i o n a l Labora to ry

Upton, New York 11973

1. Introduction

The benchmark studies currently in progress at BNL are based on

ENDF/B-IV data and the HAMMER la t t ice analysis code/ ' No data adjust-

ments are made, but improvements are introduced into the calculational

procedure wherever appropriate. In particular the resonance treatment

is replaced by Konte Carlo reaction rates , attention being given to the

most effective manner in which these reaction rates can be introduced

into the multigroup code.

The multigroup library has been prepared in accordance with the

special features of the subsequent heterogeneity, resonance, and leakage

treatments. The problems which arise from the a r t i f i c ia l separation of

resonance cross sections into resonance and smooth contributions have been

investigated. An account is given of the modifications which have been

introduced into the processing code in order to derive the required

ENDF/B-IV multigroup data.

The benchmark lat t ices analyzed and described in the present paper

are the one region TRX-1 and TRX-2 latt ices^ 'of 1.3% enriched, 0.387 inch

diameter Uranium metal rods. In order to extend the range of voTume ratios
(3)

the two region TRX-3 benchmark has been replaced by a BNL lattice con-

taining the same fuel and with the same water to metal volume ratio. It

will be denoted by TRX-3B, and is calculated as a one region system with

the experimental buckling of the BNL lattice. The other integral parameters

were taken from TRX-3, where they were measured at the center of the lattice.

It contained 217 rods and was surrounded by a U0,-H,0 driver zone.
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The Monte Carlo code for the calculation of resonance events will

be described. It makes use of ENDF/B-IV resonance profiles which are

stored on tapes in standard ENDF/B format so that they can be readily

replaced if modifications in the evaluated data are considered to be

necessary. The code concentrates on the resolved resonance region in

which most of the resonance absorption occurs. At these energies, the

Monte Carlo results are used in the lattice analysis code in preference

to the built in calculation of shielded resonance integrals. In the un-

resolved resonance region the shielding is considerably smaller and the

absorption represents only a small fraction of the total resonance absorp-

tion. Consequently, the shielding calculations in the unresolved resonance

region have been left unmodified in the lattice analysis. On the other

hand, it is possible to introduce the effective detailed resonance pro-

files into the Monte Carlo code by the use of probability cables. A simple

code for constructing such tables from the single level EHDF/B average

resonance parameters and statistical distributions in the unresolved resonance

region is described in the Appendix. The results obtained by this code have

shown that cross section correlations in the unresolved resonance region at

successive neutron energies during the moderating process can be ignored.

The paper contains the results of the analysis of the TRX lattices to-

gether with the effects of a number of different approximations which .an be

used in the calculations. The final results and conclusions take into account

the discussions held at BNL during the seminar on U-238 capture in March 1975.

In general, the effective multiplication factor of the lattices is still

underpredicted, but the other integral parameters are now closer to the ex-

perimental values than was frequently reported in the past.
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2. Monte Carlo Code for Resonance Reaction Rates

The Monte Carlo Code (REPC) which was used to calculate resonance

reaction rates utilizes detailed resonance cross section profiles prepared

/A)

by the RESEND programv from the ENDF/B-IV data.

RESEND replaces the standard ENDF/B tape by a modified library in which

the File 2 resonance parameters are deleted and File 3 is extended to contain

tl.e detailed cross sections as a function of energy at 0 K throughout the

resonance region. The resonance formalisms as recommended in the ENDF/B

manual^ ^are fully implemented. In the resolved resonance region the

energy mesh is constructed by selecting initially the energies of the

resonance peaks and successively halving the interval between them until

an interpolation accuracy criterion e is met: the fractional difference be-

tween the cross sections calculated from the resonance formalism at the

mesh points selected last and the value obtained by linear interpolation

between the neighboring points must not exceed e. For U-235 and TJ-238 the

accuracy was taken to be e = 0.001. The sections for c > af» CT of the

former then contained about 11000 energy points each (most of these points

being in the resolved resonance region between 1.0 and 82.0 ev), while for

U-238 the cross sections a and oc were specified at about 32000 energies

(most of the points being between 1.0 and 4000 ev).

The cross section tapes were subsequently Doppler broadened by the

SIGMA. 1 routine. This procedure does not alter the energy mesh, and

makes use of the integrals of the product of the (linearly varying) cross

section between successive energy points and the Gaussian temperature

broadening kernel.
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To facilitate the data handling in the Monte Carlo code the sections

specifying the different cross sections of each isotope are brought to

a common grid (in practice the densest grid), so that the energy mesh needs

to be stored only once for each isotope. In addition the grids were inverted

so that the cross sections could be read from high to low energy in analogy

with the neutron moderation.

In the Monte Carlo code the cross section data are stored In the

extended core facility of the CDC 7600. The neutron histories are dealt

with in batches (typically of 1000 neutrons each). Part of the data (a

page with lowest energy E,) for each nucllde i is transferred to central

memory, and the entire neutron batch is processed until all the neutrons

have reached an energy below the largest E. stored in the core. A new

page of data for this isotope i now read into central memory and the

process is repeated until all the neutrons in the batch have passed the

minimum energy specified for the problem.

In the unresolved resonance region the RESEND program calculates

average cross sections from the specified average resonance parameters and

statistical distributions. Resonance shielding is therefore not treated

at these energies in a Monte Carlo code which uses the broadened RESEND

cross section tapes directly. It is possible however to make use of the

probability table method to modify the cross sections in the unresolved

resonance region. The construction of the proability tables from the average

resonance parameters and statistical distributions is quite straightforward

when the single level resonance formalism applies. In the Appendix a code

written for this purpose is described. It averages the probability tables

- 225 - |

I'



over many ladders. The code has been used to investigate the signi-

ficance of correlations between cross sections at relatively closely

spaced energy points which would be missed by the direct use of uncor-

related probability tables. It was found that for energy degradations

greater than the average separation of successive resonances such cor-

relations are entirely negligible. This condition is met for practically

all neutron collisions with heavy isotopes in the energy regions where

their resonances are unresolved.

The Monte Carlo Code(REPC) itself is a new version of the REPETITIOUS

( 8}

program . It treats the geometry of a square or hexagonal lattice of

rods, each subdivided into a number of coaxial annular regions, exactly.

The neutron histories are followed between energies E and E in which
max tain

all collisions are taken to be elastic and isotropic in the center of mass

system. These conditions apply in the entire resolved and most of the

unresolved energy regions. The isotropic injection routine introduces each

neutron into the lattice with unit weight at the first energy with which
it emerges below E after an elastic collision above this energy, assuming

max

that the cell flux is proportional to 1/E for E > E . The neutron weight

is degraded by the scattering probability 2 /£ at each collision, reaction

rates being obtained from W I! /Z for the different reaction types x. For

editing purposes the reaction rates are stored by regions in specified energy

groups, which may be conveniently selected to coincide with the MUTT group

structure. All quantities are printed out together with their probable

errors at one standard deviation obtained from the results for the different

batches.
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In the calculations reported in the present paper the Monte Carlo

runs covered the energies from E = 5 0 kev, to E . = 0.625 ev, and

used the Doppler broadened RESEND tapes. The Monte Carlo reaction rates

were utilized only in the resolved resonance region which accounts for

most of the resonance capture and fission, and where a precise determina-

tion of the shielding effect is most important. The resolved resonance

region is Sufficiently far below the source near E for the results to

be independent of any small approximations made in the injection routine.

For the resonance reaction rates in the unresolved resonance region the

standard routines in the lattice analysis code were regarded as adequate,

since they are much smaller than those at lower energies, and far less

affected by shielding.

A basic problem exists in the use of the cross section tapes con-

structed with the Breit Wigner single level resonance formalism in a Monte

Carlo code. The current ENDF specifications^ do not lead to cross sections

which are positive definite. The problem of negative scattering (and some-

times total) cross sections over limited energy ranges below some resonance

peaks persists even after Doppler broadening. In the Monte Carlo code a

was set to zero whenever a negative value was encountered. Alternative

libraries in which the isotopes were treated by the multilevel formalism,

but without changing any of the resonance parameters, were also used; the

problem of negative cross sections was then automatically eliminated. The

effect of the different formalisms for the calculation of c on the resonance

reaction rates was investigated, and found to be very small (see paragraph 7).
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3. Shielded Resonance Integrals and Resonance Reaction Rates

Different computational methods treat the resonance events by methods

which are quite distinct from one another. A Monte Carlo program for example

calculates the resonance reaction rates directly. They can be recorded

by reaction type, by nuclide giving rise to the reaction under consideration,

and in specified volumes and energy intervals. They are generally normalized

to one source neutron. These reaction rates are part of those needed to specify

the neutron balance in a reactor or a lattice unit cell.

Other programs such as the HAMMER lattice analysis code perform a

calculation of the shielded resonance integral which must be subsequently

translated into resonance reaction rates. If one treatment of the resonance

region is to be substituted for another to improve the accuracy of the lattice

analysis, care must be taken that the interface is handled properly.

In the HAMMER program the shielded resonance integrals are obtained

from Nordheim's method^ . Inherent in this treatment are a number of

approximations which make its replacement by more precise calculations

desirable. However, apart from these considerations the manner in which

the Nordheira shielded resonance integrals are used in the lattice analysis

code must be clarified, if this calculation is to be replaced by an alterna-

tive treatment. The calculation of the shielded resonance integral for the

nth resonance is based on the relation between the collision density F (u)

at lethargy u in the resonance and the flux level 0 in the absence of flux

depression:
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Fn(") = £" (u) 0 (u) = H aB 8>n (1)

when N a is the constant macroscopic background cross section. The ab-
B

sorption in the resonance is then given by:

a T, S,,\ Ji, „ KT T ^

2" (u)

so that

A = f — F (") du = N l n 0 (2)n < J n v n , . n v / eff n y

2 (u)

where f (u) is the collision density normalized to £?„ above the resonance,n B

In Nordheim's method f (u) is calculated for a la t t ice cell by solving the

integral equation for the collision density ..jmerically over a very fine

mesh starting at a lethargy where Che asymptotic value applies. Cell heter-

ogeneity is taken ;-\to account by the use of region to region collision and

escape probabilities. The absorption fraction in the nth reseonance i s

where q is the slowing down source into the group in which the resonance

l ies . If one allows for the gradual decrease of the flux level due to

absorption (but without depression due to the resonance)

N I* 0
an = 1-exp (- " ) and a = S an (5)
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The total absorption fraction a per unit source into group g, obtained

by replacing the 0 in Eq. 5 by the average group flux 0 , forms the basis

of the resonance absorption treatment in the HAMMER lattice analysis code.

The resonance treatment may be replaced by a Monte Carlo calculation

by correcting the resonance integrals of Eq. 3. In fact, this has fre-

quently been done in the past. A shielded resonance integral may be cal-

culated from the Monte Carlo resonance events by means of the group resonance

escape probability

Pg = exp t - T T ^ 3 <6>

This value of I** is based on the volume averaged slowing down powers

of all the constituent nuclides of the lattice cell for a flat flux.

On the other hand in Eq.3 I e f f results from the (potential) scattering

cross section aR of the fuel with its admixed nuclides, which is the asym-

pt)tic value of the collision density, as well as from collision proba-

bilities calculated by suitable approximations. Whether the two definitions

o\ I S, £ are identical in practice is by no means certain.

For the reasons stated above the reaction fractions a per unit source

into the group for each reaction type x, which are calculated directly in

a Monte Carlo code, were preferred to the shielded resonance integrals as

the interface for introducing the Monte Carlo results into the lattice analy-

sis code. Even so, questions arise whether this should be done in the inte-

gral transport theory lattice heterogeneity calculation, or as a preliminary

to the B-l leakage calculation. In addition there are problems connected

with the separation of smooth and resonance absorption. These points will

be considered in Section 5.
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4. Preparation of the Multigroup Libraries

The ENDF/B-IV epithermal multigroup library was obtained with the

ETOG 3 rpocessing code^ . A number of modifications were introduced

for consistency with the HAMMER analysis code . The additional options

refer in particular to the resonance nuclides. They will be described

with special reference to the options selected for U-235 and U-238.

The MUTT 54 epithermal group structure was used with thermal cut

off at E = 0.6248 ev. The weighting function was a 1/E spectrum joined

4
above E = 6.738 x 10 ev (the low energy limit of group 20) to a simple

fission spectrum [4E/(rr9 )] exp (-E/6), with 9 = 1.323 Mev in accordance

with U-235 thermal fissions (ENBF/B-IV).

Equivalent smooth unshielded capture and fission cross sections can

be constructed from the specified resonance parameters in the ENDF/B

library. Alternatively the resolved s wave resonance parameters can be

included in the input to the HAMMER analysis code in which case they are

not entered as smooth cross sections into the multigroup library. If this

option is selected one may additionally treat the unresolved s wave reson-

ances in the same way provided they lead to only one J state of the compound

nucleus; otherwise they are converted to equivalent unshielded smooth cross

sections. For any resolved resonance for which resonance shielding is cal-

culated in the HAMMER code a 1/v tail is subtracted from the resonance

integral. It is put back as a smooth cross section in each group g in the

resolved resonance region, down to the low energy limit of this region.

These 1/v smooth tail contributions are calculated for a 2200 m/sec cross

section
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R P,

for resonance R and reaction type x and assuming a 1/E flux in each

resonance group for cross section weighting. The resolved resonance

region is taken to end at the upper energy of the multigroup just below

the unresolved resonance region, and a similar choice is made at the

upper end of the latter region.

For U-235 only the resolved s wave resonance parameters were kept

for resonance shielding calculations in HAMMER. All other resonances

were converted to smooth unshielded cross sections. For U-238 the re-

solved and unresolved s wave resonance parameters formed part of the

HAMMER input; the p wave resonances were converted to smooth cross

sections. A separate calculation of the small unresolved p-wave reson-

ance shielding was made in this case and entered into the lattice analyses

as a correction. In the resonance region resonance scattering was omitted

from the multigroup library since it is included in the resonance absorption

calculation.

The (n,2n) cross section was added twice to the inelastic-scattering

cross section and subtracted once from the capture cross section. Assuming

that the spectra of the neutrons after inelastic scattering and the (n,2n)

reactions are not very different this procedure accounts for the additional

neutrons which are produced and preserves neutron balance in the group in

which the reactions occur.

- 232 -



An error In the calculation of the fission spectrum in the ETOG 3

code was noticed and corrected. The original calculations had altered

the shape of the fission spectrum very slightly and led to high values

of the fast fissions in U-238 in the lattice analyses reported during

the U-238 resonance capture seminar. The results given in the present

paper are based on the corrected U-235 fission spectrum.

The thermal 30 group raultigroup libraries for THERMOS were produced

(12}
with the KLANGE-II code which was also used to calculate the scattering

kernels "for the thermal spectrum calculations. Whenever the resonance

region extends into the thermal energy range, resonance scattering was

included in the preparation of the thermal libraries. The thermal

scattering kernels were normalized to the inelastic cross section, or

the sum of inelastic and elastic scattering, according to the data

specified on the ENDF/B tapes for each moderator.

5. The HAMMER Lattice Analysis Code

The HAMMER lattice analysis, including a full account of the equations

involved, has been described previously . In the present section only a

broad outline will be given together with details of some problems which

arise in the resonance treatment.

The calculations are performed in accordance with the following flow

chart:
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The la t t ice analysis s tarts with the THERMOS thermal spectrum

calculation for which a spatially flat flux can be assumed for the speci-

fication of the slowing down source. In fact apart from resonance shielding

the cell flux is flat already at considerably higher energies.

The integral transport treatment for the" calculation of the hetero-

geneity effects is based on the iterative solution of the transport

equation for the scalar flux

0ni = I, Tn n ' i t £ V i j V j + V i ^ <7>

Here T /.is the transport kernel from region n' to region n in group i.

It is related to the collision probability p , i« n for a flac source of
n n i

unit density in n' through

= V

in which I! . is the transport corrected total cross section. In the thermal
ni r

energy range P ; is the transport corrected scattering kernel from group j

to group i and S ,. is the elastic slowing down source from epithermal ener-

gies into thermal group i. At epithermal energies P - j . is replaced by the

in-group scattering kernel P ,. and the source includes elastic and in-

n i

elastic scattering into group i as well as the fission contribution.

Some of the problems which arise in the presence of both smooth and

resonance absorp .ni. in the epithermal energy groups may be seen if one

specifies the source term and in-group scattering kernel in the resonance
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region, where the sources due to fission and inelastic scattering are

absent. Considering the entire cell and assuming all parameters to

be suitably cell averaged the slowing down density q(u) satisfies the

(13)approximate Greuling Goertzel integral equation

q = f j U e X E (u') 0 (u') du' (9)

where § and SX. are the mean and half the mean square lethargy increments

for an elastic collision. For hydrogen moderation this equation is enact

and | = X = 1. If the corresponding differential equation

is integrated over an energy group in which q and q. refer to the high

and low energy limits

L ° X + f X + f

in which X, § £ and 0 are now group averages.

The neutron balance equation

q - q1 q § £ 0

"" X + -ijT X. + Y

(13)
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Is now fully consistent with the transport equation, Eq. 7, sunned over

the entire cell after multiplying by 2nVn» if

rrp and5 = r7f
The absorption cross section in Eqs. 12 and 13 refers to the smooth

absorption. Resonance absorption can be allowed for in different ways.

The simplest method consists of accounting for it immediately at the top

of the group by replacing q in Eqs. 11, 12, and 14 by q (1-a) where a is

the resonance absorption per unit slowing down density at the top of the

energy group, as calculated in Section 3. Neutron balance is then still

preserved. This is in fact the MUFT procedure. The group flux calculated

from Eq. 7 is then depressed both by smooth and by resonance absorption.

Such a procedure would require calculating a first, before the source for

the solution of the integral transport problem, Eq. 7, is specified. On

the other hand, the current version of the HAMMER makes use of the flux

distribution in the lattice cell in order to specify the collision proba-

bilities which are needed for the calculation of a. An iterative procedure

between ths resonance and transport calculations would then be necessary.

At present the iteration is omitted in the HAMMER code by solving the inte-

gral transport problem first, calculating a subsequently, and allowing for

the resonance absorption only in the calculation of q. by using q (1-a) in

Eq. 11. The source S = q / (X + r— ) is not reduced to allow for resonance

absorption in the group in which the transport equation, Eq. 7, is solved.

Neutron balance is therefore violated.
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These difficulties do not arise in the B-l leakage calculations for

the homogenized lattice cell. Here the neutron balance equation for

buckling B is

(BJ + £a0) mi + qoa = qQ - qr (15)

below the fission source and in the absence of inelastic-scattering. It

is solved together with the isotropic slowing down equation, Eq. 10, the

B-l equation for the current, and the anisotropic slowing down equation.

If Eq. 11 is used to eliminate q. from Eq. 15 it is clear chat the

resulting relation between qoand the flux depends on the leakage. Con-

sequently, in expressing the resonance absorption as a fraction of q ,

at the high energy limit of an energy group, q should be corrected for

M 4 )
leakage. This is in fact done in MUFT-5 but not in the current version

of HAMMER. On the other hand the average group flux is L.ie flux in the

presence of leakage.

In the light of these considerations and the discussions during the

U-238 resonance capture seminar the Monte Carlo resonance reaction rates

(smooth and resonance) in the resolved resonance region were introduced into

HAMMER code just before the leakage calculation for the homogenized cell.

In fact, group capture and fission cross sections were defined (iteratively)

in a zero buckling homogenized cell calculation so that the Monte Carlo group

capture and fission rates, suitably normalized, were reproduced exactly.

Tl.e effective multiplication factor and integral parameters were then obtained

after the subsequent- B-l leakage calculation. In addition to the resonance

shielding the reduction of the smooth capture due to flux depressions near

the resonance peaks, as well as the effect of leakage on the total absorption,
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were thus fully taken into account.

An additional consideration regarding the slowing down treatment

refers to the heavy isotopes. If the slowing down and neutron balance

equations, Eqs. 11 and 12, are solved for q. at the low energy limit of

an energy group,

% z +1 a - f )

When -u •> X spurious reductions in the slowing down density may occur.

These can be avoided by setting \ = ^j— so that

f £

which implies that the contribution to q, from the heavy isotopes is based,

approximately, on the average group flux.

6. Effective Capture Integrals of U-238 in the TRX Lattices

The separation of the U-238 capture into smooth and resonance contri-

butions, and the importance of shielding corrections may be seen from the

following tables.

U-238 Capture Integrals (barns) Treated as Smooth Capture

1/V Tails of resolved S wave resonance 0.79
p-wave resolved resonances 0.70
p-wave unresolved resonances 0.84
File 3 Capture 0.33

Total 2.66
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U-238 Shielded S Wave Resonance Integrals (barns)

TRX-3B TRX-1 TRX-2

Resolved Resonance
Region 10.35 11.84 12.35

Unresolved Resonance
Region 0.55 0.58 0.59

Total 10.90 12.42 12.94

Reduction of U-238 Resonance Integrals Due to Shielding (barns)

TRX-3B TRX-1 TRX-2

Resolved s Wave Resonances 260.7 259.2 258.7

Unresolved s Wave Resonances 0.24 0.22 0.21
Unresolved p wave resonances 0.06 0.05 0.05

The File 3 capture consists of a bound level contribution, p -wave

resonances which were missed in the experiments, and a small d-wave reson-

ance contribution in the unresolved resonance region.

It should be noted that more than twenty percent of the capture is

treated as smooth capture and therefore does not get reduced by local flux

depressions at energies close to the resonance peaks unless codes, such as

Monte Carlo treatments, are used which combine smooth and resonance capture.

The s wave resolved resonances are shielded to an extremely large extent.

This is particularly true for the very large low lying resonances. Unresolved

resonance shielding is far less important, but even so in terms of the effec-

tive unresolved resonance integral, or even the total effective resonance

integral, these shielding corrections must be taken into account.
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7. Effect of Different Resonance Formalisms on U-238 Resonance Capture

In Section 2 the problems arising in Monte Carlo calculations from the

use of the single level Breit Wigner formalism were discussed. In addition

even a multi-level formalism does not reproduce the experimental data of

the total cross section in the valleys between the resonance peaks very

well. Typically the c profile should be raised by about 2 barns in these

energy regions. In order to examine the effect of the detailed shape of

o on the capture in the benchmark lat t ices the Monte Carlo calculations

for TRX-1 were repeated under different conditions. In the following table

the results are shown both for the shielded resonance integral and the

capture fraction between 50 kev and 0.625 ev.

TRX-1 Monte Carlo U-238 Resonance Capture

E
max

Resonance Treatment

Single level
(a ) . = 0.0
v s min
Single level
(a ) . = 2.0v s min

single level
a' = C + 2.0

for 6.67 < E < i

Multilevel

4000 ev

5 x 104 ev, E m l n = 0.625 ev

Resonance Integral
(barns)

14.97 ± 0.08

15.16 ± 0.15

14.99 ± 0.07

14.84 ± 0.08

Capture

0.1929 ±

0.1951 ±

0.1932 ±

0.1918 ±

Fraction

0.0008

0.0017

0.0008

0.0008

The minimum acceptable value of a is 0. In the second calculation

a was set equal to 2.0 barns whenever a smaller value was obtained froms
the EMDF/B-IV profile. In the third calculation 2.0 barns were added to

c at a l l energies in the resolved resonance region above the f i rs t resonance.
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The last result relates to a multilevel profile in which the ENDF/B-IV

single level parameters were left unchanged. All the results except the

second were obtained for 10 histories involving about 1.2 x 10 moderator

and 2.4 x 10 fuel collisions. In the second calculation only 20000

histories were run.

I t i s clear that the different shapes of as in the valleys did not

affect the U-238 capture by an amount exceeding the probable error at

one standard deviation. The use of the ENDF/B-IV profile, in which a is

not allowed to become negative, appears therefore to be adequate.

The Monte Carlo estimate of the U-238 reaction rate was compared with

a RECAP calculation made a t Westinghouse with ENDF/B-IV data by J . Hardy.

The results agreed within the s ta t i s t ica l accuracy of both estimates.

8. Comparison of Resonance Shielding Calculations
With Monte Carlo Estimates

The shielded resonance integrals as calculated by the HAMMER program

can be compared with Monte Carlo values although part of the differences may

arise from problems of definition of the shielded resonance integral as

pointed out in Section 3.

Comparison of Shielded Resonance Absorption integrals in the TRX Lattices
U-238 (1.0 ev'- 3.35 Kev),' U-235 (1.0 ev - 101 ev) (barns)

TRX-3B TRX-1 TRX-2

U-238 HAMMER 10.35 11.84 12.35
M.C. 9.65 ± 0.09 11.42 ± 0.11 11.87 ± 0.11

U-235 HAMMER 208.3 218.1 220.9
M.C. 177.7 ± 1.8 194.5 ± 1.9 201.6 ± 2.0
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The values r e fe r to the groups which were t rea ted as resolved reson-

ance groups, MUFT groups 27-53 for U-238, and 35-53 for U-235. The Monte

Carlo values given in the t ab le a re those obtained a f t e r subtract ion of

the smooth absorption in t eg ra l of the HAMMER l i b r a r y in the resolved

resonance groups. This ensures tha t s imi la r quan t i t i e s a r e compared.

The Monte Carlo values a re lower by about 5 percent in U-238 and more than

10 percent for U-235.

Comparisons of the t o t a l reac t ion r a t e s (smooth and resonance) a re

tabulated below:

Comparison of Reaction Rates in the TRX La t t i ce s
U-238 (1.0 ev - 3.35 Kev); U-235 (1.0 ev - 101 ev)

TRX-3B

U-238 HAMMER
Corrected HAMMER
M.C.

U-235 Capture
HAMMER
C o r r e c t e d HAMMER
M.C.

U-235 Fission
HAMMER
C o r r e c t e d HAMMER
M.C.

0.2841
0.2560
0.258 ± 0.003

0.0267
0.0242
0.0210 ± 0.0002

0.0478
0.0435
0.0401 ± 0.004

T8X-1

0.1640
0.1552
0.155 ± 0.002

0.0148
0.0141
0.0123 ± 0.0002

0.0264
0.0252
0.0235 ± 0.0003

TRX-2

0.1065
0.1029
0.1015 ± 0.001

0.00952
0.00924
0.00817 ± 0.0001

0.0169
0.0164
0.0154 ± 0.0002

The corrected HAMMER values r e fe r to the neutron balance in the i n t eg ra l

t ranspor t ca lcu la t ion (see Section 5 ) . The resonance reac t ion fract ion per

un i t slowing down density a t the top of each energy gioup i s ca lcula ted in the

code in r e l a t i o n to the group flux. This flux i s calculated in the absence

of resonance absorpt ion and there i s a lack of balance of the neutrons . The

correct ion discussed in Section 3 ensures neutron balance and lowers the group
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flux in accordance with the total absorptions occurring in the group.

Consequently, the reaction rates are also lowered.

The table shows that the differences between the Nordheim and Monte

Carlo calculations for the U-238 caputre in the TRX lat t ices i s largely elim-

inated if the integral transport theory neutron balance is treated as des-

cribed in Section 5. This is however fortuitous. In the corrected HAMffiR

results smooth capture is calculated more accurately, but resonance capture

is underestimated since i t should refer to the group flux level in the absence

of the resonances. Evidently the underestimate is just sufficient to compen-

sate for the inaccuracies in the Nordheim treatment. Other methods for treating

resonance capture in the integral transport calculation with proper neutron

balance may be used. The resonances could be accounted foi at the bottom of

each group, so that smooth absorption would be overestimated but resonance

absorption treated in accordance with Section 3. Alternatively, two flux

levels could be calculated, the f i rs t based on the smooth absorption only to

derive the proper resonance absorption fractions per unit source, the second

to calculate the actual smooth absorptions in the presence of the resonances.

The Monte Carlo absorption rates are unambiguous since resonance and smooth

data are combined at the outset in the cross section calculations. They also

account for mutual shielding, in particular the reduction of the tf-235 ab-

sorptions in the vicinity of the large U-238 resonances.

9. kaii and Integral Parameters of TRX Lattices (HAMMER, ENDF/B-IV)

The corrections referred to in the previous section improve the agreement

between the HAMMER calculations and experimental values. The quantities com-

pared are the effective multiplication factor k „ , the ratio of epithermal to

thermal captures in U-238 p_o , the ratio of epithermal to thermal fissions in

U-235 6 2 5 , the ratio of U-238 fissions to U-235 fissions 6 2 g , and the ratio of

U-238 captures to U-235 fissions C.
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Comparison of Integral Parameters for the
TRX Lattices (EMDF/B-IV. HAMMER)

keff

P28

625

628

HAIffiER
Corrected

HAMMER
Corrected
Expt.

HAMMER
Corrected
Expt.

HAMMER
Corrected
Expt.

HAM-ER
Corrected
Expt.

HAMMER

HAMMER

HAMMER

HAMMER

HAMMER

T R X - 3 B

0.9600
0.9755

3.31
3.13
3.01 ± 0.

0.258
0.252
0.230 ± 0

0.169
0.167
0.163 ± 0

1.303
1.256
1.255 ± 0

05

.003

.004

.011

TRX-1

0.9801
0.9848

1.419
1.383
1.311 ± 0.002

0.1056
0.1046
0.0981 ± 0.001

0.0944
0.0941
0.0914 ± 0.0020

0,813
0.802
0.792 ± 0.008

TRX-2

0.9872
0.9890

0.876
0.863
0.830 ± 0.015

0.0642
0.063S
0.0608 ± 0.0007

0.666
0.0665
0.0667 ± 0.0020

0.649
0.645
0.646 ± 0.002

The extent by which k .. differs from unity is large for the tightest

lattice (water to metal volume ratio 1.0). The correction described in Sections

j and 9 have the most pronounced effect on k ff for this lattice. The correction

improves agreement between calculation and experiment for all the integral

parameters of the above lattices.

10. TRX Benchmark Analysis With Monte Carlo Reaction Rates

The Monte Carlo reaction rates were introduced into the HAMMER analysis

at zero buckling aftei the lattices had been homogenized by defining group

fission and capture cross sections as described in Section 5. The effect of

leakage was then introduced in a final iteration.

The results are compared with experiment in the following table.
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TRX Lattice Calculations and Comparison with Experiment

EHDF/B Version IV

Resonance Reaction Rates of Zero Buckling Differential Transport
Homogenized Cell calculation set equal to M. C. values for U-235
fissiun and capture (resolved resonance region) and U-238 Capture
(resolved resonance region).

v«
P28

625

628

C

ENDF/B-IV

0.9764

3.11

0.237

0.169

1.263

TRX-3B*
Vv/Vf = 1 - 0°
a -0.1 barn
c

0.9958

2.90

0.235

0.165

1.203

1

3

0

0

1

Expt

U000

01 ± 0

230 ±

163 ±

255 ±

.

.05

0.003

0.004

0.011

* results calculated for the BSL lattice

MA-130-387-100 which has the same fuel

ENDF/B-IV

0.

1.

0.

0.

0.

9878

366

0995

0944

800

TRX-1
V /V, = 2.
w f

o -C

0

1

0

0

0

.1 barn

9977

291

0990

0933

775

35

1.

1.

0.

0.

0.

Expt.

0000

311 H: 0.

0981 ± 0

0914 ± 0

792 -t 0.

020

.0010

.0020

008

ENDF/B-IV

0.

0.

0.

0.

0.

9920

845

0612

0665

640

V
a -0
c

0.

0.

0.

0.

0.

TRX-2
Vf - 4.

. 1 barn

9982

802

0610

0661

6?5

02

1

0

0

0

0

Expt.

.0000

.830 ± 0.

.0608 ± 0

.0667 ± 0

.646 ± 0.

015

.0007

.0020

002

and volume ratio as IRX-3

** a was reduced by 0.1 barn in U-238

for HUFT groups 27-53

(3.35 keV - 0.83 eV)



An attempt was made to attribute the remaining discrepancy between

calculation and experiment to the U-238 capture data. The calculations

were repeated by subtracting 0.1 barns from the group capture cross section

throughout the resolved resonance region. This amounts to a capture integral

of 0.83 barns.

The results for the integral parameters p,g and C suggest that a reduc-

tion of the U-238 shielded resonance integral by about 0.4 barns would lead

to the best overall agreement with experiment.

11. Further Refinements and Conclusions

l"he results for the TRX benchmarks presented in this paper suggest that

the epithermal capture of U-238 is overpredicted to some extent by the

present ENDF/B-IV data. However, the discrepancy is smaller than was re-

ported in the past and amounts approximately to 0.4 barns of shielded reson-

ance integral.

The k „ values are generally low and specially so for the tightest

l a t t i ce , even if the data for U-238 are adjusted as indicated above. An

attempt was made to determine whether some of this problem might be due to

the calculations in the fast region where the fission neutrons are produced

in the rods. To this end the calculations were repeated with corrected

fluxes in the high energy groups using the ANISN transport code.

Fluxes entered into the HAMMER calculation from a P1-S4 ANISN run

for the highest 20 energy groups (down to 67 kev), or P3-S8 ANISN run for

the highest 10 energy groups (down to 820 kev) did not lead to a noticeable

change in the calculated parameters. In fact, the ANISN flux distributions
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in space and energy in these groups were practically identical with the

HAMMER integral transport fluxes.

An additional effect which was examined in the final MUTT leakage

calculation was that produced by resonance scattering. As discussed in

Section 4 resonance scattering of U-238 is not included in the HAMMER

multigroup library, since it is treated in the resonance calculation.

However, in the final B-l leakage treatment, when the resonance capture

and fission cross sections have already been defined, resonance scattering

should be included as well. In order to test its effect average group

resonance scattering cross sections were introduced into the computation

at this stage. They increased k „ by about 0.5 percent without affecting

the other integral parameters significantly. However, the magnitude of

the change in k „ should be regarded as an upper limit since it refers

to unshielded resonance cross sections. Shielding would certainly be

significant, although possibly less pronounced than in the case of capture.

Consequently, the results would be much closer to those in which resonance

scattering is omitted altogether and which were discussed in Section 10.

In conclusion, it may be said that after reduction of the U-238

shielded resonance integral by about 0.4 barns quite good agreement of the

parameters p 2 g, 6,,., 6 , and C with experimental values is obtained. These

parameters were measured at the center of the core. The values of k _, are

less than unity, especially for the tightest lattice where the discrepancy

remains more than 1 percent. The multiplication factor relates to the

assembly as a whole and part of its underprediction may be due to the fact

that asymptotic reactor theory in the lattice analysis code is compared with

experiments on assemblies with rather small cores.
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Appendix

Construction of Probability Tables in the Unresolved Resonance Region

The RESEND program 'prepares a library in which the ENDF/B File 2

resonance data are converted to cross sections and added to the contents

of File 3. In the unresolved resonance region average unshielded cross

sections are calculated at the energy points at which the average resonance

parameters and the statistical distributions of the neutron widths and

resonance spacings are specified.

To obtain the actual cross sections in a Monte Carlo calculation

the average cross sections must be multiplied by a random number selected

in accordance with the relevant probability frequency functions P(o). Levitt^ '

calculated the integrals of these functions over specified cross section

intervals (bins). The coice of the required random number is then a simple

matter in a Monte Carlo program when interpolation within each bin is

applicable.

The probability per unit cross section interval that its value is a,

is given by

Ho) = || / dE 6 [ a - a(E) ] (A.I)

The numerator of this expression sums all elementary energy intervals

in 6E for which a(E) precisely equals a. It leads to the correct average

and higher moments of a(E) in AE. Actually when the cross section has a

complicates resonance structure, P(c) also exhibits considerable structure,

since it is large at the maxima and minima, and small when the cross section

changes rapidly. In addition P(a) depends on the interval AE which has been

selected, unless it contains a very considerable number of resonances for each

J sequence, and on end-effects which may arise from strong resonances near the

limits of £E.
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In the unresolved resonance region one may, however, specify proba-

bility tables averaged ever many resonance ladders which are free from

these difficulties. A ladder may be constructed from the average resonance

parameters and the statistical distributions of neutron widths and resonance

spacings specified at energy E. If this ladder is placed in a random

manner with respect to E the cross sections at this energy can be calculated.

Averaging this process over many such ladders leads to the probability table

at energy J3.

In practice only the resonances closest to E contribute to the cross

sections. Assuming the Wigner distribution of resonance spacings

"-si
p 00 = \ x e " 4 (A.2)

the actual spacings of succssive resonance is < D > x where x is selected

from this distribution. However, the probability that E lies between a

resonance pair whose peaks are separated by D is also proportional to D

itself, since the ladder is placed randomly with respect to E. Consequently,

in constructing the ladder D may be selected first as D = < 0 > y where y

is a random number chosen from the probability frequency function

n 2 -n£
q(y) = 1 y e 4 (Modified Wigner Distribution) (A.3)

The nearest resonance pair is then placed on the energy scale so that E lies

at a random location between these two peaks. More resonances can then be

located on the energy axis above and below the pair closest to E at. separations

< D •• =. The reaction widths of tht resonances are obtained by multiplying

their average values by random numbers selected from the appropriate x dis-
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tributions. The cross sections at E are finally obtained from the neighboring

resonances in the ladder after Doppler Broadening. For single level Ereit

Wigner cross sections, this can be done by means of the line shape functions.

The above construction of ladders and probability tables is consistent

with the usual formula for the average resonance cross sections: The princi-

pal contributions to the cross sections at E come from the nearest resonance

pair the peaks of which are separated by D . This corresponds to an average

level density of - 1/D • = 1/ -- D • from Eqs. A.2 and A.3. Consequently,

the average cross section at E becomes

TT o r r
H 9 n"x 2 •- D • T v"^'

if correlation effects due to more distant resonances are negligible.

Figs. 1 and 2 show capture and scattering cross section distribution

functions J° P(c')d~' obtained by a code which uses the above algorithms.

They refer to U-238 at 4 kev, the low limit of the ur.resolved resonance

region. Three neighboring resonance pairs have been included in the cross

section calculations for s-wave resonances and two pairs for each J sequence

of the p-wave resonances. The effect of Doppler broadening is shown: for a

given random number a smaller cross section is obtained at the low temperature

in I:lie resonance wings and the converse applies near the resonance peaks. The

average, cross sections are also compared with the RESEND values, Eq. A.4.

The code has also been used to determine the significance of cross section

correlations by determining the cross sections at energy E-d as well as those

at E. The correlated frequency function

V " ' - ' 5 = r | - d E L r-c(E)] 6 [ - ' - r (E-d)] (A.5)
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represents the double differential probability per unit cross section in-

tervals that their values arc anil ' for energy difference d. The condi-

tional probability

P - .d <- > - P(-) <A'6>

orpreswes the chance per unit cross section interval that i t s value is zf,

i{ the crfMS section at an energy aufpsenM-d I>y d is - . In figures 3, 4 , and

ri the distribution functions at F. and E-<! are shown for capture in U-238

.•it F.»4 kev ar.d d - 1,5,20 cv below thin enerstv. In Fig. 3 there is strong

correlation: When - is snail (or large) there is a hlfih probability thist

-' wi l l plso be small (or lari;e>. At i! • i cv the correlation is ouch less

pronounced, and at d • 20 iv i t has pr.i>ril<.-jilly disappeared.

The figures provide quantitative evidence that cross section correlations

at successive neutron co l l i s ions in the unresolved resonance region arc

insignificant if the neutral energy loss per co l l i s ion exceeds the mean

resonance spacing.
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A Discussion of 'J-218 Resolved Resonance Parameters
and their Influence on Capture Cross-Sections

M. R. 3hat

National Neutron Cross Section Center
Hrookhaven National Laboratory

Upton, New York 11973

April 1975

In the following, chc experimental data on the resonance parameters

of the first four resolved ri'soncnces of U-236 will be reviewed. The purpose

of mich a review is (1) to estimate the errors in the resonance parameters

and (2) to ik-ti-i~i"<- how far the parameters could be reasonably changed within

Uic bound* determined by the experimental uncertainties in the the roil capture

cross-section and the infinitely dilute resonance capture integral, to be

specific, the eflect of changing the gaaaa width of the Individual resonances

will be studied and its effect on Che effective resonance integral determined.

Hoso'vctl Heuonsnee Parameter* and their Error

The resonance paraacters of the first (our s-wavc resonances of li-238

will be considered in detail as their contribution* to the thermal capture

cross-section and the dilute resonance capture integral account tor about

901 of their experimental values. Those arc given in table 1 along with the

errors in these quantities as quoted by the experimenters and the type of

cross-sections measured. K one of the parameters e.g. ". is enclosed in

paranthesls this Indicates chat the value was taken over from some other

experiment and vra* nut obtained as part of the analysis involved.
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An examination of these data indicate that the neutron widths obtained

by Radkevich are consistently low for all the four resonances and lie well

outside the range covered by other experiments. This may be due to some

systematic error in this experiment and make the results suspect. If these

numbers are left out one notices that in general r show more of a spread in

values than does T-' . Looking at these data sets it appears chat the capture
n

width of these resonances could have a value varying from resonance to reso-

nance and it appears highly likely that it would lie between 22 and 26 t;;eV.

The recommended values in BNL-325 ' for the first resonances are 26 ± 2,

25 ± 3, 25 ± 2 and 22 s 2. It is felt that the errors assigned represent a

conservative lower limit and the uncertainty in the radiation widths are at

Least twice the values given, though some of the authors claim errors of the

order of 1% or less it is obvious that the systematic errors in these param-

eters are mich Larger than the quoted errors. The radiation widths for these

resonances in the ENDF/B-IV (MAT = 1262) evaluation are 25.6, 26.8, 26.0 and

23.5 meV. The parameter F for these resonances have a narrower distribution

and the recommended values in BNL-325 or the ENDP/B-IV evaluation appear

reasonable. They are 1.5, 8.d, 31.1 and 25.3 meV respectively in ENDF/B-IV.

In Che following a value of F = 24 meV will be assumed and the effect of

lowering it by 97. to 22 meV on the various derived quantities will be

studied.

Changes in the Capture Width and their Effect on the
Thermal Capture. Dilute Resonance Integral and Effective Resonance Integral

The thermal capture cross-section of U-238 has a value of 2.70 ± 0.02

barns(13); this is also the value used in the ENDP/B-IV evaluation (MAT = 1262).

- 256 -



The dilute resonance capture integral is generally accepted to be 275 ± 5

barns . Any changes that are made in Che capture width will therefore have

to be compatible with the errors in these two experimental values. As has been

mentioned in the last section, the greatest uncertainty lies in our knowledge

of T for the various resonances. Hence, it appears to be of some interest

to study the effect of varying 7 for the individual resonances.

In considering these changes it will be assumed that the covariance

between 1" and '* is identically equal to zero. The fractional change in the
n Y

contribution of a particular resonance to the thermal cross-section is found

to be apprf ximately equal to the fractional change in *"..•< where 7 is the

radiation width of the i-th resonance.

gnYth(l) _ " "yi ...
(i) " 7 K '
*- ; Yi

Similarly, the fractional change in the contribution of i-th resonance to

the dilute capture resonance integral is

(2)

where the symbols have the usual meaning. The effective or the shielded

resonance integral (see Appendix) is a sum over terms of the type

Xeffi = 2E~. ''n 3oi , J+T

each term for a resonance; where S. = JJST— — 2 - . Here C is the potential
'Yi oi p
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scattering cross-section and 7 , the peak cross-section of the i-th reso-

nance and K is defined in the Appendix. Differentiating the above expression

we get,

effi 'Vi

Looking at equations (3) and (4) one observes char a relatively Large

fractional change in the effective resonance integral can be achieved for

a small change in the dilute resonance integral provided T" . « ~.. This

condition is fulfilled for the 6.67 eV resonance in U-238 for which

T ,l~. — .06. Hence, it appears possible to bring about a substantial re*
ni 1

duction in the contribution of the 6.7 eV resonance to the shielded resonance

integral while keeping within the bounds of Che error of 5 barns in the

dilute resonance integral. However, such a reduction in ". will also cause

a decrease in the value of the thermal capture cross-section which is known

to 17. or an error of 0.02 barns. In such a case, it may be possible to

include a bound level so that its contribution to thermal capture makes up

for the decrease caused by reducing -". . The parameters of the bound level

will have to be such that it does not in any way vitiate the i/v shape of

the low energy capture cross-section. It is found that a bnund level of

-20.0 eV can indeed be found which fulfills these requirements. Since the

average spacing of the s-wave resonances in U-238 is about 18 eV; a bound

level at -20.0 eV is consistent with it.

In Table 2 are shown the changes caused by decreasing the radiation width

froa 24 to 22 cneV or by about 97.. These numbers show that a decrease of about

0.3 barns in the effective resonance integral of U-238 for a TRX-1 lattice may be
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brought about tor changes in the dilute resonance integral of 4.7 barns

which is the same as the error in its value. The thermal capture cross-

section will be reduced by 182 Jib and this couid be made up by including

a bound Level with a reduced neutron width of 0.75 meV and a T = 23.5 meV

at 20.0 eV.
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The following expressions were kindly supplied by Prof. W. Kothenstcin;

they give approximate formulae for the effective resonance integral I ,f f"f

a meLallic uranium rod of low enrichment.

E
r

where 3 = rrr- •* (wide resonance approximation)

where E is the resonance energy and T the peak cross-section; ^ the
r o p

potential scattering cross-section ". and '.' arc the capture and width of the

resonance and

K = r •£• ; £ = Us -• macroscopic potential scattering cross-section
1-T p p

for U-238; IJ = 0.047

D = diameter of fuel rod

T = transmission probability from rod to rod through the

moderator in the lattice.

For the TRX lattices D = 0.983 cm. and

Lattice V moderator/V fuel T (low lying resonances)

TRX-1 2.35 0.146

TRX-2 4.02 0.071

TRX-3 1.00 0.349
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Table 1

Resonance Parameters of Low-lying s-wave .Resonances o£ U-238

6 .

6 .

6 .

6 .

6 .

6 .

6 .

6.

6.

20

20

21

21

20

21

21

21.

20

36

36

36,

ER<eV)

65±O.IO

65

63

68±O.O6

690=r0.025

67

6740.04

7O±O.O6

/OiO.06

.90*0.10

. 7 9

.0*0.3

.00±0.14

. 8

.0*0.3

.2*0.3

.1*0.02

.9*0.2

.8:10.07

.58

. 4

T(meV)

27.5±2

27.5±1,

26*2

31.8±1.

37.5*2.

38*6

<J2. 3±2

. 8

. 5

9

.3

rn(raeV>

1.52*0.05

1.578*0.106

1.52*0.01

1.48*0.05

1.15*0.04

1.45*0.12

1.4*0.1

1.54±0.1

1.52*0.07

8.50*0.l&

9.34*0.44

9.0*0.3

6.35*0.59

9.9±0.4

8.7*0.3

10.3*2.0

8.3±0.7

8.5±0.4

37.98*2.00

30.95±1.17

31.0*0.9

(23.5)

23.43±10.12

27,2±1.5

25±2

21.15*1.30

26.0*3.0

26.1*1.5

24*2

(24*2)

22*3

33.83*3.74

25*2

36.0*3.5

21.9±2.3

28.8*2.3

25.9*12.0

30*6

25±5

23*2

26.33*3.0

31.3*2.2

Quantity
Measured

aY>°s

at

S.I.

°t

\

\

\

°t

a t,VS.l.

CTY>as

S.I.

a
t

°e
a
t

a
t

°t
a
t

ot.<rv.S.i.

V .
c

t

Author, year

Rahn

Asghar

Jackson

Rosen

Radkevich

Bollinger

Lynn

Levin

Harvey

Rahn

Asghar

Rosen

Radkevich

Bollinger

Lynn

Fluharty

Levin

Harvey

Rahn

Asghar

Firfc

' 7 2

'66

•62

' 6 0

•57

•57

• 5 6

•56

•56

'72

•66

' 6 0

•57

'57

'56

•56

•56

'56

•72

' 6 6

• 6 3
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Table I (Contd)

36

36

37

36

36

37

37

37

V e V )

.53

.8±0.6

.0*0.4

.6

.8*0.15

.0*0.6

.1*0.4

.0i0.3

r(meV)

63±8

53.5±3.9

70*20

T (meV)
n

34.5*3.0

33*2

22.G±3.5

34.0*2.3

28.6±1.5

32,6*9.0

30*4

32.5±1.9

rY(meV)

21.2*3.5

2 6 »

34*10

29 ±10

24.9*4.2

27.7*24.0

4O±2O

29±9

Quancity
Measured

°V
S.I.

" t

at

" t

0

t
0

Author, year

Moxcm

Rosen

Radkevicb

Bollinger

Lynn

Fluharty

Levin

Karvey

•62

'60

'57

'57

•56

'56

'56

•56

6i'*.10±0.15

6610.1

66,0

66.0*0.10

65.95

66.1

65.7

66.3*1.1

67.7*0.8

66.0

66.2*0.4

66.0*2.5

66.5*0.7

50.2±1.6

49*7

41.2*2.3

26.02*2.03

24*1.5

24.8±1.5

25,3*1.0

22.74*0.77

25.1*1.2

25.5*1.5

23*2

19.1*4.5

23.4*1.5

22.6*1.5

25.447.0

25*2

21*2

25*2

19.6*3.0

(19.6±3.0)

26.07*1.67

25.1*1.6

24.1*2.0

20*3

25.5*12.0

25.6*9.0

18.6±2.7

39.1*26.0

)7±10

vvsa-
V°Y

°t

°t
a
Y

S.I.

a
t

a t

a
t

0 t

0 t

Rahn

Haletski

Rohr

Carraro

Asghar

Firk

MOKOZI

Rosen

Radkevlch

Bo1linger

Lynn

Fluharty

Harvey

•72

'72

•70

•70

•66

•63

•62

•60

•57

'57

'56

•56

•55
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Table 2

Effect of Reducing the Capture Width from 24 meV to 22 meV

(eV) ^ (thermal) (b) /SRes. Integral (b) &1
eii <b>

6.67
20.9

36.8
66.15

-0.109
-0.036

-0.031

-0.006
-0.182

-0.696
-1.4*8

-2.C14
-0.518
-4.676

-0.162
-0.071

-0.057
-0.021
-0.311
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