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PREFACE

The Conference on Nuclear Data Evaluation Methods and
Procedures organized under the auspices of the Division of High
Energy and Nuclear Physics, the Division of Reactor Research and
Technology, and the Office of Fusion Energy, of the U.S.
Department of Energy and the Electric Power Research Institute
(EPRI) was held at Brookhaven National Laboratory, Sept. 22-25,
1980. The Proceedings are presented in these volumes. The
Conference was held in the format of a workshop in which review
papers were presented by particularly knowledgeable persons in
each aspect of nuclear data evaluation. Following each review
paper there was a discussion period which proved, in most cases,
to be lively.

Both written versions of the reviews and transcribed versions
of the discussion periods are included in this report. It is
hoped that it will serve the double purpose of describing the
state-of-the-art and of providing a handbook of methods that can
be referred by both experienced and new evaluators.

The organization and implementation of this conference
required a large amount of work on the part of many persons.
Quite clearly, the success of the effort depended primarily upon
the reviewers who provided the technical substance. The
organizing committee, made up of the session chairman, selected
the reviewers so an acknowledgment of their efforts is likewise
appropriate. A special word of thanks is due to Dr. J.J. Schmidt
of the IAEA Nuclear Data Section who provided a masterful summary
of each day's discussion as the last item on the day's program.

On the first evening of the meeting there was a "mixer" and a
banquet was held at the end of the second day. Our after-dinner
speaker, Professor H.H. Barschall, recounted his personal
experiences during the early days of discovery of the fission
process and his subsequent experiences with the Manhatten District
Project.

The National Nuclear Data Center of Brookhaven National
Laboratory was the host organization for the conference. Dr. Sol
Pearlstein, Director of the NNDC, and his staff provided excellent
support to the participants by taking care of the details of
travel and housing, by insuring that the session were taped and by
obtaining the use of the excellent auditorium in Berkner Hall.

Finally, I extend my personal thanks and those of the
organizing committee to Mr. Benjamin Magurno of the NNDC. He
handled the myriad of tasks associated with announcing the
conference, pre-registration, organization of the banquet, and
editing and expediting the publication of these proceedings.

Robert J. Howerton, Chairman
Livermore, California
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USE OF R-MATRIX METHODS FOR LIGHT ELEMENT EVALUATIONS

G. M. Hale

Los Alamos Scientific Laboratory, University of California
Theoretical Division

Los Alamos, New Mexico 87545

ABSTRACT

Some general aspects of parameterizing nuclear re-
action data with a unitary, multichannel theory are
discussed. The special case of R-matrix theory is con-
sidered, where the explicit separation of long- and
short-range forces and the natural occurrence of energy
pole terms afford a number of advantages in describing
data for light-element reactions. Examples are given
for both neutron- and charged-partide-Induced reac-
tions which illustrate multichannel R-matrix tech-
niques, including the use of charge symmetry to relate
data for mirror systems. The limitations of conven-
tional R-matrix methods are discussed briefly.

INTRODUCTION

Nuclear data evaluation often involves the parametric repre-
sentation of experimental measurements to produce smooth func-
tions of incident energy and scattering angle. To build in even
the simplest of the conservation lava for nuclear interactions,
e.g., flux, total angular momentum, and parity, one needs to pa-
rameterize the unitary collision matrix, U. [lj The most famil-
iar of these is a direct parameterization of U in terms of phase
shifts, absorptions, and mixing angles. However, the unitary
realizations of U in terms of these parameters becomes increas-
ingly cumbersome as the number of coupled states exceeds two.
Furthermore, the energy dependence of these parameters, which
comes in great part (especially at low energies) from the known
long-ranged parts of the Interactions, remains unspecified.

These difficulties with the direct parameterization of the
collision matrix can be circumvented by using R-aatrlx theory.
[2j Following a simplified illustration of multi-reaction data
analyses using a unitary description, we shall introduce the pa-
rameters cf R-matrix theory in a brief summary of the formalism.
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Unitary Description of Nuclear Reactions

At sufficiently low energies, a system of interacting nu-
clear particles eventually separates into pairs of clustered
fragments which mutually interact only through Coulomb forces (if
present). In regions of configuration space where this separa-
tion holds (the "external region"), the radial wavefucction de-
scribing the relative notion of any possible two-body arrangenent
channel c can be expressed as

uc<rc> " V r c > - I, °c' <*c> V c • <l>

where the collision matrix elements U , are amplitudes of outgo-
ing spherical waves 0 c > in each of the channels c* for incoming
spherical waves I normalized to unit flux Incident in channel c.
Conservation of the (unit) incident flux in all the outgoing
channels implies unitary of the collision matrix,

tIUf - V*U - 1 (2)

The results of any scattering measurement done on the system
can be expressed as bilinear combinations of the elements of U.
In particular, the differential, integrated, and total cross sec-
tions for uncharged incident particles are given by

with

s s J1J2*1*2*1*2

Z(i J i J ,8L)Re(U -5 )(U -6 , )* ,
1 1. L L CJCJ C lCj C 2C 2 C 2C 2

— _ _ T3 \ f 1 TX1 X • TT *> I '

a'a o A v " x l ; r c ' c °c'c
Js'sJH

"T,a

<2J+1>K'c-fic'c|2 • ( 4 )

" 2ir * I <2J+D [1 - Re(U_ )1 , (5)
Js< cc
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where the factor F - [fc2 (2s x +l)(2s2 +DJ
1 is defined in terms

of the incident center-of-mass wave number k and spins &ia and
s« • The channel label c contains an arrangeaent index a and the
quantum numbers s, I, and J, for spin, orbital angular momentum,
and total angular momentum, respectively. The coefficients Z are
related to those of Blatt and Biedenharn, as defined in Ref. [3].

The unitary conditions (2) satisfied by the collision matrix
impose strong constraints on data for different reactions calcu-
lated from relations like Eqs. (3)-(5) for the cross sections.
To illustrate this, we consider the simple case of only two coup-
led states, each of which belongs to a different arrangement a.
The 2 x 2 collision matrix is conveniently parameterized in terms
of Stapp's "nuclear-bar" parameters [4] by

e216* i/G? .««l«2)
(6)

In addition to being unitary, the matrix is symmetric as is re-
quired by time-reversal invariance. [1]

We see the unitary and time-reversal conditions allow a pa-
rameter izai'on of U in terms of only three real parameters, (Sj,
§2f and TI, which are, in principle, completely determined by ana-
lyzing (1,1) and (2,2) scattering data. THIS, in this simple
cari:, data for the (1,2) reaction are completely redundant with
(1,1) and (2,2) scattering data. Of course, in most cases of in-
terest, other states must be taken into account that dilute these
simple results, but the tendency of unitarity to relate data for
different reactions remains, particularly near resonances where
the dominance of a few states more closely approximates the
simple situation described above.

The ability to include redundant data from different sources
has clear statistical advantages in the determination of parame-
ters by fitting experimental measurements. The parameters are
better defined simply because their over determination is in-
creased, and they are influenced less by systematic errors in the
measurements, assuming these errors occur in random, uncorrelated
ways among data for different reactions. Including measurements
of observables other than cross sections (polarizations, etc.)
has much the same effect, and in addition, since they depend on
different bilinear combinations of the collision matrix elements,
tends to eliminate multiple solutions for the parameter values, a
well-known problem which plagues phase-ahift analyses of cross
flections.

From the considerations above, it is clear that evaluation
purposes are well served by a parameterization of nuclear reac-
tions having a simple multichannel generalization which, at a
minimum, builds in the unitarity and symmetry of the collision
matrix. R-matrix theory provides such a parameterization which,
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moreover, explicitly contains the dependence of the collision
natrix on the known, long-ranged forces. A brief, foraal summary
of this theory is given in the following section.

R-Matrix Formalism

We outline here, for the sake of completeness, dicussion
which has appeared in previous contributions [5], [6) to cross
section and evaluation meetings, and which is equivalent to that
found in the literature. [2], [3], [7] R-natrix theory presumes
there exists a set of finite relative coordinates, called
"channel radii," beyond which short-ranged forces vanish, and the
wavefunction has the form given in Eq. (1). These channel radii
(a c) define a "channel surface," inside of which (i.e., the
"internal" region) the wavefunction can be expressed as a formal
solution of the Schroedinger equation

¥ - (H-E +i)"\tV , (7)

with the addition of a "boundary condition" operator

i, - I |c)(c| (-f̂  rz- Ec) , (8)

which projects onto the channel surface and makes the infernal
hamiltonian operator H hermitian. [7] The "channel surface"
functions jc) in Eq. (8) are defined in terms of channel spin-
angle eigenfunctions of total angular momentum and parity, T (iv )
and the channel reduced masses, m , by

«(r -a )

r V V ' {9)

and B are the real, energy-independent boundary condition num-
bers which characterize the theory of Wigner and Eisenbud. [2]

Using Eq. (8) in the projection of Eq. (7) on the channel
surface gives

(10)

where the Green's function operator

G - (H + A - E)'"1 (11)
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is hermitian due to the chr Ice (8) for JL . But because the
wavefunction and its first derivative are continuous across the
channel surface, the projection (c|f) is sinply Eq. (1) evaluated
at r « a . Thus, Eq. (10) leads to a relation between elements
of the R matrix,

Rc,c,(c'JG|c) , (12)

and elements of the unitary collision matrix U , appearing in
Eq. (1). In matrix form, this relation is (3]

U - 2iO~1[l-R(L-B)]~1RO~1 + I0"1 - , (13)

where the incoming and outgoing spherical waves are evaluated at

r - a , as is the logarithmic derivative L « a -=— 0 /0 .
c c c c or c c

The unitarity of the collision matrix U follows from the
hsrmiticity of the R matrix. Furthermore, R, being surface
matrix elements of the internal Green's function (11) depends
only upon the properties of the internal hamiltonian H, which is
dominated by nuclear forces. External Coulomb and angular
momentum effects are separated out in Eq. (13) and contained in
the surface functions 0, I, and I>. The real and Imaginary parts
of L » S + iP are usually called the "shift" and "penetrability"
functions, respectively, while the phase of 0 is termed the "hard
sphere" phase shift, $.

The hermiticity of 6 allows a simple and familiar expansion
for the R matrix. Since the eigenfunctions I A) satisfying

(H +jL )lx) - E I A) , (14)

for real eigenvalues E. form a complete orthonoroal set in the
internal region, 6 has the spectral expansion

A A

from which it follows immediately that

Rc' C-
( c tl Gl c )' x YT*=-r • (16)

A A

where Y , - (C|A) is the "reduced width" amplitude.
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Equations (13) and (16) constitute the simple unitary, sym-
metric, multichannel description of nuclear reactions desired for
parametric fits to experimental data. The parameters of R-aatrix
theory, the Y , and E , depend in principle upon the channel ra-
dii a and boundary conditions B . But since one can transform
the parameters Y ^»Ei analytically from one boundary condition to
another [8], the1 values of B are of no practical consequence
(although they can be important in interpretations of the Y , and
2. ) • In principle, the same is true of the channel radii a ,
provided that they always exceed the range of the short-ranged
inter-cluster forces. But in practice, the sum over levels in
(16) is always truncated, and the correspondence of the Y .and E,
for different radii is difficult to establish. Fortunately, it
appears in most cases that truncated level expansions can give
good descriptions of the data over finite energy regions if the
channel radii are close to the sizes of the interacting nuclei
[ l / 3 l/3]

r(A
Thehe simple pole terms of the R-matrix expansion can be made

to correspond with resonances of the interacting system of par-
ticles. However, distant-level, or "background" (sometimes
called Rgg) poles usually identified with shorter-lived "direct"
processes can also be included. Both types of terms are impor-
tant in describing reactions in light nuclei, and the off-
diagonal distant-level contributions to the R matrix usually can-
not be neglected since they correspond to direct stripping and
pick-up mechanisms.

R-MATRIX CODES AND METHODS

Several codes have been developed to fit experimental data
with R-matrix parameters. The emphasis of some of the vo~V done
with these codes is on nuclear structure studies, where the main
interest is in the values of the parameters; and of others, eval-
uation, where the fits to the data are of primary concern. In
either case, the calculational procedures are much the same. One
chooses for a set of two-body channels in the system of interest
(usually the open channels in the energy range under considera-
tion) values of channel radii and maximum orbital angular mussn-
tum quantum numbers (£max ). This defines a finite number of
states for the problem, coupled according to their values of
total angular momentum and parity (Jp). For each Jp, a fi-
nite number of levels is specified by choosing level eigenener-
gies E. and channel reduced widths y. . Starting values for
many of these parameters can be obtained from compilations of nu-
clear structure deta [9] or from theoretical calculations. The
R-twtrix elements are formed according to Eq. (16) and combined
with ""'.e surface quantities derived from Coulomb wavefunctions to
give the collision matrix elements of Nq. (13), which are then
used in Eqs. (3)-(S) (or in corresponding relations) to calculate
the cross sections (or other observables). The R-aatrlx
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parameters are adjusted to achieve a "best" fit in some sense to
the experimental data included in the analysis.

Characteristics of some of the R-matrix codes currently be-
ing U3ed are listed in Table I. MULTI [i.0] has been used in
nuclear-structure studies for neutrons incident on •: variety of
heavy and light elements. Codes in the ORMAP sequence [11] have
been used to analyze and extract nuclear-structure information
from neutron elastic and inelastic measurements done on light
targets between 6Li and 13C at Ohio University-

The RFUNC program is a single-channel (R-function) code used
at ORNL to evaluate the n- C cross sections at energies below 2
MeV [12] for ENDF/B. A similar R-function program is used at
Yale University and at ANL. EDA [13] has been used to analyze
data for both neutron- and charged-particle-induced reactions in
light systems between A » 6 and A =* 17. The ENDF/B evaluation
for He, and those for 6Li, B, N, and 160 at low energies,
were based on R-matrix analyses using this code. EDA is the most
general R-matrix program available, but it requires large compu-
ters, whereas most of the other codes can be run on a PDP-10.

Different methods of preparing the input data are used in
analyses done with these codes. MULTI and EDA use the data di-
rectly, weighted in most cases by the quoted experimental errors,
assuming no correlations (other than overall normalizations) ex-
ist among the measurements. ORMAP analyzes Legendre coefficients
derived from the experimental data, neglecting correlations among
the input coefficients. In their C evaluation, Fu and Ferey
[12] first estimated averaged values and covariances for six in-
dividual sfu6 of total cross-section measurements, then combined
them using Bayes' theorem to obtain a significantly reduced num-
ber of points and associated covairiances for input to their
R-matrix analysis.

Three of the codes (MULTI, RFUNC, and EDA) use automated
search routines to minimize the x of their fits to the input da-
ta, thereby obtaining information about the second derivatives of
X with respect to the R-matrix parameters. Twice the inverse of
the matrix oZ these second derivatives evaluated at the parameter
values which minimize the x gives the ccvariance matrix C for
the parameters p. A straightforward application of first-order
error propagation gives for the covariances among the calculated
cross sections,

COV (d.,9,) » 5! TTT- C.«

where o. and a., can be cross sections for different reactions,
for different energies, and for different angles, and the deriva-
tives 3oV3p are evaluated at the parameter values which minimize
X2. Such calculations were used to provide the coy&riance files
at low energies for the ENnF/B evaluations of 6L1, 10B. and 12C.
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EXAMPLES

In this section, we present specific examples from analyses
done with EDA to enlarge on some of the points made in the intro-
ductory sections and to illustrate R-matrix techniques which ap-
pear to account rather successfully for z. large body of data from
reactions among light nuclei.

Low-Energy Behavior of Cross Sections

At low energies, one expects the incident particle to be af-
fected mainly by the long-ranged parts of the interaction due to
its long wavelength. These are the parts of the interaction
(i.e., Coulomb and angular momentum effects) that are treated
"exactly" in R-matrix theory. Indeed, all the simple dependen-
cies one expects for low-energy cross sections—"1/v" for exoer-
gic neutron-induced reactions, "constant" for neutron elastic
scattering with hard-sphere s-waves, "Ganow" for charged-particle
induced reactions, etc.—come automatically from the penetrabili-
ty functions P of the theory. These simple dependencies are mod-
ified by the short-ranged effects contained in the R matrix it-
self, which can be significant in the case of low-lying reso-
nances •

As a first example, we show in Fig. 1 the ratio of the
10B(n,ct) and Li(n,a) cross sections as calculated from the
R-matrix analyses of reactions in the B and Li systees to pro-
vide n-10B and n-6Li cross sections at low energies for ENDF/B-V,
compared to recent measurements done at NBS. The measured and
calculated shapes are normalized to 1 at 15 eV, so that one has
only a comparison of the shapes of the cross sections as a func-
tion of energy. If both cress sections were strictly 1/v, the
ratio would plot as a horizontal straight line, and in fact, one
sees about a 2% deviation from this behavior up to 1 keV in both
the measurements and the calculation. In the calculations, the
deviation comes from a broad 7/2+ s-wave resonance which causes
the B(n,a) cross section to drop below 1/v. The Li(n,a) cross
section, having no low-lying s-wave resonances, remains close to
1/v in this region. The break in the measurements at energies
below 10 eV is not yet understood, but is believed to be a molec-
ular effect in the " BF3 crystal.

A similar plot in Fig. 2 shows the ratio of the 10B(n,ct) to
He(n,p) cross sections at energies below SO keV. Again, the da-
ta are recent measurements by the NBS group, the solid curve is
the R-matrix calculation, and the dashed curve is the present
ENDF/B evaluation. A significant departure from 1/v is caused in
this case by a 0+ resonance in the He(n,p) cross section located
just below the n-3He threshold. The departure enters gradually
in the R-matrix calculation, as the data indicate, whereas the
evaluation, without the guidance of low-energy data, was forced
to make A rather abrupt transition between regions of 1/v and
non-l/v beharlor in the cross section.
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Fig. 3 shows an example for an important charged-particle
fusion process, Che T/d,n)4He reaction. The Camow penetrability
and 1/k factors have been removed from the cross section, leav-
ing an "astrophysical S-function" which presumably behaves as a
constant at low energies. In fact, the dashed horizontal line
labeled "Gamow extrapolation" corresponds to the cross-section
values reported by Arnold et al. [14] in place of their own ex-
perimental measurements [15] at energies below 20 keV. The
R-matrix calculation clearly does not follow the Ganow dependence
at low energies due to a 3/2* s-wave resonance at 100 keV, and
tends to confirm the behavior of the original measurements [IS]•

Unitary Constraints Near Resonances

As was mentioned in the Introduction, unitary constraints
near resonances can approach the simple situation illustrated by
the single 2 x 2 colllson matrix. A good example is the cross
sections for n- Li near the 245 keV resonance, which has two
states coupled to Jp » 5/2". A quick look back at Eqs. (4),
(5), and (6) will show that for 6\ resonant (» n/2), the peak
total and reaction cross sections are both determined by the n
parameter alone. Thus, the failure of the ENDF/B-IV R-matrix
analysis to fit both Diment's [16] relatively precise total cross
sections and measurements [17,18] of the 6Li(n,t) cross section
near the peak, as shown in Fig. 4, signaled a severe (>15Z) uni-
tary inconsistency between measurements of the neutron cross sec-
tions. Additional input on the values of n was gained from pre-
cise (2,2) t-a elastic scattering measurements [19] over the res-
onance, which indicated that the calculated peak total cross sec-
tion needed to be raised and the peak (n,t) cross section some-
what lowered (the anti-correlation between the peak total and
(n,t) cross sections is also a consequence of unitarity). Cross
sections from the revised analysis (ENDF/B-V) including the pre-
cise t-a data are seen in Fig. 5 to agree well in the peak of the
resonance with later measurements of the total cross section [20]
and of the (n,t) cross sections [21,22], achieving unitary con-
sistency among the cross sections for this system near the peak
of the resonance to the order of £3X.

Charge-Symmetric Techniques

The fact that the R-matrix has the same symmetries as the
internal hamiltonian, which is dominated by nuclear forces* can
be exploited to introduce symmetry properties not shared by the
collision matrix. One of these is the charge symmetry of nuclear
forces, which means that nuclear forces in a system are unchanged
by the interchange of protonu and neutrons. This implies that
the R-aatrix parameters for mirror systems are essentially the
same if the boundary condition numbers B are taken to be the
same. The parameters need to be corrected for internal Coulomb
effects which can be treated perturbatlvely, as was described at
the Harwell meeting [23].
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We have used charge-symmetric R-matrix analyses to describe
successfully data from mirror reactions in the 4-, 5-, and
7-nucleon systems. The ENDF/B **He evaluation, for instance,
comes from an R-matrix analysis which describes n-ct and p-a data
simultaneously with essentially the same parameters. The example
shown in Fig. 6 is a charge-symmetric prediction for the n-T
total cross section from an R-aatrix analysis of p-3He scattering
data below 20 MeV. The differences between the prediction (solid
curve) and the ENDF/B evaluation (dashed curve), which is repre-
sentative of all but the most recent data, are quite large at en-
ergies below 1 MeV. However, a precise new measurement of the
total cross section done at LLL [24] appears to confirm the pre-
diction at low energies, which resolves a long-standing conflict
between measurements of the low-energy n-T cross section and
those of the coherent scattering length [25].

LIMITATIONS OF CONVENTIONAL R-MATRIX THEORY

The first limitation one encounters in applying R-matrix
theory to the description of light nuclear reactions is the re-
striction to two-body channels. Especially when deuterons are
involved, the thresholds for three- (and more) body channels
occur at relatively low energies. Such channels can be accounted
for approximately by treating them as pseudo two-body channels in
which pairs of the particles are resonant. This treatment is us-
ually adequate to account for absorption in the two-body channels
due to three-body states and can even be used to fit three-body
spectra if the widths of the resonating sub-structures are
properly taken into account.

The second limitation of the theory that is important in ap-
plications to light nuclei is the assumption that the channels
for different arrangements are orthogonal at finite channel
radii. This orthogonality is automatic for channels having the
same two-body arrangement, and holds for channels from different
arrangements if the channel radii are infinite, but in general
the overlap is non-zero for channels from different arrangements
at finite channel radii.

Including channel non-orthogonality affects the relation
(13) between the R matrix and the collision matrix, O, in that
the quantities I and 0 no longer regain simple, diagonal aatrices
of Coulomb wavefunctions. Unfortunately, the off-diagonal ele-
ments of these matrices become complicated integrals that cannot
be evaluated in a model-independent manner. However, taking such
contributions into account with a simple three-particle model,
for instance, would build into R-aatrix theory the particle-
exchange effects that have been speculated to be important in ex-
plaining, for exaaple, the large 1/v cross section air low ener-
gies in the 6Li(n,t)'*He reaction.
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CONCLUSIONS

' The introductory discussion and examples given were intended
to present two main points; first, that unitarity is a necessary
and useful theoretical constraint to impose upon the evaluation
of microscopic nuclear data, and second, that R-raatrix theory
provides a unitary framework particularly well-suited for de-
scribing reactions in light nuclei. The full advantages of this
approach for evaluation purposes are realized only by doing
multi-reaction analyses, including data for a variety of observa-
ble types. This has been done, wherever possible, for the
R-matrix-based evaluations for *He, 6Li, 1 0B, 1 ZC, I5N, and 1 6 0 ,
?nd perhaps should be used to update evaluations for some of the
other light elements in ENDF/B.

tfears of R-matrix code3 for data evaluation appear to agree
on the desirability of diluting the influence of any one data set
on the final results, either by including a large number of data
sets directly in the analysis or by precomblning measurements of
the same quantity. The second approach, if it is done in a sta-
tistically unbiased fashion, obviously has merit when some of the
data sets contain unmanageably large numbers of points. The com-
plication in this case, however, is that covariances must be sup-
plied with the input data.

Finally, we conclude with the observation that this basical-
ly successful approach to describing charged-partlcle and
neutron-induced reactions has some interesting areas for further
study. A more sophisticated treatment of the internal Coulomb
corrections we are making to R-matrix parameters would Improve
the predictive capability of this technique and possibly allo* a
better assessment of the con '-, tency of data for mirror reactions
with charge symmetry of nuel-:.»r forces. An approximate account-
ing for three-body channels and for channel non-orthogonality at
finite radii could result in more detailed agreement with experi-
mental measurements and a better undertanding of the origin of
certain non-resonant features in the data.

Most of the analyses described here using EDA were done in
collaboration with D. C. Dodder and K. Witte. I am grateful to
C. Bowman and A. Carlson at the National Bureau of Standards for
providing Figures 1 and 2 showing some of their recent measure-
ments prior to publication.
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TABLE I

CHARACTERISTICS OF SOME R-MATRIX CODES IN CURRENT USE

Code:

Developed at:

Incident
particles:

No. arrangements:

No. levels/JP:

max:

Types of data
analyzed:

Search Method:

Fits on:

MOLTI

LLL(LASL)

neutrons

3

no Unit*

6

Int. cross
sections
for (n,n),
(n,n«),

(n,f)

Automated
Levenberg-
Marquardt
algorithm

PDP-10

ORMAP

Ohio B

neutrons

3

5

3

Legendre
coeffi-
cients
for a,P
up thru
L-5

Manual

PDP-10

RFUNC

ORNL

neutrons

1 (spin )
target'

10

3

a,P

Automated
grid

PDP-10

EDA

LASL

general

no
limit*

no
limit*

no
limit*

general

Automated
rank-1
variable
metric

CDC-7600

Subject to overall storage limitations
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Fig. ].
Ratio of the relative shapes of the i0B(n, a) and T-i(n, a)
cross sections at energies between 1 eV and 1 keV. The
points are recent measurements from NBS, and the curve is
from R-matix calculations used in the ENDF/B-V evaluations
for 10B and 'ti.
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Fig. 2.
Ratio of Che relative shapes of the 10B(n, a) and
cross sections at energies between 10 eV and 50 keV. All
the points are measurements by the NBS group. The solid
curve is a calculation of the ENDF/B-V luB(n, a) cross
section relative to the ^ie(n,p) cross section obtained from
an R-matrix analysis of reactions in the "*He system; the
dashed curve is for the sane B(n, a) cross t~c.ti.on. relative
to the ENDF/B-V ^eCn.p) cross section.
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Fig. 3.
Astrophysical S-function for T(d,n)Tle as a function of
laboratory energy. The solid curve is the R-aatrlx calcu-
lation, and the dashed line is the Gamow extrapolation re-
ported by Arnold et al. [14] in place of their measured
points [IS] at energies below 20 keV.
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total cross section (solid curve) from an R-aatrix analysis
of p- He scattering, compared with recent measurements by
Phillips [24] and with the ENDF/B-V evaluation (dashed
curve), which is representative of all previous
measurements.
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Discussion

To how heavy a nucleus is it possible to carry out such detailed
and thorough analyses?

Hale

It depends, of course, upon how rapidly the number of two-body
channels that must be taken into account increases with mass
numbers, but I would guess that the present method would work
without having to make approximations for neglected channels up to
mass numbers in the region of Na.

Schmidt

Did 1 understand correctly, that your R-matrix calculation of the
T(d,n) cross section be lev; -out 30 keV disproves the Gamow
extrapolat ion.

Hale

Yes.

Schmidt

Your R-matrix curve has significantly smaller slope than the
approximately 10% accurate experimental data. This low energy
part of the T(d,n) reaction is very important for the ignition
phase of fusion.

Hale

Yes, I agree. It should be emphasized, however, that our
calculation deviates from the experimental points only at energies
balcw about 11 keV. In this energy region, the experimentalists
were so unsure of the reliability of the data that they published
values from the Gamow extrapolation in place of their measured
points. I would say that the R-tnatrix extrapolation, which is
determined mainly by fitting the higher energy data, is certainly
more reliable than the Gamow extrapolation, and probably more
reliable than the measurements at the lowest energies. Once the
parameters of the s-wave level are determined by fitting data over
the resonance, then the low-energy behavior of the cross section
is pretty well defined by the interaction of penetrability effects
witl. the broad resor.ar.ce.
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If I understand correctly, EDA still does not use covariance
matrices in the input data. That is to say you assume every data
point to be uncorrelated. I believe this is a serious limitation
which I would urge you to attempt to remove as early as possible.

As an example, I suspect that you and possibly many people
are concerned about the apparent lack of agreement of your li-
ma trix curve for the D-T reaction below 30 keV with data. It is
impossible to gauge what is the level of agreement or disagreement
between the calculation and the data without consideration of the
off-diagonal elements of the covariance matrix of the data. The
agreement could be much better or much worse than it appears to be
by considering the data points as uncorrelated.

Hale

I agree this is something we should worry about in principle, but
I am concerned about the practical aspects of increasing the size
and complexity of an already large and complicated code by taking
into account covariances among the input data. The overall
normalization uncertainties are already handled separately from
the statistical errors.

As I mentioned before, the T(d,n) measurements at low
energies were very difficult, and the impression I have from
talking to some of the participants in the experiment is that they
are surprised the calculation agrees as well as it does with their
measured points it energies below 20 keV. In particular, they
feel that the lowest three points (Ed ™ 7-11 keV) could have
considerably larger uncertainties than they assigned.

Poenitz

Which Li(n,a) cross sections were shown in the two figures? It
appears that not only the latest experimental data came up in the
peak but also the R-matrix fit came down.

Hale

In the first figure (circa ENDF/B-IV), I showed your data (labeled
Foentiz) and those of Coates. In the comparison with the ENDF/B-V
results, the data of Lamaze and Renner were shown. Yes, it is
correct that the calculated Li(n,a) cross section decreased
somewhat in the peak for Version V and the calculated peak total
cross section increased—by a substantial amount, actually, as
compared to Diment's errors.
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Poenitz

In what sense do you use the X fit? If you have two data sets
as input, one with 100 data points and the other with 10, do you
use tfiem such that the one with 100 points has a factor of 10
higher weight?

Hale

Yes, we would include both data sets with the number of points
given. Except, as mentioned earlier, we do handle the
normalization separately, and each experimental data set would
only have one normalization factor.

Vonach

Where are the high energy limits for the R-,matrix techniques?
Would you discuss them?

Hale

The upper energy limit depends on the specific reaction or channel
in an analysis. For some reactions, we cover ranges of
(laboratory) energy from 0 to 20 or 30 MeV; for others, we only go
up to a few MeV. This is because generally we try to avoid going
above the thresholds for three-body states, although there are
approximately ways of treating these in terms of pseudo two-body
channels (i.e., sequential decay) that we sometimes use. A
typical measure of the energy range we cover would be 10-15 MeV
excitation energy in a compound system.

- 531 -



- 532 -



METHODS USED IN EVALUATING DATA FOR THE INTERACTION OF
NEUTRONS WITH LIGHT ELEMENTS (A < 19)*

Leona Stewart +

Los Alamos Scientific Laboratory, Theoretical Division
University of California

Los Alamos, New Mexico 87545

ABSTRACT
In the interaction of neutrons with l igh t nuclei , many anom-

al ies are observed. In par t icu lar , the probabi l i ty for gamma-ray
production is generally small over most of the neutron energy
range. On the other hand, 6 L i , 3He, 1 0B, and 7Be have thermal
"absorption" cross sections which range from 940 to 48,000 barns.
10B is the only l i gh t isotope which has a posit ive Q for a 3-body
react ion, the (n, t2o) . As the neutron energy increases, however,
3- and 4-part ic le direct breakup and sequential formation cross
sections dominate the nonelastic for D, T, 6 L ' , 7Be, 1 0B, and 12C
above a few MeV. For higher-mass isotopes, part ic le emission
(protons and a's) are often the preferred mode for deexcitation of
levels excited via (n,n*) reactions, where energetically possible.
Very few of these part ial cross sections have been measured with
the necessary precision. Problems are part icular ly inherent in
experiments on negative Q reactions near the 3-body threshold.
The many-body problem must be treated as several two-body seqjen-
t i a l steps in a theoretical analysis; the emitted part ic le angular
d is t r ibut ion is required as input, but is rarely known. Precise
knowledge about individual part ial cross sections is often
important, especially when neutron mul t ip l icat ion, breeding of
fusion f ue l , radioactive contamination, depletion or buildup of
the target , energy transfer, or time-dependent parameters are
required. Specific examples are described for the evaluation of
neutron interactions with l i gh t elements which employ isotopic
spin, inverse reactions, charge-conjugate reactions, and the
elast ic scattering of charged part icles (with Wick's L im i t ) .

*Work supported by the U.S. Department of Energy, Division of
Reactor Research and Technology, and Offices of Mi l i tary
Application and Basic Energy Science.

+Current ly on loan to Oak Ridge National Laboratory,
Engineering Physics Department, Oak Ridge, Tenneessee 37830.
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INTRODUCTION

The evaluation of neutron interactions with light nuclei is of
interest for a broad range of applications. Light nuclei are
widely used in flux monitors for cross-section standards applica-
tions, in the production and use as fusion fuels, as absorbers of
low-energy neutrons, as neutron moderators, and as neutron
multipliers. Air and water are common neutron shields. Compounds
containing hydrogen, carbon, nitrogen, and oxygen are widely
employed in research and industry. Of the light stable nuclei,
only fluorine plays a minor role in applied programs. Since stan-
dards applications are included elsewhere in these proceedings,
these cross sections are not covered in this review. Evaluations
performed using theoretical models are described in the previous
paper, therefore this review includes a tabular summary only of
those data (See Table 1). This paper will be concerned mainly
with briefly describing the many "tools" which can be employed in
the evaluation of neutron interactions with light element reac-
tions which greatly enhance the reliability where precise theore-
tical analyses are not yet available.

METHODS EMPLOYED AS "AIDS"

Various tools can be employed in the evaluation of neutron
cross sections. They vary in complexity and detail and several are
equally valid for the higher-mass range, though rarely used.
These aids are br ief ly outlined in th is section. Examples are
chosen to show the results of the use of these tools in the
following section. In the context of th is review, i t would be
impossible to give a concise derivation for each theoretical
method employed but i t is hoped that the simple formulation chosen
here wi l l appeal to a wider audience.

WicK's Limit

A minimum value of the zero-degree elastic scattering cross
section[7] is called Mick's Limit . I t is obtained by assuming that
the real part of the scattering amplitude at zero degrees can be
neglected. The imaginary part of the scattering amplitude,
squared, is simply related by:[7]

(

In evaluating neutron elastic scattering angular distributions to
zero degrees, this l im i t is very useful especially when using
charged-particie experimental data and when neutron measurements
do not include small angles. I t also provides a check on the
zero-degree cross sections obtained from Legendre f i t s to experi-
mental data.
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A note of caution should be borne in mind, however* i f the
zero-degree cross section is automatically set to Wick's Limit.
When the real part of the scattering amplitude is identically zero
at energy E, the neutron polarization is also identically zero at
a l l scattering angles at that energy.

Chargs-Conjugate Reactions

Charge conjugation results from the exchange of the charge of
the projecti le and target nuclei. Since (n-n), (n-p), and (p-p)
forces are related by charge independence,* charge-conjugate reac-
tions can be used to great advantage in the evaluation of neutron
cross sections and angular distributions for the l ight nuclei.
For ENDF/B-V, the following evaluations widely employed charge-
conjugate reactions:

Reaction

n + D

n + T

n + JHe

n + '•He

Charge-Conjugate

p + D

p + *He

P + T

p + *Ke

Types of

Elastic

Elastic

Elastic

Elastic

Data

and Non

and Non

and Non

t

Elastic

Elastic

Elastic

In the evaluation of the elastic scattering of neutrons by
deuterons, n-d data were scarce in number and often of poor
qual i ty. Figure 1 shows how the p-d experiments were employed,
along with Wick's Limit, in obtaining the shape and magnitude of
the n-d angular d ist r ibut ion. A Legendre f i t to the n-d data
alone le f t much to be desired. In this case, the minimum in the
cross section and the forward-backward peaking were reasonably
well represented by p-d scattering, neglecting Coulomb inter-
ference at small angles. I t was fortuitous that the integral of
th is curve agreed with ojgj - 0 ^ to within a few mb at 5.6 MeV.

Phase-Space

To complete the evaluation of the n-d interaction, an n-body
code was designed to calculate the energy and angle for the
D(n,2n) reaction. By assuming equal probability in phase space,
the energy distribution in the center-of-mass system of any one of
the "n" particles emitted can be represented by:

- E
( 3 n / 2 ) " 4

•Neglecting Coulomb effects and proton-neutron mass differences.

+For n + "He, only the elastic channel is open up to 20 MeV.
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where Ej(max) is the maximum energy available to particle "i" and
depends only on the incident neutron energy and the Q-value of the
reaction. The angular distributions, translated into the labora-
tory reference system, are derived from the above equation.
Experimental data for D(n,p)2n and D(p,2p) are essentially all of
the (n,2n) spectral information available for the light nuclei.
A direct comparison of the experimental D(n,p)2n proton spectra
with phase space calculations is shown in Figure 2 for 14.4-MeV
neutrons. These calculations are normalized assuming the eval-
uated an 2n

 cross section is 180 mb. In Figure 3, D(p,2p) calcu-
lated spectra at 13.9 MeV are compared with the extensive
experimental data. The data were smoothed to obtain the solid
lines. Note that the experimental data indicate final-state
interactions and charge effects between the two identical protons
emitted. The general agreement in magnitude is quite good, espe-
cially at small angles.

Finally, the sum over neutron energies produces a strong for-
ward peaking of the emitted neutrons as seen in Figure 4. The
important conclusion to be drawn is that the assumption of
isotropy in the center-of-mass system produces large anistropic
distributions in the laboratory sytem. Near 14 MeV, the 0°/180°
ratio is almost 100 for D(n,2n) neutrons.

Inverse Reactions

A reaction and its inverse are directly related through the
reciprocity theorem and time reversal invariance. The translation
of a reaction to its inverse (or vice versa) involves only the
density of states, and the spins and angular momenta of each par-
ticle in the entrance and exit channels. Both the cross sections
and angular distributions of the reaction products are translated
in the same manner.

No experiments were available on the 3He(n,p) reaction below 1
HeV even though the cross section is 5327 barns at thermal energy.
Although a 1/v shape and magnitude could be determined from
measurements of total cross sections at low energies, it was
important to extend the shape to high energies.

Measurements had been made, however, on the inverse
reaction:xu>u

p + T —*• n + 3 H e . o.764 HeV,

which, when translated into the n + 3He system covered the energy
range from approximately 5 keV to 2 HeV. These results showed the
deviation from 1/v in addition to a plateau near 1 HeV. The
measurements are described in Ref. 1.
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The classic example of inverse reactions concerns the photo-
disintegration of the deuteron. Again, cross-section data on th is
reaction were translated into the rH(n,Y)D system in order to
extend the evaluation from thei^al to 20 MeV. This example was
taken from the evaluation of Horsley.[12] The calculations from the
inverse reaction compared well with a direct measurement near 14
MeV.

The concept of isospin* was f i r s t introduced by Heistnberg as
a method for label l ing two alternative charge states, neutron and
proton, by applying the Pauli spin matrix notation. Simply
stated, isospin is a shorthand way of representing the charge
independence of nuclear forces. A complete derivation cannot be
included in th is review,* instead, use is made of the formula:

where N is the number of neutrons and Z the number of protons in
the nuclei whose mass number is A, usually referred to as
"isobaric nuclei" . As in physical spin, T? takes on a l l integer
(or half-integer) values between -T and +T.

A diagram[13] for the mass-six isobaric nuclei is shown in
Fig. 5. From Eq. (1) , the lowest value of isospin (T = 0) is
assigned to the ground state of e L i , which is the stable nucleus.
6He and 6Be form a (T = 1) t r i p l e t with the second excited state
in 6Li with J11 = 0 . Since 6H and 6B do not ex is t , isospin states
with T > 1 have not been observed. Note that isospin states T = 0
and T = 1 are allowed in 6Li while states in 6He and 6Be have only
T = 1 . States with the same isospin have the same J* and there-
fore the same wave function. Since isospin is a good quantum
number, i t has become a powerful tool in the interpretation of
experimental data needed for the evaluation of neutron interac-
t ions with nuclei.

COMPARISON OF ENDF/B-V CROSS SECTIONS

The evaluated total cross sections for hydrogen and helium
isotopes are shown in Fig. 6. Except for the well-known
P3/2 resonance in sHe, only broad structure is observed. The
broad maximum near 3.4 MeV in '•H has been assigned as a 2 " , T=l

*The terms isospin, isotopic spin, and isobaric spin are used
interchangeably throughout the l i t e ra tu re .

'''See the previous paper by G. M. Hale for additional
information.
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state consistent with its isobaric analogue in "*He and '•Li
although a phase-shift analysis implies two and possibly four
states to this level (See Ref. 14). Since all of these levels
decay by particle emission, unique assignments are difficult. The
nonelastic cross sections for D, T, and 3He are smooth.

Total cross sections for 6Li, 7Li, and 9Be are compared in
Fig. 7. The peak in 9Be near 2.8 MeV ascribed to two levels is
not seen in the evaluation for the (n,2n) cross section (Fig. 8),
although the (n,2n)2a reaction threshold is well below this
energy, and all levels in 9Be decay by neutron emission. The
shape of the evaluated total cross section for 9Be above 10 MeV is
not borne out by available experimental data or theory. 6Li is
the lowest mass nucleus for which inelastic scattering is possible
but all except the 2nd level decay by the emission of a + d. The
(n.n'y) cross sections for the second level were not. available
except as upper limits but the values assumed are small due to its
J* and T assignment. This T = 1 state corresponds to the isobaric
ground states of 6He and 6Be, therefore the shape and magnitude of
the 6Li(n,p)6He cross section were assumed. 7Li is the lightest
nucleus which shows a significant (n.n'y) cross section (Fig. 9 ) .
This 478-keV level is rarely separable from the elastic peak in a
neutron scattering experiment except at low energies so this eval-
uation was based on y-ray measurements. Due to the spin and
parity of the level, y-ray emission is isotropic so that an angu-
lar distribution measurement was not required. Several problems
pertaining to the nonelastic cross sections and the energy-angular
distributions of neutron production will be discussed in more
detail in the next section.

The total cross sections for 1 0B, n B , and C are shown in
Fig. 10. Here the structure is significant, especially for C. As
noted in Table I, an R-matrix analysis was used for the eval-
uation of C up to 4.8 MeV. Above this energy, the inelastic
scattering from the 4.44-MeV level comes in very strongly and, in
fact, shows resonance effects as seen from Fig. 11. The anomaly
near 15 MeV is not real. Since 10B is used as a standard and as
an absorber at low energies and 1XB is not very important, C has
been chosen to represent the various partials which make up the
total nonelastic cross sections. As seen from Fig. 12, the total
(n,n') is made up of the (n.n'r) and (n,n'3a) reactions. All of
the partials show structure below 10-12 MeV. Note the large
4-body cross section which dominates the nonelastic cross section
above 14 MeV. In the evaluation, various 12C levels were assigned
to allow correlation between the (n.n1) neutron energy and angle
so that a very small part of the cross section is left in the so-
called "continuum" where energy-angle effects are lumped.

The nonelastic cross sections for 1J*N, 1 6 0 , and 19F are shown
in Fig. 13. Although (n.n'y) cross sections become much larger
for these nuclei, it should be noted that, at high-excitation
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energies, the target often decays via particle emission and these
are labeled in ENDF/B-V by flags. Otherwise it would be
impossible to check the gamma-ray production cross sections or to
calculate hydrogen and helium isotope production induced by
neutrons'.

CONTINUUM REACTIONS

As mentioned previously, the representation of continuum
neutrons for 3- and 4-body reactions is a difficult task for light
nuclei. Improvement can be obtained by assuming that a target has
bands of excitation energies (Ei aE), with the "real" levels
superimposed. These bands can then represent sequential modes of
formation and decay of the levels and they preserve the energy-
angular distributions of the emitted neutrons. Similar treatment
is often made for heavier nuclei when a band of levels could not
be effectively separated into each composite part.

The treatment of the 6Li(n,n'd) reaction for 5.74-MeV neutrons
is compared with experimental measurements in Fig. 14 at two
angles. The experimental data[16] contain the elastic peak while
the calculations include several bands of levels plus two real
levels at 2.2 and 3.5 MeV. Note that the Version IV evaluation
took no account of the energy and angular correlation of the
neutrons so that neutrons could be emitted at 134° with energies
higher than "allowed" by kinematics for the elastically scattered
neutrons. This type of analysis certainly allows energy to be
conserved and energy-angular correlations to be used, thereby
improving the quality of the evaluation. For more details, see
Ref. 17.

The same treatment has been applied in representing the
9Be(n,2n)2a reaction with the results for 5.9-HeV neutrons corn-
to Version V in Fig. 15. The curve labeled "present evaluation"
is described in Ref. 15. The Version V evaluation allows only a
few levels so that tha "first" neutron emitted is directly corre-
lated in energy and angle. The "second" neutron emission is then
calculated from the kinematics of the reaction and combined as a
"continuum" which extends in Fig. 15 to about 2 MeV. The Version
V representation was severly handicapped by format restrictions as
described in Ref. 18. The present evaluation which contains
uncertainty information is available in the Version V format from
the National Neutron Cross Section Center with the only require-
ment that the (n.n1) cross sections be multiplied by two to obtain
the total number of neutrons in the exit channel.

For the light isotopes, several problems remain of which a few
are important and others are interesting. First, and foremost, is
the need for a format to represent the error files for the hydro-
gen and carbon standards. Hydrogen and carbon are scattering
standards which infers that the angular distributions of the
neutrons must have some statement of error and correlation.
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Second, it is important to note the difference between data
measured for an isotope and for a material. For example, is the
1SZ resonance included in the analysis for 1 ZC? Is the material
labeled C or 1 2C? One knows, a priori, that raost of the measure-
ments are made on a material while an R-matrix analysis considers
12C and i3C separately. The reaction cross sections, are usually
attributed by virtue of the Q-value to 1 2C. These comments are
not restricted to the carbon evaluation. They are directed,
instead, to a clear and concise method for labelling, if one can
be found.

Third, a better method is needed for representing (n,2n) and
(n,3n) energy and angular spectra for the light nuclei. The data
can certainly be calculated today better than they can be repre-
sented in the ENDF files. In fact the representation for all con-
tinuum reactions for light nuclei needs improvements.

Fourth, to the author's knowledge, several isotopic evalua-
tions are not in reliable condition. The "correct" way to improve
the evaluations is not at all obvious from recent measurements.
Perhaps the most important are the fuel-breeding reactions,
6Li(n,n'd) and 7Li(n,n't), above a few MeV.

The 6Li(n,n'd) reaction is compared with measurements of the
total emission cross section and the Version V evaluation
in Fig. 16. While the errors on the measurements are considerable,
they certainly do not overlap each other nor, above 6 MeV, the
evaluated curve. The Drake data suggest that the evaluation
should be higher and the Rosen measurements imply that the eva-
luation should be lower. Perhaps it should be noted that both
Hopkins and Drake measured the total emission spectrum, including
the (n,2n) reaction which has a 4.3-MeV threshold, while the a-d
star was observed by Rosen.

A consistency check was made by comparing the 6Li elastic
scattering measurements with ENDF/B-V (Fig. 17) since all other
partials are small compared to the cross sections shown in Fig.
16. This comparison indicates that the elastic could be lowered
below about 5.5 MeV, remain the same near 5.5 MeV, and could be
lowered appreciably at higher neutron energies, except 14 MeV.
The only other obvious alternative would be a large (n,2n) cross
section which would be contrary to the imprecise data available
and hardly seems likely. It should be noted, however, that energy
spectra of the emitted neutrons have been compared among these
measurements and the largest discrepancies among the data appear
for the emission of neutrons below 1 MeV.

The 7Li(n,n't) reaction is shown in Fig. 18. Again, a high
and low data set exiist except that now the Rosen data are high
rather than low. The Swinhoe experiments involved recovering and
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measuring the tritium produced in the samples, as did the measure-
ment by Wyman (not represented). The Wyman data reproduced the
Rosen data near 14 MeV. Rosen observed the t + a star in
emulsions.

When compared to experiment, the ENDF/B-V evaluation on the
elastic scattering of neutrons by 'Li (Fig. 19) does not fare so
badly since all of the measurements except the first point by
Hopkins include the 478-keV inelastic level in the elastic angular
distributions. A successful method for correctly representing the
angular distributions of the neutrons scattered from this level,
is not yet clear.

The nitrogen evaluation could stand some updating for various
partial cross sections but these are small contributions to the
total nonelastic cross section. The l XB evaluation has not been
updated properly since Version I and is perhaps the least reliable
of all the evaluations of the light isotopes.

CONCLUSION

Although most evaluators of ENDF materials are not par-
ticularly concerned with light nuclei, the methods outlined here
are often useful in many applications. For example, the X(a,n)Y
reaction gives a lower limit on alpha-particle production for the

n + Y — - a + X

inverse reaction for all nuclei since it corresponds to the
ground-state transition.

In this review, it has been shown that isospin, charge-
conjugate reactions, phase-space arguments, and charged-particle
cross sections can often be used to improve the evaluations for
light isotope reactions. A precise, theoretical treatment of the
complete system, however, is the recomrminc'ed procedure, where
practical.
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Fig. 6. Evaluated total cross sections for ENDF/B-V for the
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excited state in 7Li at 478 keV. All other levels in 7Li
decay via particle emission. This cross section steadily
decreases to approximately 70 mb at 20 MeV.
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Discussion

Mughabghab

Were the total cross section measurements of Harvey included in
the Li evaluation?

Stewart

Yes, but only the total cross section was updated in the
evaluation and that only above the 200-keV resonance.

Froehner

I did not catch whether the R-matrix f i t s reported by G. Hale in
the preceeding talk were fully u t i l i z e d . To what extent were
they? How were the ENDF/B-V curves at higher energies in the las t
s l ides obtained?

Stewart

The curves at lower energies, such as the Li to 1 or 2 MeV, were
the R-matrix predictions of Gerry Hale. Above that energy, they
were obtained by "brute force," using a l l the information that we
know.

Smith

I have a comment and a question. First, regarding tritium
production from Li, a paper is presently being typed that
describes a new experiment performed at ANL including full blown
correlation matrices. The substance of it is that the cross
section is slightly larger than the British measurement (Swinhoe
and Uttley), but the two experiments are consistent. It is a very
carefully done measurement, and I have confidence in it. It was
made by Donald Smith and James Meadows, who are both very careful
experimentalists.

Now for my question, which I address to you and to the
previous speaker. I am a rather dull-minded experimentalist who
likes to try and get some physics out of his measurements rather
than just sending the numbers to the evaluator. In doing so, I
have blundered about occasionally with things like R-functions and
R-matrices. The R-matrix is a beautiful formalism, and it has
certain physical laws built into it, like unitarity. I am sure I
have done things very crudely, but I have run into problems, and I
will give two examples.

An R-function analysis of a very good data (n • C) leads to
a result which is in agreement with the excellent one by Perey and
Fu; I believe, to within IZ at 4 MeV. However, in somt case*
where the resonances are not all that well defined, the paraaeter*
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are quite different. That is, they are not at all unique, and
this is for the simplest thing I can think of—a spin 0 target and
just au R-function analysis.

A more complex case of the same problem of physical
definition is this Li business. In a 1979 paper (I believe the
reference is Z. Physik A227), it is proposed that this whole
business of the L = 0 contribution to thermal energies is due to -
deutron exchange mechanism by a direct process. I played gar.es
with that, toe, and as Dr. Hale pointed out, you can mock up this
direct reaction with the R^components. I get a very good looking
result doing this. Now what do I do? 1 looked at the Li system
and, following Dr. dale's guidance, I struck an L = 0 state in at
about 2.5 MeV. This works well, but there is no other evidence
for it that I can find except ttie n + Li thermal cross section.
I look at the mirror nucleus, Be, and I cannot find the L = 0
state there either.

Now how do I use these results? They are beautiful
parameterizations and they knit together different reactions. But
how do I get the physics of reaction mechanisms out of them? How
do I determine whether it is a direct reaction, a resonant
reaction, where the resonances really are, and what is the physics
involved?

Stewart

I believe that Gerry Hale should address this question.

Hale

The interpretation of R-matrix parameters for light nuclei is
complicated by the fact that even most of the "resonances" are
essentially single-particle states which are so broad that they
seldom show up as well-defined "bumps" or anomolies in the
measurements. In the case of Li, however, I think the 3/2 state
is well estabalished—not because it is required to explain the
1/v cross section at low energies, since that comes mainly from
the 1/2 s-wave—but because it is the lowest order positive
parity quartet-doublet transition which can interfere with the
famous 5/2 resonance to give the observed asymmetric behavior of
the Li(n,t) cross section st low energies. I think it is quite
likely that the bulk of the 1/v cross section in Li comes from a
direct process, like the deuteron-exchange term proposed by
Weigmann, which is approximated in our analysis by distant levels,
and not by any s-wave resonances close to the n- Li threshold.

Stewart

If the Swinhoe experiments are correct on the total tritium
production, as far as I know there is no other reaction in Li-7
that can absorb the excess cross section except the elastic, and
the elastic scattering experiments are much too low to allow me to
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choose any total cross section that has ever been measured. That
is the only thing I would like to leave you with, that is, I oust
have Che partials add up to the total cross section. The only
other possibilities for the excess cross section are the (m,p) and
(n,2n) reactions. They are both small, however,, and not likely
candidates.
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INTERPRETATION AND NORMALIZATION OF EXPERIMENTAL DATA
FOR TOTAL, SCATTERING AND REACTION CROSS SECTIONS*

P. T. Guenther, W. P. Poenitz and A. B. Smith

Applied Physics Division
Argonne National Laboratory

Argonne, Illinois 60439, U.S.A.

ABSTRACT

Problem areas in the interpretation of fast-neutron
data are discussed. Their impact on experimental uncer-
tainties and hence the evaluation process are reviewed in
the context of user needs. Contributions of supplementary
information such as nuclear models and applications tests
are explored. Specific means for resolving difficulties
cited are proposed and illustrated.

*This work performed under the auspices of the U.S. Departnent
of Energy.
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INTRODUCTION

The derivation of an adopted "best value" of a ;»iven
physical parameter involves three mutually interactive, but
approxinately separable, entities: The ^valuator, tut- Dalai
Base, and the Auxiliary Infornation.

The Evaluator deduces - iron the Uata Base and Auxiliary
Information — the "best value" in compliance with sonic theory or
philosophy. Over the years evaluation techniques have varied in
sophistication fron the artistic hand guided by a trench curve
and a good bit of insight, inspiration, or prejudice, to dodged
persistence with innense conputer-aanipulated data files.

The Data iiase (hopefully) comprises a naxinal ensenble of
relevant experimental infornation. The essential point r:er<_- is
that somehow the various contributing data sets have but^r. put on
compatible footing by uniforn assignment of correlated and uncor-
related errors, energy resolution, and so forth.

Auxiliary Information is supplied by systenatics, theoret-
ical estimates, nuclear nodels, and the like. In short, it is
any knowledge that might augment tiiat oi the Data iiase.

The sun total of knowledge is contained in the Data Bait
and Auxiliary Infornation. The kvaiuator cannot change that.
However, he can change perception of that knowledge. Fron this
perspective a particular data set nay appear to be discrepant.
If rational search reveals a shortcoming in 'he interpretation
of a physical measurement, so that the data set can be corrected
or its uncertainty increased, the knowledge of the Data Base
will have been improved.

The purpose of this paper is to highlight a Jew problen
areas arising in the interpretation of fast—neutron data.
The discussion is by no means complete, but rattier reflects
what the authors believe ti b<: a few topics ot" contemporary
concern in data .eduction, analysis and evaluation. It is
hoped that the exanpies given help Chose lacing the task of
compiling and evaluating a Data Base to assess the ir.portar.ee
and extent of certain experimental parameters, correction
procedures and supplementary info mat ion. Such judgment is
essential both before the evaluation process as well as 2:1
reviewing its results.

Although it night be satisfying to produce evaluated liluh
well ahead of user needs, constraints ois financial and Imr.an
resources nay prove such a goal over-anbi t ious. Titus it is>
appropriate to inquire about typical applications o: nuclear
nicroscopic data and to review its utility in this context.

In the present mass-energy region the user interest is
primarily in Fast IJreeder Reactor neutrouics and, secondarily,
in fusion-blanket design. The relevant integral calculations
employ diffusion, transport or nontc-carlu r-.ethods. The evaludtt/i
should be cognisant of these uses ami :.:echoi!s. Thv diffusion ap:u
transport calculations are generally of a mil t i-t'.roup :iarLi;ire as
illustrated, for exanple, by riĈ -J []j win- n.- the calcul.-s: im is
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carried out within the franework of 20U0 ultra-fine lethargy
groups. Such group structure implies an energy-bin width of
ten to a few tens of keV as illustrated in Fig. i. The data
emphasis is on cross section magnitude averaged over the bin
width, with far less concern with angular dependence. The
bin-energy nesh is nuch coarser than the underlying physical
fluctuations and sone of the better-resolution measurements.
Precisions within an intermediate resolution equivalent to that
enployed by the user are sought in the evaluation. More detail
is at best a burden and at worst can compromise the intermediate
resolution accuracies.

In principle, nonte-carlo techniques, such as VI"! [2], can
utilize unlimited detail. In special cases dealing with snail
regions this nay be true in practice. However, it is frequently
pointed out [3J that full—scale-system monte—carlo calculations
employing a very detailed evaluated data base will rapidly
exhaust the storage and computational budget of the largest
present (or conceived) conputational facility. Thus, in prac-
tice, full-scale-systen nonte-carlo procedures employ energy
definitions very similar to those used in the aulti-group
me t hod s.

The above leads us to conclude that the evaluation process
should give primary enphasis to angle-integrated cross-section
values and intermediate energy resolutions.

NEUTRON TOTAL CROSS SECTIONS

The total cross section is of central importance for several
reasons. It is the envelope to which a given file of partial
cross sections must conform. In fact, because of its potential
accuracy, it is often used to determine sone particular partial
cross section. It is also a critical input to nuclear nodel
parameterization.

The total cross section is, in principle, perhaps the
simplest parameter to determine both in regard to experinental
procedure as well as interpretation of the physical neasurenent.
This would appear to be true particularly for energy-averaged
cross sections.

Yet what in fact is measured is the energy-averaged
transmission, i.e.,

<T> = <exp(-';J(E))> . (1)

In the preserve of fluctuations the averaging process can-
not pass through the exponential and one is iorced to define
the effective cross section
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The identification of oeff as the energy-averaged total
cross section <o(E)> is only as valid as a linear representation
of the exponential in Eq. (1). Thus any finite-sanple neasure-
ment which does not fully resolve the underlying resonance
structure only determines aeff.

The importance of this effect (sonetines referred to as
resonance self-shielding) over large nass and energy regions
has been recently realized 14].

Presently there are three methods for deternining <o(E)>.

A- Obtain transnissions for a thin sanple and/or resolve the
resonaii •. structure (in which case there is no average
involved).

B. Measure concurrently transnissions for a set of sanple
thicknesses and extrapolate the deduced cross sections
to "zero thickness".

C. Correct for the fluctuations by calculational ceans.

Option A is subject to obvious physical limitations, yet
has been successful in a very few isolated cases (e.g., probably
for He).

Option B is realizable provided a sanple set is available.
Here one obtains a family of oeff curves which gradually con-
verge with increasing incident neutron energies. They decrease-
in magnitude with increasing sanple thickness. These effective
cross sections nay then be extrapolated - energy by energy - to
the zero thickness value.

This procedure is illustrated, in Fig. 2, in detail for a
Cr measurement [5) with an energy resolution of '-50 keV on a
small energy interval (1-1.5 MeV) where a linear least-squares
fit was used to approximate the true sanple-thickness dependence,
which is a function of the underlying resonance structure. (If
its shape were known, the data could be used to scale its nagni-
tuae, - a very satisfactory procedure). Evidently the correction
varies considerably with clustering of levels and the effective
energy - average used.

Figure 2b showi the fits to simulated effective cross section
They were derived ftun energy-average transnissions for various
sanple thicknesses computed with the Cr ENDF/B-V total cross
section (6] under the assumption that the latter fully resolves
the energy-dependent structure. It is apparent that in this case
the dependence on sanple thickness is appreciably weaker and core
unifora in energy. Tins would indicate that perhaps the under-
lying structure is not fully resolved and that **• fact the file
contains an effective cross section. Indeed, as> Fig. 2a shows,
the ENDF/B-V totals lie sonewhac below the experimental values.
On the whole this is true vip to about 3 MeV, after which the ex-
perinent confirns the file to within experimental error.
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In contrast, as indicated in Fig. 2c, an identical simulation
based on che high-resolution Fe total cross section of Harvey [7]
is qualitatively similar to the experiment. As the resolution
becomes finer the overall correction becomes smaller. However,
there are dramatic fluctuations in its behavior as Fig. 2d attests.
The simulation was done in the same manner as above except with an
energy resolution of 10 keV.

A more serious discrepancy between the ENDF/B-V file and
experiment arises in the case of elemental nickel Figure 3a
displays a recent measurement interpreted by the above method [8J.
It consistently exceeds a similar average of the corresponding
ENDF-B/V [9] values by amounts attributable to the correction.
The corresponding comparison made for Fe in Fig. 3b indicates
agreement within experimental uncertainty.

Approach C must be employed if a set of samples is unavail-
able (as in the case of rare isotopes). A number of calculated
resonance self-shielding corrections have '̂ een used [10]. The
method explored by Poenitz in connection with actinide total
cross sections 111] will be illustrated.

To briefly summarize this scheme we note that, under the
assumption that the self-shielding effect depends on the fluc-
tuating cross section, he derives the total and potential cross
sections and the average resonance parameters from the optical
model phase shifts [12]. Using the single-level Breit-Wigner
resonance fornulation, average level spacings from the Fermi-
gas model, Wigner and Porter-Thomas distributions for level
spacing and width fluctuations, respectively, he simulates bv
nonte-carlo methods effective resonance cross sections, Iron
which the corrections can be inferred.

This procedure was used t<j predict the self-shielding
effect in natural tungsten. Calculations were performed for
the isotopes of tungsten. An example of the results is shown
ir. Fig. 4a. Trie appropriate corrections for the elemental
samples were constructed bv supi-rinposing "diffuse sannles"
with thicknesses in proportion to the isotopic abundance.
The corrected values for the various samples are displayed
ir: Fig. 4b. They are nutually consistent within <-!->. The
isotopic correction factors thus verified have been applied
to the isotopic total cross section o: tungsten [131 as shown
in rig. 5.

rron what has been said it should now be clear that a
reasonable interconparison of fluctuating cross sections, and
totals in particular, can only be nade after a cor.non resolu-
tion has been established. A procedure which attempts to
exploit the information inherent in the bettcr-iesolution
subsets is proposed in Rcf. [14],

To outline the method, we recognize that ailong the sets
there will be one of highest and one of lowest resolution.
The latter will be the connon resolution. The highest resolu-
tion data is now averaged to che resolution function of the
lowest resolution set. Sinilar averages art constructed lor
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the intermediate resolution sets using their resolution functions
on the high resolution data. The ratios of these averages to the
broad average are employed to reduce the intermediate sets to the
common resolution.

After the evaluation process has run its course, the struc-
ture may be reiiaposed upon the evaluated broad-average resolution
recalling the self-normalized ratios previously determined.

NEUTRON SCATTERING CROSS SECTIONS

Since many applications require only a crude definition
of angular distributions, the emphasis here will be on angle-
integrated cross sections.

Fluctuations are also of concern in the scattering experi-
ment, although self-shielding is of lesser importance. First,
the uncertainty in the attenuation corrections due to a fluctua-
ting ox is reduced in proportion to the sample transmission.
Secondly, the deduced cross section is linearly related to the
observed count rate, N: do = 96 CN (<p, e, and C are the incident
flux, detector efficiency and correction factors, respectively).
However, if a fluctuating cross section is to serve for comparison
with an energy-averaged nuclear model or for an evaluation, the
measurement program must be sufficiently comprehensive to permit
meaningful averaging.

Some important problems limiting the potential accuracy of
the experiment are:

- Detector efficiency definition

Source-sample geometry

- Multiple event corrections.

Probably more than any other single parameter detector efficiency
determines the accuracy of the many fast-neutron interaction
studies. At ANL we find this to be the largest error contribu-
tion in an elastic scattering measurement. If a substantial
reduction of uncertainty is demanded, considerable progress nust
be made in this area.

Source-sample geometry affects both angular as well as flux
determination accuracies, and thus the angle-integrated cross
section. First, zero-degree reaction can contribute substantial
errors, perhaps as high as 5% in highly anisotropic distributions.
Secondly, large sanples put a heavy burden on correction procedure.
Suppose one doubles the size of the samples we use at ASL (typi-
cally 2x2 en. cylinders > 10 cm from source target). This would
increase the effective scattering angle at 20° by 2°. If in
addition the source-sample distance were halved, the effective
scattering angle would increase 7°. Now add a fluctuating 07 and,
depending on the energy resolution selected for the experiment,
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one nay have to augment the uncertainty by another 1/2° or so.
Note that these changes nay have all been motivated by the ain
to better define the cross section by increased count rates.

Large sample geometries denand meticulous corrections. For
example, estimates for the influence of sample size on multiple
event corrections are given in Table I. The importance of these
corrections is generally acknowledged and most reports of scat-
tering results indicate that they have been made, without, however,
specifying any detail. The prospective evaluator groping to ap-
preciate the impact of these corrections on the quality of his
Data Base nay find the following exercise of interest.

Table I. The Effect of Sample Size on
Multiple-Event Correction Factors in 186 W.

R = H/2a

(cm)

L'ncorrected
Experimental Value

0.5

1.0b

2.0

Elastic
Cross Section

(b)

3.9J

4.36

4.88

6.34

2+ Inelastic
Cross Section

(b)

0.52 5

0.572

0.631

0.76i

a Samples are right circuler cylinders of height K and radius R.

b Typical AM. size.

Couparison of Multiple-Event Scattering Corrections

Input data. The illustrative example is constructed about
a real and typical measurement of scattering from a heavy rota-
tional nucleus, 1 8 6W. The experimental observations include
the elastic distribution, the differential cross sections for
the first 2+ rotational state (Ex=0.122 IleV) and the excitation
of fii>een higher-lying levels at an incident neutron-energy
of 3.05 MeV [15]. The scattering samples were right cylinders
2 cm in diameter and 2 cm long. (This illustration is relevant
to a wide range of fission product and actinide measurements.)

Correction factors. Given the observables, a number of
approaches were used to correct for multiple events using a
detailed point monte-carlo calculation 115,16]. The emphasis
was on the impact of correction procedures upon angle integrated
cross sections. Obviously, there is also an impact upon dif-
ferential values, particularly significant in connection with
model comparisons. Six alternatives were explored ranging fron

- 573 -



the very crude to the nost detailed possible from the available
experimental information. Those cases and attendant angle-
integrated results are sunnarized in Tab'a II.

Case-A. This is the crudest assumption assuming only elas-
tic scattering, i.e., implying that the total cross section
equals the elastic cross section. The resultant "corrected"
observed elastic-scattering cross-section falls 13/S short of the
true value. This is the consequence of the failure to consider
inelastic removal processes.

Case—B. This computation uses a non—elastic removal cross
section derived from the difference between measured total and
elast ic-siattering cross-sections. The resulting "corrected"
cross-section is in very close agreement with the nost detailed
result: F. The inelastic removal cross section was-evidently
reasonably approximated.

Case-C. This calculation considers only the elastic scat-
tering and the inelastic excitation of the prominent first (2+)
state. The inelastic removal cross-section is under-estinated
and hence the elastic cross-section is too low by approximately
10/i. Too nany neutrons have been scattered into the first
inelastic component., resulting in a cross-section excessively
snuil 1.

Case—L). Here the non-elastic cross section, in addition
to the 2+ inelastic contribution, is introduced into the cal-
culations giving a reasonable approxination of the inelastic
removal fron both the elastic and 2+ inelastic couonents. The
results are again very close to those predirced by the nost
detailed input.

Case—E. This calculation makes use of the full experimental
data base; the elastics, the 2+ inelastic comonent, and 15 addi-
tional inelastic excitations. It is very comprehensive, but
there remains an appreciable non-elastic cross section that was
not observed. The latter still has a strong effect on the
resulting "corrected" values.

Case—F. This final example makes use of all the available
experimental information and includes the unobserved non-elastic
cross section that is still significant. The resulting cor-
rected cross sections are accepted as the most reliable given
the available information. They differ considerably from some
of the alternatives considered.

Thus, given an excellent scattering measurement one can
deduce reliable scattering results only if care is taken to
properly define the multiple event correction factors. This is
particularly true when observed components make significant con-
tributions to the interaction. That, is so for nearly all heavy
nuclides in the MeV region and particularly so when fission is
involved. Improper correction procedures can lead to errors
far larger than sought — o r quoted— and destroy the internal
consistency of the evaluation process. Despite this, almost
all experimental results reported in the literature give essen-
tially no definition oi the character of the correction factors
referring only to a si'.iple statement that ••hey were made.
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Table II. Comparisons of Multiple Event Corrections to Scat-
tering Cross Sections

Case

Exp.

A

B

£
D

E

K

Inelastic
Removal

Processes

°T-°e£
R

R+N

R+l

R+l+U

Elastics Aa

Q = 0.0

3.93 b 19/.

4.25 13,?

4.85 IX

4.40 10,:

4.89 (U

4.67 4;s

4.88 — b

Inelastics X
Q = -0.122

0.525 b

0.439

0.626

0.464

0.631b

17,,

30/:

1/.

26^

—

a Percent deviation from Case F.

" Assumed correct reference point.

R 2+ rotational, Q = -.122

I 15 discrete inelastic excitations

N Non-elastic less R

U Non—elastic less R and I

A carefully executed contemporary elastic scattering
experiment is capable of defining angle-integrated cross
sections with overall uncertainties of 3-5,2. This compares
favorably with the uncertainty range of 1-3% for total cross
sections and certainly qualifies the elastic cross section
for full membership in the Data Base.

The accuracies attainable for inelastic cross sections,
on the other hand, are in general substantially lower. For
example, even though (n,n') measurements enjoy the simplicity
of a direct observation (in contrast to a (n,n'y) measurement
whose interpretation requires knowledge of branching ratios,
etc.) some of the experimental difficulties encountered are

- Poorer counting statistics

Definition of detector efficiency over a wide
dynamic range

- Inability to separate close lying levels due to
finite energy resolution
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- Increased sensitivity to multiple even corrections.

These as well as other problems lead to uncertainties in
angle-integrated inelastic cross sections of 5—10% in favorable
cases, but more typically of 15—25% or more.

In view of these uncertainties (and of course of the basic
principle of maximal knowledge) it seens inappropriate to evalu-
ate the elastic cross section as the difference between total
and non-elastic cross sections. Often, evaluated inelastic
cross sections are given smooth excitation functions (although
fluctuations in prominent inelastics are frequently observed
[17]). As a consequence the elastic cross section (for the sake
of internal file consistency) is endowed with a fluctuating
component which nay not only be inaccurate in detail but also
nay exceed reasonable magnitudes attributable to the compound
elastic contribution.

The way out of this dilemma is, of course, to reduce all
partial (as well as total) cross sections to a common resolu-
tion in the Data Base. Now the Evaluator can determine con-
sistent "best values". A possible averaging procedure and
retention of structure detail was previously discussed.

A reasonably complex and representative example (though
short of a rigorous evaluation) illustrative of the above con-
cept has been prepared using Poenitz's Evaluator GMA [18] which
was presented earlier on in this workshop. Table III summarizes
the constituent cross sections which were considered I19j. A
sampling of the result is shown in Fig. 6a~c. The residual
structure displayed is consistent throughout all cross sections,
and particularly in evidence in the 2+ vibrational excitation
of 60Ni (Ex = 1.33 MeV). See Fig. 6b.

Table III. Elemental Nickel Data Base

Elemental Cross Sections Isotopic Inelastic Contributionsa»c

Total

Elastic

Capture

(np)

(n,a)

Continuum inelastics
(includes 61Ni Contributions)

1.

2.

2.

3.

3.

3.

58

4 54

4 59

775

Ob

264 b

42O b

60

1.334

2. 159

2.285

2.506

2.626
3.13b

62

1.1/3

—

—

—

—

a Adjusted for isotopic abundance,

b Average of several levels.

c Ex in MeV.
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Note chat this example is internally consistent making
use of all components ar.d best judgments of their respective
uncertainties in a proper logical manner. The evaluated
rt-ults and associated uncertainties are consistent with the
inpu; Data Base as illustrated in Fig. 6b and c. Although
this example is only illustrative, it is clear that the
results are very inconsistent with ENDK/B-V [9] in many of the
most prominent components as illustrated in Fig. ba. The
discrepancies are far larger than sought bv the user. 'I ,ey
are tracable to variations in the physical interpretation of
the Data Base,, differences in the data base (som? improved
recent raeasurercents) and to entirely different approaches to
the evaluation process.

Af X1L1ARY 1NFORMATION

The usefulness of the optical model as a source of supple-
mentary information will be illustrated. The reliability of
such calculations depends on the quality and comprehensiveness
of the experimental foundation of its parameterization.

/> simple applications test has been included in the fol-
lowing remarks.

Total and Scattering Cross Sections

The interpretation of angular distributions by means of
the optical model requires a data set of sufficient range and
sampling density to define the necessary energy-averaged behavior.

Angular distribution for fa0Ni reported in Ref. 120] are
shown in Fig. 7a. The mean experimental energy resolution was
2U-50 keV over the indicated energy range. Even so, considerable
residual fluctuations persist. The spherical optical model fit is
compared to a 200 keV average of the data in Fig. 7b. A concern
at the time of this analysis was the discrepancy between the com-
puted and measured total cross section evidenced in Fig. 8. Since
only one isotopic fe0Ni sample was available, the sample thickness
correction was investigated by transmission experiments employing
several thicknesses of elemental nickel as discussed in a previous
section. When the properly corrected elemental cross sections
where compared with calculations using the original 60Ni parameters,
good agreement was found (Fig. 3a, [21]).

Figure 9 exposes an inconsistency between an experimental set
of ZH2VU totals and the corresponding optical model calculation
based on a potential that had been derived from a comprehensive
set of actinide and heavy element total cross sections [22]. Since
the potential successfully summarized the systematics of its base,
the extrapolation to 2:*-Pu could be done with confidence.
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Capture Cross Sections

A good knowledge of capture cross sections of a large
number of nuclei is important for technological applications.
The fertile nuclei play a predominant role, but capture cross
sections of structural materials, fission products, fissile
nuclei, and other transactinides are important as well. The
evaluation of such data is hampered by a generally poor dif-
ferential Data Base with 10-20% differences between newer
measurement results being common, and uncertainties usually
not better than 5-10%. This naturally suggests utilization
of other sources of information as well, for example, nuclear
model calculations and integral data. Unfortunately, the
capture cross sections calculated in terms of the statistical
and optical models depend on a large number of parameters
which are not well defined by other experimental data either.
The consequences of this problem are large differences of
theoretically calculated capture cross sections, which in the
case of fission product nuclei amount to factors of 2-5 at
2 MeV [24,25]. Perhaps the situation is not as bad in the
lower keV region (10-100 keV) which is more important for
practical applications. The parameter dependence was inves-
tigated for 238U(n,y) and the results are shown in Figs. lOa-e.

Values obtained from experimental data, measured in the
resolved resonance range, are usually employed to normalize the
theoretically calculated Ty/D. The sensitivity of the cal-
culated capture cross section between 10 keV and 1 MeV to a
1 percent change of Fy/D is shown in Fig. 10a. Assuming
that a value for Fy/D is available for normalization, the
sensitivity of the calculated cross section to the level
density formula parameters, A and c, is small below 100 keV,
D ;t increases rapidly at higher energies (see Figs. 10b and c).

The fluctuation correction (Moldauer [26])is unfortunately
largest in the energy range of greatest interest for the cap-
ture cross sections. Figure lOd shows the uncertainty caused
by this correction, assuming that it amounts to 10% of the
size of the correction.

The optical model parameters can be obtained from fitting
total and scattering cross sections, a data base which is
reasonably good for 2 3 8U. The difference for the calculated
capture cross section obtained with two different sets of
optical model parameters is shown in Fig* lOe. One parameter
set was obtained by fitting total cross sections and elastic
and inelastic scattering cross sections of 2 3 8U. The other
set was obtained from a optical model fit of the total cross
sections alone.

We see from Fig. lOa-e that the predominant uncertainty of
the calculated capture cross sections in the 10-100 keV range
is due to Ty/D, the optical model parameters, and the fluctua-
tion correction. The total uncertainty of the calculated cross
sections can be estimated to 'je ~6Z at 10 and 30 keV, and ~ 7 %
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at 100 keV for 2 3 8U(n,Y). These uncertainties are not much
larger than those obtained from an evaluation of differential
experimental data in this energy range. Thus, computed values
could serve as uceful input to the evaluation. Unfortunately,
the situation is not quite that favorable in the fissicn product
range- Uncertainties for Ty/D are generally larger as
values are not available at all* A good data base of total and
scattering cross sections required to derive optical model
parameters does not exist. However, measurements for such data
are presently underway at Argonne.

The lack of good data for the fission product range suggests
the inclusion of integral data together with differential data
as a basis for evaluations in this energy range. The theoret-
ically calculated cross sections provide a physical shape to
be normalized with the integral and/or differential data. This
approach is successfully used by Schenter et al. [27].

Applications Guidance

Evaluated data files are extensively tested using a series
of integral benchmarks for which such indices as eigenvalue,
reaction rates, etc., are well known [28]. These are very com-
plex tests that have, to some extent, influenced the basic file
and in doing so may have masked and/or confused the nature of
the uncertainties. Far simpler application comparisons can
give guidance to the evaluator at an early stage without dis-
tortion. Such simple tests are familiar to the dosimetry
fraternity [29].

As an example consider the neutron inelastic scattering
cross section of a typical FBR structural material. That cross
section is dominated by contributions from 2+ rotational or
vibrational states in a single isotope or several even isotoj.es.
The cross sections are large and fluctuating with thresholds at
~1 MeV. Thus the structural inelastic cross sections appear to
impact only upon the relatively low intensity and higher energy
portion of a typical FBR spectrum. This is illustrated in
Fig. lla where one such ENDF/B-V inelastic scattering cross sec-
tion is convoluted with the BIG-10 spectrum [30]. Clearly, it
is the low energy and threshold region that should receive
attention when dealing with the FBR spectrum. This implies
that the inelastic scattering cross sections of very minor odd
isotopes should be given careful attention, as their isotopic
cross sections are large and their inelastic thresholds very
much lower in energy than those of the even isotopes.
Taking these cross sections into consideration one gets a
very different picture as shown in Fig. lib. The contribution
of the minor isotope inelastic cross section is Inrge, increas-
ing the one-group-averaged inelastic cross section of this
structural material in the BIG-10 spectrum by 17%. The
increase is even larger in the softer FBR spectra. Sensitivity
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estinates suggest a large inpact [28j. The component vas ignored
in EI.'.'DF—V. Ho1., one relates such an oversight to quantitative
error specification is an open question.

The abcve exanple is not an isolated case. The unfortunate
and long standing uncertainties in the heavy element cross sec-
tions, outlined above, are another illustration of strong data
inpact near the very peak of typical FBR spectra.

Evaluators should carefully examine their qualitative con-
tent end representation in the context of prinary applications
usage employing sir.ple estinates of importance such as weighted
broad-™roun cross sections.

SUMMARY

The intent of the foregoing dicussions uas to alert the
evaluator of fast-neutron data to typical application needs, ex-
perimental up.eer-iainties, and uses of supplenentary information.
Th-se particular issues were addressed in connection with total,
tlastic, inelastic, and capture cross sections:

"any neutronic calculations require only a rudimentary
definition (i.e., the "transport cross section") of
angular distributions and intemediate energy resolu-
tions.

- .'lost transmission neasurenents detern\ne an effective
cross section and nust be corrected to define the energy-
averaged oj.

- Factors influencing the accuracies of elastic and in-
elastic angular distributions and hence the angle-
integrated cross sections were discussed. The
importance of proper treatment of inelastic removal
processes in multiple— event corrections vras demonstrated.

A comparison of accuracies for elastic and Inelastic

cross sections indicates that it is inappropriate to

define aei as a free adjustable parameter (i.e.,

°el = aT ~ ainel)-

- The need to simultaneously evaluate partial and total
cross sections at the sane energy resolution "as stressed
and such an evaluatior was illustrated.

A nethod for retaining "structure information" was out-
lined.

- The ability of the optical nodel to delineate data in-
consistencies was demonstrated.
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- Tiie use of sinple applications test was i 1 lust ra ted by
demonstrating a serious shortfall ui a typical structural
inelastic file in the spectrum of the "BIG 10."

- The sensitivity of calculated capture cross sections to
various input parameters was explored. It was found chat
such calculations nay contribute valuable knowledge to
the evaluation of capture cross section provided para-
meterization can be based on reliable experimental in-
formation from other neutron interaction studies.

Finally, one point nust be enphasized. In the introduction
it was noted that a consistent treatment of the information em-
bodied in the Data Base night lead to an improvement of its
knowledge content. The detailed discussions of this paper were
carried on in that spirit. However, the evaluation process can-
not obviate the need for new experimental information, for it is
after all the foundation of all knowledge both in the Data Kasc
as well as the Auxiliary Information. The tremendous human
and computational effort of digging into the past and putting
the- Data Base on a uniform footing (chrough reassignment of er-
rors, inclusions of newly understood corrections, and so form)
on a massive scale should be carefully weighed against the bene-
fits derived from a new generation of comprehensive improved
neasurenents, taking care to exploit the lessons learned :ro~.
the evaluation process.
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Fig. 1. Energy Bin Widths vs Energy for Multi-Group
Calculations of HC2-2 [1].
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Fig. 2. Extrapolation of Effective Neutron Total Cross Sections.

a) The lower portion of the figure shows the extrapolated
energy-averaged cross sections of elemental Cr 15] as stars,
those of the Cr ENDF/B-V as squares (see text for details).
The upper portion of the figure details the linear fit to the
effective cross sections at each energy point as deviation from
from the extrapolated (i.e., "zero thickness") values in percent
vs sample thickness in nuclei per barn.

b) Simulated extrapolation derived from the Cr ENDF/B-V totals
using the energy resolution of [6].

c) As in b) but using the high-resolution Fe data of [7].

d) As in c) but with a 10 keV resolution.
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Fig. 3. The Neutron Total Cross Sections of Elemental Nickel and Iron.

a) Experimental points of [8] are
indicated by squares, the equiv-
alent energy-averaged ENDF/B-V
values by a light line, the
optical model calculation defined
in [20] by a heavy, dashed line.
Note the discrepancy below ~3 MeV.

b) Iron total cross sections. Circles
indicate the experimental values
of [4], crosses those of [7]
averaged to the energy resolution
of [A]. The line is a similiar
energy-average of the ENDF/B-V
values.
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Fig. 5. Isotopic Neutron Total Cross Sections of Tungsten.
The experimental effective cross sections of [13]
(lower curve) and the values (upper curve) obtained
by the correction procedure of [11].
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JOT

Fig. 6. The Evaluation of Neutron Cross Sections for Elemental Nickel.

a) Total, elastic, and non-elastic evaluated cross sections
compared with the Ni ENDF/B-V values.

60
b) Evaluation results for the Ex = :.33 MeV excitation function of Ni.
c) Evaluation results for total and elastic cross sections. Symbols

indicate Data Base specified in Table III.
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a) Least squares Legendre-
polynomial fit for experi-
mental data of 20-40
keV resolution, da
in barns per
steradian, angle
in laboratory
degrees. Note
residual
fluctuations.

b) The data of a) averaged
of 200 keV is shown as
circles. The curves
are optical model
calculations
defined in fjj-j
[20].

60i

b

60,,
Fig. 7. Neutron Elastic Scattering Angular Distribution for °uNi [20].
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Fig. 9. The Neutron Total Cross Sections of 2 4 2Pu. Symbols
refer to experimental values. The heavy solid line
is a spherical-optical-model calculation using the
potential of [11]. The dotted line is a coupled-
channels calculation defined in [23].
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En,MeV

Fig. 11. Convolution of Illustrative FBR Inelastic Cross Section
with BIG-10 Spectrum.

a) Result as obtained f'om ENDF/B-V.

b) Result including minor-isotopic composition. The latter
increases the spectrum average quantity by 17%. The
curves denote the spectrum-weighted cross sections and the
BIG-10 spectrum.
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Discussion

Smith

I must confess to a somewhat incestuous relation with this paper
for which I apologize. The authors are Drs. Guenther, Poenitz—
and the Chairman had a finger in it too.

Froehner

This is a comment rather than a question. The speaker stated that
there is a question as to whether the error introduced in energy-
averaged cross section measurements due to cross section
fluctuations is really a linear function of sample thickness. In
fact, it is linear to the first approximation; the slope being
just half the variance of the cross section multiplied by the
sample thickness.

Guenther

Recently, several of us at our Laboratory have considered this
problem and concur with what you have just said. Never-the-less,
the correction factors I have illustrated, as formulated by Dr.
Poentiz, do show some deviation from the linearity of the first
approximation. This is the higher-order effect.

I very much concur with one of the final statements you have
made. There is a general perception that if we would exploit our
extensive data files using our new evaluation techniques we would
be in much better shape. We only need to evaluate i*~ all
properly. I think you have properly pointed out that detailed
corrections are demanding of a comprehensive experimental
knowledge that is very often not available. It has been my
experience that one can spend a great deal of time attempting to
correct old data for effects we are now aware of with little
success. You often end up having to re-measure it anyway and you
are not much ahead until you do so. You have express such a view;
it is one I very much concur with.

Rowlands

Your measurements dealing with broad-resolution sample-size
effects provide valuable information for applications. However,
they may not provide all the required information. There are
problems associated with moderation effects and the relationship
between resonance widths and the mean energy loss in scattering
from different materials in a reactor core or shield. The
question is equivalent to knowing whether the narrow resonance
approximation applies or if the intermediate-resonance
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approximation must be used. I think it would be wsry valuable if
the information on the distribution of cross section values about
the broad-resolution average (or sample-size effects) could be
included in the evaluations.

Guenther (Comment)

Moderation was not a concern in the microscopic measurements I
outlined. I believe you are focusing on lower energies than those
I dealt with but we are attempting at Argonne to experimentally
relate the dispersions to the variances Dr. Froehner mentioned.
It is too soon to snake any comments on these latter results.

Schmidt

I would like to address a general question to the "users". How
are the considerable differences in resolutions associated with
different types of data (e.g., total and partial cross sections,
etc.) reflected in the evaluated data files affecting the use of
this data? What is the effect of these inconsistencies in
resolutions appearing in the: evaluations?

Guenther (Comment)

I did show one illustration for the case of nickel and there are
many others. In the time available I was not able to discuss the
consistency of the evaluation of total, elastic-scattering and
non-elastic cross sections. The point is that one commonly finds
a very smooth behavior for the evaluated non-elastic cross
section. The latter is subtracted from the highly fluctuating
total cross section to obtain the elastic-scattering cross section
which then contains all the structure of the total cross
sections. The elastic-scattering structure is thus not correct in
detail and if we need the structure its fidelity should be
reasonably good. Furthermore, this common procedure results in a
nonsensical compound-elastic component. These may be serious
concerns.

Howerton

In response to Dr. Schmidt's question to the "user"; there is no
general definition of the "user". He is drawn from a diverse
community of interest and we cannot define any class of data that
will "a priori" fit all his needs. Therefore, the evaluator
attempts to provide all the information he can. Presumably the
evaluator has some knowledge of those things that should be
treated and how they should be handled. I do emphasize that we
cannot difine a single uniqe "user"
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COMMENTS ON SOME ASPECTS OF THE USE OF OPTICAL STATISTICAL
MODEL FOR EVALUATION PURPOSES

Ch. Lagrange

Service de Physique Keutronique et Nucleaire
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92542 MONTROUGE CEDEX, France

ABSTRACT

At the present time theoretical nuclear models are
being used increasingly to complete evaluated data files
in cases when measured data are deficient, or to pro-
vide neutron cross sections when no data are available
or even measurable. In this context what is really
required concerning theoretical evaluation tools is a
treatment as simple and physical as possible so as to
allow extrapolations with reasonable confidence. In
this paper only the optical and statistical models are
considered in the frame of their practical applications
in the energy range from unresolved resonance region to
about 3 MeV. We will outline the advances that have
occured in the recent past concerning some techniques
for obtaining reasonable parametrisations.

INTRODUCTION

Theoretical model calculations remain an essential tool, in
the case when experimental data are not available, in order to
fill the gaps by interpolation, extrapolation or prediction. For
this reason recent lectures about the role and efficiency of
nuclear models including the optical and statistical ones were
given in the recent past. We mention for example those given in
the IAEA Consultants Meeting on the use of Nuclear Theory in
Neutron Nuclear Data Evaluation held at Trieste [1] during the
winter 1975. More recently a course on Nuclear Theory for Applica-
tions was organized by the IAEA during the winter courses (1978)
on Nuclear Physics and Reactors [2]. The theoretical foundations
of the optical and statistical models were there presented by
C. Mahaux [3] and P.A. Mauldauer [4] respectively, whereas the
practical applications of these models for evaluation purposes
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were presented by A. Prince [5] and ft. Reffo [6]. The proceedings
of these various meetings were published and are available in
the laboratcries represented at the present workshop. Consequently
we refer to these detailed lectures for the conceptual and the
practical applications of these models. The main objective of this
paper is thus to present and comment the procedures used in the
parametrisation of the models, and the main difficulties usually
met. The various examples of parametrisation and problems pres-
ented below must be considered as material for further discussion
in the various workshop sessions.

OPTICAL MODEL PARAMETRISATION

As the "non local" optical model potential (OMP) requires
"complicated" computer programs not available in all the Labora-
tories, we consider here only the parametrisation of the "local
equivalent" one which is generally used. However the parametri-
sation procedure here described can be easily employed for more
realistic OMP.

In the energy range considered here from unresolved resonance
region up to 3 MeV neutron incident energy, the main experimental
constraints taken generally into account in the parametrisation
procedures are the neutron strength functions and total cross
sections. The theoretical elastic and inelastic cross sections are
the incoherent sum of direct and compound cross sections. These
compound components are calculated using the statistical model
and it still remains, as explained in the second part of this pa-
per, many uncertainties in the practical applications of this
model. Moreover the elastic and inelastic scattering cross sec-
tions above the unresolved region are characterized by fine struc-
tures which cannot be reproduced by the phenomenological models.
An example of such an inadequate- parametrisation of the phenome-
nological model is shown in Figs.l and 2. In Fig. 1 the experi-
mental [7] differential elastic scattering neutron cross sections
at 2.5 MeV incident energy for 2O8pjj a r e reported. The experimen-
tal resolution was less than 25 keV. The upper solid curve is the
sum of the compound (CN) plus direct interaction (D.I) phenomeno-
logical calculations, whereas separated contributions are shown
as dashed curves. The fit observed is not good on the angular
region 45-90 degrees. This can be understood (cf. Fig. 2) consid-
ering the microscopic calculations of the optical potential in
the frame of the intermediate structure model performed by
M.J. Dufour and J. Salvy [8]. These last calculations were done
for testing the role of the particle vibration coupling in
various nuclear data. The effects of the "doorway state" in the
neutron channels p 3/2 and f 5/2 are reflected in the calculated
elastic cross sections reported in Fig. 2. From this example the
comparisons of model calculations have to be made with experi-
mental data of sufficiently large resolution. However this reso-
lution must be good enough so as to resolve elastic and inelastic
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scattering data.

Coupled channels or spherical optical model calculations

The most crucial problem is the choice between coupled chan-
nels and spherical optical model calculations. We refer to the
talk given at this workshop by Dr Moldauer concerning the effect
of nuclear deformation on neutron strength functions and scat-
tering lengths, and to the one of Dr. Guenther concerning direct
inelastic cross sections. However the experimental values of the
neutron total cross sections can also be considered as a crucial
guide for the choice of the model parameters. The fast neutron
total and scattering cross sections of "-^Ag from 0.25 to 4.5 MeV
were analysed by Smith et al. [10] using spherical optical model
calculations. Their calculations are in a reasonable agreement
with the experimental data, and no significant dependence of the
inelastic scattering process on deformation was found. However,
as can be seen in Fig. 3 our calculated values of the total cross
sections depend greatly, at low energies, on the choice of the
deformation parameters. These calculations were performed assuming
for 109Ag a vibrational model, and coupling together the ground
state and the first 3/2" and 5/2" states.

As the optical model involves a relatively great number of
parameters it is easy to obtain spherical optical model (SOM)
calculations in good agreement with some experimental data. But
if the parameter set thus obtained present some anomalous uehav-
iour a more careful investigation of the model has to be under-
taken, and possible deformation effects must be considered. For
example SOM calculations of neutron cross sections for iron give
neutron total cross sections at 3-4 MeV which are within a few
percent of the measured values, but as the energy decreases cal-
culated values become increasingly larger than the experimental
data (10% at 1 MeV). A good fit is obtained assuming that the
diffuseness of the imaginary well can be energy dependent [11].
The same problem seems to occur in the case of Ti and Cr [12].

Wave functions and deformation parameters

For "vibrational" nuclei, deformation parameters obtained from
neutron inelastic scattering data and electromagnetic excitations
data are almost equal. Madsen, Brown and Anderson (13] have presen-
ted some theoretical explanations of the small differences between
deformation parameters obtained using various probes. An example
of such differences is shown in Table I, where experimental deter-
minations are reported from Ref.[14] and Ref.[15].

For rotational nuclei, instead of comparing the deformation
parameters 32 34» comparisons have to be made using the multipole
moments of the OMP which are defined as :

qx = zjv(r) Y° (9) r
X d"r / j V(r) dr (1)

- 601 -



From the results presented in Ref.[16] and Ref.[17] the quadrupole
moments obtained from nucleon scattering and electromagnetic ex-
citations are in a very good agreement. Moreover useful informa-
tions can be obtained from the systematic trends of the 2»d an(j
4th order moments of the matter distribution obtained from
Hartree-Fock-Bogolyubov (H.F.B) calculations.

For transitional nuclei, the simple collective models such as
the vibrational or rotational ones are inadequate tc a good de-
scription of energies and electromagnetic properties of the low
lying collective states. Kumar [18], [19] and his co-workers have
developed and tested a generalized optical model. In this forma-
lism the microscopic wave functions calculated from the dynamic
deformation theory or from H.F.B methods are used. The choice of
the deformation is thus avoided and the possibility of shape
coexistence can be taken into account. Using this formalism a
quite satisfactory agreement was obtained in the case of ^Ge
(p>p')[l8] and in the case of neutron cross section calculations
for the even Samarium isotopes [19].

Coupled channels calculations for odd-mass nuclei

Coupled channels calculations are very time consuming when
applied to odd-mass target nuclei using the actual level schemes.
In the case of actinide nuclei an approximation called "the fic-
titious even-even nucleus" was recently presented [20].

In this approximation calculations are performed for a fic-
titious even-even nucleus (rotational model) with the jame mass
number and deformation parameters obtained from a systematic
available in this mass region. Direct elastic and inelastic scat-
tering cross sections are then -shared among the ground state band
levels of the odd-mass nucleus following the prescription of the
"strong coupling rotational model [21]":

•g( I i ) = Z < I o X K 0 | l i K > 2 - g ( X ) (2)
X=0,2,4

where K is the Z" projection of the angular momentum of the last
nucleon and I,X are the spins for the levels of the real and
fictitious nuclei respectively. It is suggested that the above
simple model is tested in the mass number region A » 19-220.

He present for odd-A vibrational nuclei a similar model. This
model is derived from the weak coupling model of De-Shalit [22].
Using this model the direct inelastic cross sections are given
by :
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Calculations '-are performed for IO9Ag using the real coupling
basis 1/2", 3/2", 5/2~ and the fictitious one 0 +, 2 +. The percen-
tage changes in the calculated total cross section resulting from
the choice of the model are shown in Fig. 4 for various values
of the deformation parameters. The model predicts (cf. Eq. 3) the
following direct inelastic scattering ratio :

_ o(5/2-}_
R " 0(3/2") K 5 ( 4 ) •

The calculated values of this ratio deduced from coupled channels
calculations results, using the 1/2", 3/2~, 5/2~ basis, are re-
ported in Fig. 5. The predictions given by the weak coupling
models are in a relative agreement with realistic calculation
near or above 8 MeV. We mention however that for energies less
than 2 MeV the calculated direct inelastic cross sections are much
smaller than those calculated using the statistical model.

Distorded wave Born approximation (D.W.B.A) or coupled channels
(C.C) calculations

109
The calculations shown for Ag in Figs 3,5 illustrate the

difference between D.W.B.A. and C.C. calculations. The D.W.B.A.
calculations give essentially the same results than those report-
ed in Fig. 3 (6 = 0.0) for the total cross sections and in Fig. 5
(R = 1.5) for the direct inelastic cross sections. From these
results it appears that this approximation cannot be used with
confidence in the energy region below 5 MeV. We mention that
this lower energy limit has to be increased when the mass number
decreases or when the value of the deformation parameter
increases.

Optical model parametrisation procedures

The optical parameters sets deduced (cf. Ref.[23]for more
details) from systematic analyses of proton scattering data over
a large range of energies and mass number are quite useful for
providing us with general trends of the empirical parameters :
dependence on mass number, neutron excess, energy... . But for
evaluation purposes a particular parameter set has to be tailored
to each individual case.

The procedure enployed by the Argonne Laboratory Group [24]
emphasizes elastic scattering at energies where the compound
elastic cross sections can be well determined and the neutron
total cross sections over a wide energy range (0.1 - 20 MeV).
Using this procedure the effect of coupling on the elastic and
inelastic cross sections was investigated. We mention for example
the theoretical extrapolation to 238u of coupled channels param-
eters deduced for 186w. Using this procedure the model was used
to provide extrapolated or interpolated nuclear data for fission
products, structural materials, and actinide nuclei.
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The SPRT procedure developed at Bruyeres-le-Chatel [253
emphasizes the neutron strength and scattering radius as well as
the neutron total cross sections over a wide energy range. More-
over all the nucleon-nucleus scattering data are taken into
account. The weight of these various experimental data is deduced
from the sensitivity of calculated results to small variation of
the parameters. We require to obtain a satisfactory agreement
with all of the data by using an unique physically coherent pa-
rameter set. In the case when the experimental data are scarce,
the predictions are based on an adequate readjustment (potential
depths, deformation parameters) of a parameter set previously
tailored for a neighbouring nucleus. As many experimental con-
straints are included in the parametrisation procedure the un-
certainties in calculated results are relatively small. We mention
Tor example less than 5% for the total cross sections. The un-
certainties on the calculated compound nucleus cross sections are
near 5% for neutron energies less than 10 MeV, and near 10% at
greater energies.

STATISTICAL MODEL CALCULATIONS

As mentioned by Barnard and Reitmann [26] in the case of Rh
and by Vladuca et al. [27] in the case of 8 9Y and 9 3Nb, accurate
neutron inelastic scattering model tests can be obtained only
when the neutron transmission coefficients are calculated from
a potential specially selected for a nucleus or a family of iso-
topes in the same mass region.

Choice of the neutron transmission coefficients

We present statistical model calculations of neutron cross
sections for '03RJ, performed with transmission coefficients
deduced from SOM parameters sets adopted for ^tSb : set B [28]
and l03Rh : set A [29]. The calculated values of the neutron
strength functions and scattering radius are reported in Table II
together with the experimental values [30]. Due to the peaking
of the p-wave strength function (Si) and the low values of the
s-wave one (So) the p-waves neutron transmission coefficients are
quite large whereas the s-wave one is unusually small. As the
ground state of '^3Rh \ias JTT = 1/2", the negative parity levels
are more strongly excited than the positive-parity ones. Calcu-
lated results of the neutron elastic cross sections are presented
in Fig. 6 together with the experimental values of Ref. [26].
The calculated cross sections for the production of the 40 keW
isomer state (7/2+) were deduced from the sum of inelastic cross
sections of individual positive-parity-levels. These are reported
in Fig. 7 together with the experimental data of Ref. [31].

The results presented in Figs. 6 and 7 clearly indicate the un-
certainties obtained in optical statistical model calculations of
neutron elastic and inelastic cross sections.
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Choice of proton transmission coefficients

The transmission coefficients for sub-Coulomb protons can be
calculated using the selected OMP parameters sets deduced by
Johnson et al. [32] for example. As the phenomenological model
neglects the imaginary coulomb correction term (AWC), such
parameters sets cannot be simply related to those derived at
higher energies or to the neutron ones [29]. Recently Rapaport [33]
carried out an empirical determination of AWC for proton energies
greater than 15 MeV. Using the microscopic calculations of the
OMP such as those presented by Jeukenne, Lejeune and Mahaux
(J.L.M. Model) [34] AWC can be calculated. In this context the
new analytical expression of the J.L.M. model obtained by Lejeune
for nucleon energies less than 10 MeV are of a fundamental
interest [35].

Calculations of the width fluctuation correction factor (W.F.C.)

The W.F.C. has the following expression :

CO

WCjC. = (1 + 2 6C)C-/vc.)J fCjC.(t).gn(t) dt (5)
o

with

and

T = yn . T,
e

„ / t\ _ /•_ * r <--\ n i"i J. -•- *e i -i (8)

In these expressions vc and v c
f respectively refer to the entrance

and exit channels, with n being the number of open neutron chan-
nels, T^ is the total radiative transmission coefficient and v
the number of degrees of freedom for the distributions of neutron
transmission coefficients.

The main common problems are the evaluation of the integral
and the choice of the various v. The values of v have been
determined in Ref. [36] from Monte Carlo calculations but no
analytical expression, suitable for practical applications, was
there derived. Tepel et al. [37] proposed an algebraic evaluation
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of Wc c« valid only when n is sufficiently large (n > 10), where-
as using the same formalism Hofmann et al. [38] derived an empi-
rical formula for the practical calculations of v. For these
reasons, as suggested by Gruppelaar and Reffo [39], the practical
calculations were usually performed by using the classical inte-
gration method at low energies (v = 1 for all the nucleon chan-
nels) and the approximation of Tepel et al. at higher energies.

As mentioned in Ref. [40] the numerical procedure of the eva-
luation of the integral (eq. 5) is very fast if the function
gn(t) is calculated only once. Recently Moldauer [41] proposed
the following result for the calculation of v

- O.228T
v = 1.78 + (Te - 0.78) e (9)

This formula is of great interest in view of calculating cross
sections using over the full energy range the same coherent for-
malism. We have already made some calculations for " M o using this
formula and the one proposed by Hofmann et al. In that case the
calculated capture cross sections differ by less than 2% and the
inelastic scattering cross sections differ near the threshold by
about 5%. Finally we mention that useful calculational tests on
the width fluctuation correction involving continuum level
excitations were presented by G. Reffo and F. Fabbri in Ref. [42],

CONCLUSION

Considering the progress accomplished on the recent past
concerning microscopic theoretical calculations and parametrisa™
tion procedures of the OMP we think that this model may be used
successfully for evaluation purposes. As for the statistical model,
although recent progress has been made concerning width fluctua-
tion correction calculations it still remains many difficulties in
the practical applications. These lie in the determination of
the radiative widths and level density parameters. In this context
the theoretical calculations such as those undertaken by Benzi
and co-workers [43] : "B C S level density calculations and
consistent estimate of radiative widths by means of a thennodyna-
mic model" are of a fundamental interest..
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TABLE I

Quadrupole deformation parameters for N = 50 and Z = 50
single-closed shell nuclei

e

Bpp'

Sen

i
Nuclei N - 50

88Sr

0.133(7)

0.110

0.14 (2)

90Sr

0.085(8)

0.070(5)

0.094(5)

9 2 Mo

0.099(5)

0.080(6)

0.116(8)

Nuclei Z - 50

I16Sn

0.120(10)

0.133

0.118( 7)

U 8 s n

0.IO9( 7)

0.134(10)

O.IO8( 2)

i 2 O s n

0.106(5 )

0.119(10)

0.106( 2)

I22Sn

0.100(6)

0.112(7)

0.102(2)

l24Sn

0.092(6)

0.108(7)

0.096(2)

TABLE II

Neutron strength functions and scattering radius
for 103

RIBON P .

0MP
B

OMP
A

S Q 1 0 + *

*'» - S:S
0.424

0.64

S, 10+4

•••!!.>

10.28

5.75

R'
fm

6.56 + 0.06

6.27

6.600

- 609 -



d<7/dO(nb/sr

165

103

102

103

102

10

. . . 1 - . . I 1

1

'

208p b

En=2.

\ '/- *"<

V
1

" •

5MeV "

0 +

CN]

\ I
\ /D I
\ /

H5 90 135 180

Fig- 1 Elastic differential cross sections for the scattering of
2.5 neutrons from 208Pb.

- 610 -



•u

5>
b

103

102

10

1 1

- X v̂
\

• v
; V\

*

v

i I

i

208

— E n =

—-E n =

— E n =

i
\ / '

V /\
\J

1

1 1 1

Pb*n
2.5 MeV

2.383 MeV

2.361 MeV

:l5keVJ

/ ^ '

t 1 1

1 1

/ /' "'.

/ / ,,''-

J ' ' ' '

:

/ •

1
1 

i.j
.

Fig. 2

0 20 40 60 80 iOO 120 K0 160 180

6(deg)

Microscopic calculation of neutrons elastic differential cross
sections for 2 0 8Pb.

- 611 -



0.1 0.2 Q5 1.0 2.0 5.0 10.0
E (MeVJ

Fig. 3 Calculated neutron total cross sections for

- 612 -



1.U4

a. 1.00

096

•^rm

P = 0.17
- p = 0.10

^ 109.

R oT (real)

O_ (fictitious)

I •
0.1

Fig. 4

0L2 OS 10 2.0
E (MeVJ

5.0 100

Ratio of the calculated values of the neutron total cross
sections for

- 613 -



1.4

1.2

1.0

0.6

0.6

0.4

0?

1 1 1 1 1

• * %

-

/

/

. . . • i

1 1 • • • • ! •

R=1.5

/ —p=0.100

P=0.170

i t t t i • • •

0.5 1.0 2.0 5.0
E(MeV)

10.0

Fig. 5 Simplified comparisons of calculated direct inelastic cross
sections for '"^Ag.

- 614 -



0.4 0.6 0.6 1.0 12 1.4 1.6
E (MeV)

Fig. 6 Neutron elastic scattering cross sections for '"̂ R

- 615 -



1000

10
0.0

Fie. 7

0.4 0.6 08 1.0
E (MeV)

1.2 1.4 1.6

Cross sections for the production of the 40 keV isomeric
state in '°3RII by inelastic scattering of neutrons.

- 616 -



Discussion

Moldauer (Comment)

I will make a brief remark on the effect of direct reactions in
compound-nucleus cross sections. We conventionally have the
average cross section for many-many competing channels expressed
as the Hauser-Feshbach cross section times a correction factor.
Usually, the partial widths of the various channels are
uncorrelated and you only have an enhancement of the elastic
channel—the so called elastic-enchancement factor. However, in
the case of directly coupled channels the partial widths can be
correlated leading to an enhancement of the compound-inelastic
cross sectins for the coupled channels. In some circumstances and
particular choices in parameter space the inelastic enhancement
can be as large as that for the elastic channel e.g., by a factor
of two or so. Usually, the effect is much smaller but one should
be aware of the potential for a relatively large inelastic
enhancement factor. I have recently set forth the details of the
mechanism in a paper which I refer you to.

Gruppelaar

I would like to add a comment. We have employed such an
expression in the treatment of valence capture in molybdenum. We
did a calculation for this case where there was a large valence
component but still the effect upon the capture cross section was
only a small percentage; it was not a very important
contribution. Maybe it could be more important for some other
isotopes.

Lagrange

Yes, I have read your paper. I agree that the choice of the
effective number of degrees of freedom for the neutron channels
does not greatly effect the capture cross section. However, I
would like to emphasize the importance of a comprehensive model
which is applicable over a wide energy-range of interest.

Poenitz

I would like to point out that new total cross sections in the
light fission-product mass region have recently been measured at
Argonne. These data will be released for use soon. I was
surprised that you could fit the Rhodium total cross section data
which you had available. Did you fit total, elastic and inelastic
data at the same time or the total alone?
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Lagrange

The analysis of Rh was based upon the total cross section (2.5-
15.0 MeV) and the reported strength functions. Problems were
encountered in attempting to fit the low energy total cross
sections as given in BNL-325. I do not know if these problems
were associated with the model or the experimental data—perhaps
channel coupling is a factor. New and precise experimental values
could help resolve the problem.

Smith (Comment)

I would like to note that silver results are a part of the recent
Argonne measurements cited by Dr. Poenitz. They should make
possible a clear test of the very nice predictions, of coupling
scheme/ that the Speaker has given in the context of Ag.
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EVALUATION METHODS AND PROCEDURES WITH
EMPHASIS ON HANDLING EXPERIMENTAL DATA

H. Vonach and S. Tagesen

Institut fur Radiumforschung und Kernphysik der Osterr.
Akademie der Wissenschaften, Wien, Austria

ABSTRACT

A review is given on the procedures and
methods used in the evaluation of the cross-
sections for neutron induced reactions in the
mass-range 19 ̂  A £ 209 and the energy region
of overlapping resonances up to 20 MeV.
Thus the central topic are the evaluation
methods for (n,p), (n,a), (n,2n) and

A(n,n')mA cross-sections, mostly derived
from activation measurements.
In the first part we will address the
evaluator's task to do thorough critical
review of the experimental data base
especially the problems connected with re«-
normalization of cross-section values/ re-
assesment of cross-section errors, estimating
the degree of correlation present in the
cross-section uncertainties, rejection of ob-
viously wrong data, normalization of relative
cross-section measurements and handling of
inconsistencies between different data sets.
In the second part the various methods used
for deriving evaluated cross-sections and
their variances and covariances from the ex-
perimental data base will be reviewed and
discussed.
Finally recommendations will be made how
to proceed in future evaluations.

1. INTRODUCTION

Cross-section evaluations for neutron induced
reactions e.g. (n,2n), (n,p) or (n,o) reactions are
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mainly needed for fast neutron dosimetry that is for
measurement of neutron flux distributions by means of
the multi-foil activation technique and for estimates
of radiation damage and activation of materials in
fission reactors and in future also fusion or fusion-
fission devices. Especially for neutron dosimetry
rather accurate (i< 5%) evaluated cross-section values
with reliable uncertainty information are needed, a
goal which has not been achieved completely at present.

In order to improve this situation I will in the
following try to review and discuss the methods used
so far for such evaluations and try to give some re-
commendations for the procedures to be used in future
evaluations. As light and fissionable nuclei and also
the resonance region are delt with in other reviews,
I will restrict myself to reactions on nuclei in the
mass-range 19 < A < 209 and neutron energies in the
continuum region (starting typically at some 100 keV
to a few MeV) to 20 MeV. Restriction to this energy
however, does not necessarily mean that we can assume
the cross-sections to be smooth functions of energy.
For nuclei up to about A > 60 irregular structure in
the excitation functions is observed especially in the
few MeV neutron energy range due to level density
fluctuation and for nuclei below A = 40 in addition
Ericson fluctuation may show up at higher neutron
energies (up to about 15 MeV) and this has to be kept
in mind in the discussion of the evaluation procedures.

Furtheron I will restrict myself to the question
of deriving evaluated cross-sections from existing ex-
perimental data, as the supplementary use of theoreti-
cal calculations will be discussed in the following
lecture.

The subject being defined in this way the review
will address two main areas:

1) The problem of establishing and critical review
of the experimental data base.

2) The procedures used to derive evaluated cross-
sections and estimates of their variances and
covariances from an accepted data base.

2. ESTABLISHMENT AND CRITICAL REVIEW OF THE
EXPERIMENTAL DATA BASE

2.1. Introductory remarks

The problems connected with the critical review
of the experimental data used for an evaluation have
so far received much less attention than the formal
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procedures subsequently used to derive the evaluated
cross-sections from the accepted data base. This is
a serious deficiency as it is this first stage which
really needs the professional expertise of an ex-
perienced evaluator and as the decisions made in the
critics.1 review of the data base determine to a large
extent the output of an evaluation whatever procedures
are subsequently used in actually deriving the evalua-
ted cross-section values.

Thus in the following I wxll address in some de-
tail the problems of

- renormalization of cross-sections
- reassesment of cross-section errors
- deriving of estimates of the correlations bet-
ween the cross-section errors

- rejection of data and handling of inconsistent
data

- quantitative consistency checks

2.2. Check of experimental data for renormalization

All experimental data should be checked whether
the cross-sections depend on nuclear data which have
subsequently been revised and should be renormalized
in all such cases. In detail the following renormali-
zations should be applied to the data in case of
activation cross-sections which constitute the main
part of the data base for the reactions considered in
this review.
a) Cross-sections measured relative to some standard

cross-sections other than the n-p scattering cross-
section should be renormalized to the most recent
ENDF/B values of the cross-section for the used
standard reactions except for few specific cases
where the INDC standards subcoiranitties may make
other recommendations. If there is no ENDF/B evalua-
tion existing for the standard in question, other
recent evaluations such as evaluations for the IRDF
should be used. If however, a cross-section is
measured relative to another cross-section, which
itself had been measured absolutely by the same
author such measurements may also be considered to
be absolute as in that case the standard cross-
section served only as an intermediate step in the
measurement and renormalization must not be done in
those cases.

b) Cross-section measurements based on the angular
distributions of the neutron production reactions
(D(d,n); T(d,n); T(p,n}) should be renormalized
according to the evaluations of Liskien and Paulsen
/1/ resp. to that of Drosg /2/ for charged particle
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energies above 3 MeV for the D{d,n) and above 5 MeV
for the T(p,n) and T(d,n) reactions. For the angular

distribution in the Li(p,n) reaction the evaluation
by Liskien and Paulsen /3/ should be used.

c) The decay data (half-lives, branching ratios, posi-
tron fraction etc.) used for calculation of the
absolute activities should be checked for subse-
quent revisions .

d) Relative cross-section measurements (excitation
functions without absolute normalization or ex-
citation functions normalized to some other cross-
section measurement of the reaction to be evaluated
itself at one energy) should be renormalized in the
following way: As a first step the whole evaluation
procedure is executed without such relative measure-
ments and a preliminary evaluated excitation
function is determined. Then all relative excitation
functions are normalized to this preliminary exci-
tation function, the normalization factor being de-
termined by a least square fit which is also used
to check the compatibility of each relative exci-
tation function with the rest of the data.

In some cases a reported excitation function
(absolute cross-sections) actually consists of a
relative cross-section measurement normalized by
just one absolute cross-section measurement at one
energy. In such cases the reported result should be
decomposed into its two parts and both the absolute
and the relative measurement treated independently
according to the rules described before.

As an example for the effect of the described proce-
dures column 4 of table 2 gives the cross-section re-
normalizations applied by the authors to the various

90
data sets in their evaluation of the Zr(n,2n) cross-
section /4/.

2.3. Establishment of a set of experimental errors of
equal confidence level for all experimental data

If the different experimental data sets are to be
given proper weight in the further evaluation process
it is necessary to estimate effective uncertainties
(that is uncertainties including contributions from
random errors and all identified sources of systematic
error) on the same e.g. 1o confidence level for all
measured cross-section values. Using the errors quoted
by the authors will in general not be sufficient as
the quoted errors may refer to different confidence
levels (e.g. 1o or 2o) and more important, as sytena-
tic errors have been neglected or underestimated in
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many papers. Therefore it is one of the most important
tasks of evaluators to check the error statements
given by the measurers and change them if necessary in
order to establish a set of experimental errors of
equal 1o confidence level for all experiments.

For this purpose we suggest the following proce-
dure i
1) It is checked whether a confidence level different

from la was assumed by the authors. If so, the error
estimates are changed accordingly. If no information
can be obtained it appears safe to assume a 1o con-
fidence level.

2) It is checked whether all relevant sources of
systematic errors have been accounted for. If not,
estimated values for the missing error contri-
butions are added quadratically to the authors'
error estimates. As an example how to do this in
practice table 1 shows a check list indicating the
error contributions to be expected in measurement
of activation cross-sections. If cross-section
measured relative to some standard cross-section
were renormalized to the present value of that
standard also the error contribution due to the
standard should be changed accordingly.

3) In addition to the cross-section errors there is al-
ways an error dE in the average neutron energy

corresponding to a specific data point which may be
important for steeply increasing or decreasing ex-
citation functions. It should be taken into account

by adding a contribution ^g— * 6E quadratically
n

to the error estimated according to 1-3.
4) For relative measurements normalized as described

in section 2.2. the error of the normalization
factor has of course to be added to the error of
the relative measurements.

Reassesment of experimental errors according to the
described procedures is discussed for many specific
cases in the evaluation work of the authors /4,5/. As
an example column 5 and 6 of table 2 show the error

go
reassesment applied by the authors in their Zr(n,2n)
evaluation / 4 / .

2.4. Correlations between the cross-section uncertain-
ties

In addition to the knowledge of the effective 1o
uncertainties of all input data it is necessary to have
at least a rough estimate of the degree of correlation
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present between these uncertainties.
The experimental cross-section errors are largely

due to the systematic uncertainties in the fluence and
absolute activity measurements and therefrom the
following correlations result:
a) The error due to the uncertainty of the efficiency

of the detector used for the measurement of the in-
duced activity influences each cross-section within
one excitation function measurement in the same way
and thus produces a "long range" correlation within
each excitation function.

b) The uncertainties in the neutron fluence measure-
ments for different neutron energies also have
strong positive correlations in most cases. This
produces both additional correlation within each
excitation function and correlation between the
cross-section uncertainties for different reactions
if several reactions were measured by one group
using the same neutron fluence measuring device.
Thus the complete uncertainty information about

an experiment requires the full covariance matrix
<a . (E.).o ,,(E.,)> between all pairs of cross-sections

HK x n. K. x
measured in the particular experiment k (n,n' are nsed
to indicate different reactions studied in one experi-
ment) . In some most recent experiments this information
is given explicitly. As an example table 3 shows the

<o(E.).a(E.,)>
relative covariance matrix for the

recent measurements of the Cu(n,a) Co excitation
function of G. Winkler et al. /6/ at ANL. As the table
shows the average size of the non-diagonal elements is
"v. 0.5, indicating that correlations between cross--
section measurements of one reaction at different
neutron energies are in general quite large and have
to be considered in the evaluation process, because they
produce corresponding correlations between the uncer-
tainties of the evaluated cross-section values.

In general these correlation matrices are not
given by the experimenters and the evaluator has to
estimate them from the uncertainty information given
in the papers. Lack of detailed information and
restricted manpower will however in most cases not
allow to derive detailed correlation matrices for each
data set.

The problem becomes managable if we approximate
the relative correlation matrices by use of a constant
value for its non-diagonal elements (for the matrix of
table 3 this would mean approximating all off-diagonal
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elements by their average value of a, 50%). As this
specific but typical example shows this approximation
will not be too bad in most cases and allow to handle
the bulk of the correlations in a rather simple way.

Using the above approximation the evaluator has
to estimate this average correlation coefficient

^°nk*Ei* = c r o s s~ s e c t i o n value observed for reaction <£
type n at energy E. in data set k) for each data set k.

This has to be done by detailed investigation of
the uncertainties in the respective data (s. table 1}
and dividing them into parts correlated and uncorrela-
ted for measurements at different neutron energies.
Having done this one gets

2
n - nk qcorr ,
Bnnkk " ~^1 (2)

fink "total

For relative measurements normalized to the abnclute
cross-section as discussed in section 2. B ,, is ob-
viously given by mxKK

A o/R \ _ n o r m , , ,
v nnkk'rel.meas ~ ,2 . 2 Xi)

A °rel.meas + A °norrn

io = rel. uncertainty of the normalization factor
Aa , = rel. uncertainties of the relative measure-
ments .

Values of the average correlation coefficients
B . k derived in this way for the excitation functions
of 8 threshold reactions /4/5/ are given in table 4,
As the table shows there are typically correlations of
the order of 50% in measurements of excitation
functions of neutron induced reactions determined by
the activation method.

In addition to the discussed correlations within
each data set there are in principle additional cor-
relations between the cross-section measurements of
different experiments mostly due to the use of common

standards, e.g. 235U(n,f), 238U(n,f), 27Al(nfa) etc.
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However, in our evaluation work it turned out that
the effect of such correlations could be neglected com-
pared to the discussed correlations within the data
sets. This is due to the fact that in most cases only
a small fraction of the data has been measured rela-
tive to anyone particular standard as shown in table 4.
Thus it should be checked whether a substantial
fraction of the data base for some reactions to be eva-
luated was measured relative to one specific standard
cross-section. If so, the coirelations due to the un-
certainty of that standard cross-section should be
considered, otherwise such correlations may be neg-
lected.

Finally we have to deal with the correlations
existing between the cross-sections for different
reactions n and n'. Again such correlations will exist
both within the results of one experiment in which se-
veral cross-section measurements were performed in the
same neutron flux and between the results of different
experiments due to the use of common standards.

In order to deal quantitatively with these corre-
lations one again has to approximate the corresponding
relative correlation matrices by matrices with con-
stant elements B n n. k k resp. B n n l k k l with

B
nn'kk

and

<Aank(Ei).Aan,k1(Ei,)>
Bnn'kk«

.,E.

As before B n n« k and BnnjM,! can be estimated from an

analysis of the uncertainties of the corresponding ex-
periments k resp. k and k1. B_nikk values for a number

of experiments were estimated by the authors in their
evaluation work /4,5/ and typically values around 0.5
were found. B_ ... , values probably are considerably

smaller in most cases.
These correlations will however in roost cases pro-

duce only rather small correlations between the corres-
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ponding evaluated cross-sections. This is due to the
fact that in general only a small part of the data for
a specific reaction n will arise from experiments
simultaneously measuring also the cross-sections for
reaction n and because as mentioned before the effect
of correlations from use of common standards is also
rather small.

Thus in many cases it will be justified to neg-
lect these cross-section correlation between different
reactions. If however one decides to consider in de-
tail/ both the correlations due to common experiments
and due to common standards in different experiments
have to be considered as either of them may dominate
in different cases.

2.5. Rejection of data

Obviously wrong data should be rejected.
If a sufficiently large data base exists such

wrong data may easily be identified by their large de-
viation from the main body of the data. Quantitatively
different criteria may be used, in our evaluation work
/4,5/ we use the c idition that the accepted data
should deviate by not more than 3o from the weighted
average of all other data. Fig. 1 shows an example for
data rejection according to that condition.

If only a few data sets e.g. two mutually incon-
sistent data sets exist data rejection becomes much
more difficult (s. fig. 2). In some cases a decision
may become possible on the bat s of model calculations,
systematics or by identifying overlooked error contri-
butions in the measurements; otherwise it will be ne-
cessary to retail =11 measurements and increase all
errors by a common factor until the data become mutual-
ly consistent.

Finally after the question arises how to treat
partially wrong measurements. In our work /4,5/ we
have rejected the whole excitation function if one of
the measurements was found to be obviously wrong
according to the criteria described above, but this
question is open for discussion.

2.6. Checks on the consistency of the accepted data
base

By means of applying the procedures described in
the previous subsections we get the final accepted
data base.

This accepted data base may still contain incon-
sistencies and thus the degree of internal consistency
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achieved can and should be checked in the following
way:

The excitation function to be evaluated is divi-
ded into energy bins of suitable size and the weighted
average of all cross-section measurements within each
bin as well as the internal (A<Jint) and external error

(Aa ) of this average is calculated according to
standard statistical procedures (s. fig. 3). From the
ratio R = a ./o. . we can judge the degree of con-
sistency achieved. If th^ ratio fluctuats around
one the data base is consistent.

In energy regions where R is considerably larger
than one, data are inconsistent and either the incon-
sistency should be traced to some specific data sets
by repeating step 3. (error reassesment) or all errors
should be increased by a factor of R. If R is not too
large, e.g. < 2, this approach will in generally be
acceptable.

In doing this consistency check, 2 technical
points have to be taken care of:
a) The division of the excitation curve into energy

groups for the calculation of weighted averages is
always a compromise between the demand for having
enough data points within each interval and the
demand that the cross-section should be approxima-
tely constant within each interval and thus the
group size has to vary both for different reactions
and also within one excitation curve according to
the amount of data available, the neutron energy
resolution of the existing cross-section data and
the slopes of the excitation curves. It is unavoid-
able that cross-section changes of 1O - 20% (and
occasionally even more) are admitted within the
group and therefore all cross-sections have to be
renormalized to the energy at the group center
(s. fig. 3b).

b) In some cases of excitation functions measured at
small energy increments two or more data points may
be situated within one of the chosen energy groups
(s. fig. 3b). The errors of such cross-section
measurements for adjacent energy values must be con-
sidered to be almost completely correlated and it
would be incorrect to treat them as independent
measurements.
Therefore prior to the averaging process described
above within each group all cross-section data of
each author are combined to one cross-section value
by calculating the average cross-section and the
(linear) mean error.
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As a typical result of such inconsistency checks
90table 6 shows the results obtained for the Zr(n,2n)

reaction with the energy bin structure shown in fig. 3a.
In this specific example the observed ratios R do in-
dicate that the accepted data base is internally con-
sistent and the critical review of the experimental
data base has been successfully completed.

3. PROCEDURES FOR GENERATING EVALUATED CROSS-
SECTIONS AND ESTIMATES OF THEIR UNCERTAIN-
TIES FROM AN ACCEPTED DATA BASE

3.1. Procedures for generating evaluated cross-sections

Evaluated cross-section values have been derived
from an accepted data base (e.g. fig. 3a) in
a number of different ways. The procedures most
frequently used are
a) doing an "eye-guide" smooth line fit
b) fitting a suitable smooth curve (e.g. polynomial)

to the data by a least square fitting procedure
/7,8/

c) fitting a theoretical cross-section curve (e.g.
from statistical model calculations) to the measure-
ments by appropriate parameter adjustment

d) use of the average group cross-sections derived
according to section 2.6. as evaluated cross-section
values at the corresponding energies (s. fig. 3b)
and completion of the evaluation by suitable inter-
polation procedures /4,5/.

Method c) fitting of a theoretical excitation function
is always necessary if experimental data are lacking
or of poor quality for a considerable part of the ex-
citation function because in that case the theoretical
curve is needed for extrapolation resp. interpolation
of the experimentally known part of the excitation
function over the whole energy region to be covered

9Oby the evaluation. For example in case of Zr(n,2n)
the energy region from threshold to 13.3 MeV has to be
evaluated by means of model calculations with para-
meters fitted to the experimentally known part of the
excitation function /4/. As this subject is covered
in the talk of Dr. Arthur I will not further discuss
it here.

For these energy regions where reliable and accu-
9Orate cross-section measurements exist (e.g. for Zr)

in the energy region 13.3 - 17 MeV covered in fig. 3a)
model calculations can add little further information

- 631 -



and the evaluation should be based entirely on the ex-
perimental data b^se using methods a, b or d. If
method a (drawing of smooth line) is used, it will be
preferable to use the preaveraged data base that is
the values a(Ei) and their uncertainties io(Ei) de-
rived according to figure 3 as starting point. If this
is done the result of all three approaches will be
very similar and method a may very well be used for
simplicity..

3.2. Estimates of the variances of the evaluated cross-
section values

For characterizing the uncertainties of the
evaluated cross-section values up to now mostly rather
crude approximations have been used mainly of two
types
a) Use of so called "dispersion indicators" /9/ that

is specification of a "band" around the final
evaluation within which the majority of the experi-
mental data points for a given energy range can be
found.

b) Derivation of uncertainties of their evaluated
values from the scatter of the data points from a
smooth polynomial fit as for example extensively
used by Lapenas et al. / 7 / .

These approaches have serious shortcomings. Methcd
a) tends to overestimate the uncertainties as the
demand that most of the data points should lie within
the uncertainties of the evaluated cross-section curve
is obviously wrong. If we combine N data sets of about
equal accuracy in an evaluation the uncertainties of
the evaluated crooS-sections will be smaller than the
uncertainties of the input data by a factor of >^S, in
practice typically 2-3 and thus only a small part of
the data points can be expected to fall within the
limits of the (1a) uncertainties of the evaluated
cross-section curve.

On the other hand Lapenas1 method tends to
seriously underestimate the uncertainties of the eva-
luated cross-sections as it is only sensitive to the
random error of the input cross-sections.

A rather realistic estimate of che uncertainties
of the evaluated values however can be easily obtained
from the results of the consistency checks described
in section 2.6. Using the larger of the two quantities
A^int an(^ 4°ext ^s* ^*9* -*b' will in most cases give a
safe and rather accurate measurement for the uncertain-
ty of the evalucited cross-section values for the
corresponding energy bins. This procedure for deriving
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uncertainties of evaluated cross-section values has
been used by the authors /4,5/ and also been checked
in some cases as shown in fig. 4 and 5. Fig. 4 shows

an evaluation of the Cu(n/2n) cross-section using
only data up to 1964 with uncertainties according to
our prescription and the results of the same procedure
using all data up to 1979. As apparent from the figure
the changes in the evaluated cross-sections due to in-
clusion of the recent more accurate data are of the
order of the estimated uncertainties of the 1964
evaluation. Fig. 5 compares the results of our eva-

90luation of the Zr(n,2n) reaction with new precision
measurements of that cross-sections performed after
completion of the evaluation /10/. Again there is
agreement within the estimated uncertainties of the
evaluation.

It has to be kept in mind, however that the des-
cribed simple procedure for estimating the uncertain-
ties of the evaluated data is based on two assumptions
the validity of which has to be checked in each case.
a) no correlations between the measured cross-sections

from different experiments
b) smooth behaviour of the cross-section within the

chosen energy bin structure.
If substantial correlations between different

235data sets exist as for example found for the U(n,f)
cross-section measurements /11/, these correlations
have to be taken into account explicitely in the cal-
culation of the weighted averages and their uncertain-
ties (s. section 2.6.) as described in ref. 11 and 12.

If we expect cross-section fluctuations (e.g.
from systematics or from theory) in some region of an
excitation function and the quality of the experimen-
tal data (energy resolution and density of measure-
ments) is insufficient to resolve such fluctuations it
should be stated that the uncertainties derived in the
described way only apply to cross-sections averaged
over the bin width and for cross-sections at sharp
energies the estimated "amplitude" of the fluctuations
has to be added to the error estimates for the avera-
ged cross-sections.

This consideration will apply to many reactions
on light nuclei (up to A=40).

3.3. Procedures for estimating the correlations bet-
ween the uncertainties of the evaluated cross-
sections

The correlations in the uncertainties of the
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measured cross-sections discussed in section 2.5. do
produce substantial correlations between the uncertaim-
ties of the evaluated cross-sections especially within
each excitation function. Thus a number of methods
have been developed to get at least a rough estimate
of the non-diagonal elements of the covariance matri-
ces of the evaluated cross-sections. The most frequent-
ly used procedures are

1.) The correlation coefficients of the measured ex-
citation functions are estimated as discussed in
section 2.4..For the measured excitation functions
the assumption is made that the relative correla-
tion coefficients of the evaluated cross-sections
are of equal size. This procedure is apparently
used in many of the uncertainty estimates for
ENOFB/V dosimetry file.

2.) The average correlation coefficients for the
measured cross-sections are estimated from the
deviation of the measurements from the evaluated
cross-section curve and again it is assumed that
the correlations in the evaluated cross-sections
are of equal size. This procedure implemented in
the computer code SUR has been extensively used at
Oak Ridge /13/.

3.) The relative covariance matrix

(6)

eval*Ei' = u n c e r t a i n t Y o f evaluated cross-
sections for reaction of type n at energy E,) of

the evaluated cross-sections is calculated by
standard statistical methods from the estimated
correlation coefficients Bnn.iit .j^t (s. section

2.5.) in the input data.
This method was first proposed by SukhovitsJdj

and Konshin /11/ and has been used by these authors

in an evaluation of the U{n,f) cross-section
taking into account both the correlations within
each data set k and the substantial correlations
existing in that case between different data sets.

We have used this formalism in our evaluation
work /4,5/ neglecting correlations between diffe-
rent data sets and assuming constant relative cor-
relation coefficients B--j.it within each data set
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(s. section 2.5.). With these assumptions the
elements B ... of the covariance matrix of the

n n n
evaluated excitation function is given by the re-
lation /4/

B _ < A qneval ( Ei )- A gn ^ ^

n eval(Ei)><A<Jn

whereby the sum extends over all data sets k con-
taining measurements both in energy bins E. and

E.,. The quantities a .. and ani«i. are the stati-
stical weights which the data set k possesses in
the evaluation at the energies E. resp. E.,. These
are of course given by x

2
-)a

nik " , . 1 .2

t A < W
Methods 1.) and 2.) give a reasonable estimate of

the correlation matrix of an evaluated excitation
curve/ if most of the input data sets cover the full
energy range. If however - as usual - the data base
consists of a number of data sets covering different
parts of the excitation function and in addition
measurements for single energy points, the correlation
matrix of the evaluated excitation functions will show
strong structures and will be very different from the
correlation matrices of the input data sets. In such
data cases only method 3.) will be applicable. As an
example for such cases table 7 shows the correlation

19matrix for the F{n,2n) reaction derived in /5/ using
egu. (7) and (8).

Very little work has up to now been done on cor-
relation matrices between evaluated cross-sections for
different reactions. They can also be handled with the
formalism given in ref. 11; however as already men-
tioned correlations between different data sets due to
use of common standards will often be important and
thus the simplified formalism of ref. 4 will in
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general not be applicable.

4. CONCLUSIONS

As already discussed in this workshop the best
use of the existing information on cross-section
measurements and their uncertainties can be made by
the generalized least square method of Perey /14/ as
for example implemented in the computer-code BAYRS /15/.

If however use of this method is not possible be-
cause of restricted man-power and computer capabilities
there is still the possibility of doing evaluations
(including reliable uncertainty estimates) for the
evaluated cross-sections which are much superior to
the mostly qualitative evaluations which have been per-
formed in the past.

For such evaluations trying to give the best ob-
tainable result without using the full covariance
formalism we would like to make the following recommen-
dations:

1.) All experimental data should be critically re-
viewed as described in detail in section 2 of this
paper.

2.) If sufficient experimental data exist the evaluated
cross-sections may be derived in two ways:
a) weighted cross-section averages are calculated

for suitable energy bins as described in ref.
/4,5/, these cross-sections can to good approxi-
mation be assigned to the center of the energy
bins and the evaluated cross-sections at any
energy are obtained by suitable (so far mostly
linear) interpolations between these energy-
group averages.

b) a suitable smooth function is fitted to the
whole accepted data base as for example in ref.
8.

If the cross-section is known to be smooth method
b) may be preferable, wheras method a) has to be
used if the excitation does have some experimental-
ly well-proven structure which cannot be repro-
duced by the smooth functions approach. For example

24
this is the case for the Mg(n,p) reaction where
such strcuture have definitely been found in the
12-15 MeV range /4/.

3.) The most simple and reliable method to estimate
the uncertainties of the evaluated cross-sections
seems to be the following: External and internal
errors of cross-sections averaged over a suitable
energy bin structure are calculated as discussed
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in section 2.6. and the larger of the two errors
is used as uncertainty of the evaluated cross-
section.

4.) If experimental data are either lacking or highly
discrepant in some energy region the purely ex-
perimental evaluation procedure recommended so far
should be supplemented by calculational methods in
those energy regions making use as much as possible
of the constraints on the calculations by the
existing measurements /5/. The purely experimental
method should be retained in those energy regions
where the quality of the measurements is suffi-
cient.

5.) A reasonably accurate estimate of the relative
correlation matrix of the evaluated excitation
functions can be obtained from estimates of the
correlation in the input data sets using the
formalism of ref. 4 (equ. 7 of this paper).

6.) Correlations matrices between evaluated excitation
functions for different reactions are rather diffi-
cult to estimate. Using the formalism of ref. 11
one might be able to decide whether such correla-
tions are negligible. If not, reliable estimates
will probably be possible only by use of the full
least square covariance formalism /14,15/.
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TABLE 1

Sources of error important in measurements of
activation cross-sections

1.) Neutron flux measurement resp. standard cross-
section

2.) Angular distribution of source neutrons (if angular
dependence of neutron energy is used for simultan-
eous measurements of cross-sections at various
energies)

3.) Irridiation geometry
4.) Contribution of scattered neutrons to the activation

of the samples
5.) Neutron scattering and absorption in the samples

itself
6.) Contamination" of neutron source by non-monochroma-

tic neutrons (breakup neutrons, neutron production
in windows and backing)

7.) Absolute efficiency of counter used to detecc in-
duced activity (including self-absorption effects
in samples)

8.) Statistical error
9.) Error contributions from decay data used to calcu-

late the cross-section
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TABLE 2

Cross-section renormalization and error reassesment in the evaluation of the
9OZr(n,2n) reaction / 4/.

Reference E
n Range Nr. of Data Pts. C.S.Renormal. Error reassesment

(MeV) from % to %

Reed 60 14.1 1
Prestwood 61A 12.13-19.76 4
Prestwood 61B 14.3-14.93 <1
Rayburn 61 14.4 1
Rieder 66 14.05-14.7 2
Csikai 67 15.07 1
Minet;ti 68 14.7 1
Abbond 69 13.57-18.18 13
Barral 69 14.6 1
Lu 70 14.4 1
Kanda 72 13.44-14.87 6
Nethaway 72 13.67-14.91 13
Araminowics 73 14.6 1
Quaim 74 14.7 1
Bayhurst 75 14.1 -28 11
Sigg 75 14.8 1
Karolyi 68 14.8 1

—
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TABLE 4

Estimates of the re la t ive correlation coefficients
B kj,in the measurements of excitation functions of

fast neutron induced reactions (from ref. 4 and 5) .

Reaction Nr. of data sets Range of Average cor-
correlation relation co-
coefficients efficients

19

24

31

63

64

90

F(n,2n)

Mg(n,p)

P(n,p)

Cu(n,2n)

2n(n,p)

Zr(n,2n)
1O3Rh(nn')1O3lRRh

10

8

7

22

7

7

6

0.10-0.95

0.15-0.90

O.O5-O.7O

O.O1-O.9O

O.3O-O.8O

O.5O-O.8O

O.3O-O.97

O.52

0.55

0.41

0.33

0.70

0.65

0.67
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TABLE "5

Distribution of cross-section measurements with respect to absolute measurements,
relative measurements and measurements relative to different standards (ratio measure-
ments)

Type of mealPr^22_^"

M E . measuranent
Rel. measuxonent
rel. to 235U(n,f)

rel. to 238U(n,f)
rel. to 56Fe(n,p)

rel . to 27Al(n,a)
rel. to 27Al(n,p)
rel. to 32S(n,p)

rel. to 63Cu(n,2n)
rel. to 65Cu(n,2n)
rel. to 31P(n,p)

rel. to C(n,n)
rel. to t15Bi(n,n')1ia"ln

4

5

1

3

2

1

1

1g(n,p)

7

2

1

3

1

1

1

31P(n

3

6

1

1

1

rP) "Cu(n

number o f

15

10

2

2

1

2n) Zn(n,p)

data se ts

5

1

1

2

4

1

2

1

^Zrtn^n)

2

1

5

;i

i

1O3Rh(nn')1O3%h

2

1

1

i

1

1

1



TABLE 6

Results of the consistency check for the accepted
9OZr(n,2n) data base

Enerqv bir. Ac t a. . R = . -
ext int

(KeV) (si) (nib)

13.3-13.7 22 14.6 i.F

13.7-14.1 19.6 17.8 '.1

14.1-14.5 19. 13.1 1.4'

14.5-14.9 22.2 17.4 1.?8

14.9-15.4 2O.1 2 9.7 O.6i

15.4-16.6 30.3 3 6.8 0.8?

16.6-17.7 1C.7 59.1 o 18

17.7-19.0 45 43.1 1.04

1C.0-20.0 12 4C, . 1 0 2?

R = 0. ° 1
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19 TABLE 7
Correlation matrix for the evaluated F(n,2n) cross-sections (from ref. 4)

Correlation matrix

100 18 33 0
100 13 0

100 3
100

0
1
3

46
100

1
1
4
67
40
100

0
0
4

68
40
64
100

0
0
2
31
18
27
28
100

7
13
12
4
3
7
8
2

100

47
20
33
0
1
1
0
0
8

100

19
8
14
0
0
0
0
20
3
19

100

20
8
14
0
0
0
0
2O
3

19
48

100

18
7
13
0
0
0
0
23
3

18
46
45
100

25
1 1
18
o
0
0
0
21
5

25
46
45
50

100

Group boundary
(MeV)

1
1
1
1
1
1
1
1
1
1
1
1
1
1

2.40
2.80
3.20
3.60
4.00
4.20
4.40
4.60
4.80
5.00
6.00
7.00
8.00
1.00

20.00
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Discussion

Poent iz

I should poir.t out tnat the use fu ip-->ss o. loo'-ir.g at internal and
external errors was discussed in a paper by Birg° in 1932. (See
Reference in the paper by Poenitz ir. these proceedings).

The problem you pointed out for Zn(n,p) does not create a
problem if one uses general L-S fit procedure. It also is not
critical if one separates the evaluation of the shape from the
normalization.

I agree to that. There are a number of points where one has to be
more careful if one does not or cannot use the full L-S fitting
procedure .

Perey

I think that your method has the appeal that each step appears to
be very clean but the whole method is highly inconsistent with the
techniques advocated by Poenitz and myself. For instance, when
you make a ratio measurement to a standard cross section, you
don't make it to an evaluation, it is to nature's cross section.
You cannot possibly include the uncertainty of what you know about
the cross section. It was the true cross section,that was acting
in the measurement, not the evaluated cross section or your
knowledge of it. All you did was make a ratio measurement and it
should be handled as a ratio measurement

Vonach

I completely agree that the joint evaluation of all reactions
connected by ratios is the most desirable thing but if you have
the task to evaluate one reaction and don't have the possibility
to evaluate all the other reactions that are correlated, then by
knowing all the ratio measurements and by knowing what the cross
section is for the standard, you can put this information in. I
don't see any violation of principle.

Gruppelaar

You showed us a case in which ^ere were; two series of discrepaj*.
(n,2n) cross section measurements. I wonder whether in this case
it is possible to use theory to check these data with perhaps the
possiblity to reject one of the data sets. I think that a little
more credit should be given to theory. For instance, in the case
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of radiative capture in the MeV range the fine structure due to
inelastic scattering competition is mostly not observed in
experiments. In this and other cases the evaluator really needs
the theory.

Vonach

In cases such of such discrepancies we always try to get
additional information by mPAei calculations. In the special
example, I have discussed ( Zn(n,p)), the uncertainties in the
level densities did n^' .ilow a decision.

Froehner

I would like to amplify what Harm Gruppelaar just said. In most
of my work which is concerned with the resolved resonance region
and in what is apparent in what we heard in Gerry Hale's talk, we
rely very heavily on a formalism that can give us guidance in very
many cases and it is certainly better to use R-Matrix theory than
to follow a prescription like the one you presented and spurn what
theory can tell us, so one has to be careful about sweeping
statements. I realize that in some energy regions, and probably
at higher energies, theory is not of much help. For ray own
concerns, theory is of definite help and improve the data a
little, at least, over what you showed in your example.

Howerton

I don't think that Dr. Vonach needs any defense and I don't intend
to make any. I only war.t to point out that the t i t l e of his paper
is " With Emphasis us. Handling Experimental Data". Had he been
asked to talk, in general, about providing evaluations he might
well have given another talk.

Menapace

I would remark that even for experiments with uncertainties of 5%
or less, theoretical calculations are of main importance in order
to deduce a good model parameterization for use in the cases,
where experimental data are lacking or discrepant.

Vonach

I agree completely that an accurate excitation function will
always give a good opportunity to test models, but the evaluation
itself should remain based on the measurements.
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CALCOLATIONAL METHODS USED TO OBTAIN EVALUATED
DATA ABOVE 3 MeV

Edward D. Arthur

Los Alamos Scientific Laboratory, University of California
Theoretical Division

Los Alamos, New Mexico 87545

ABSTRACT

Calculational methods used to provide evaluated
neutron data for nuclei between A = 19 and 220 at Inci-
dent energies above several MeV range from empirical
techniques based on cross-section systematics to so-
phisticated nuclear-raodel codes that describe the major
mechanisms governing neutron reactions in this mass and
energy range. Examples of empirical approaches are
given along with discussion concerning regions of ap-
plicability and accuracies that can be expected. The
application of more sophisticated nuclear models
(Hauser-Feshbach statistical, preequllibrium, and
direct-reaction theories) is discussed, particularly
with regard to improved parameter determinations that
can be used In such calculations. Efforts to improve
the consistency and to unify these theoretical ap-
proaches are addressed along with benefits to evaluated
data that can be realized through careful application
of such nuclear-model techniques.

INTRODUCTION

Evaluated neutron data libraries often rely on calculational
techniques to provide necessary cross section, spectral, or an-
gular distribution information. Such instances may involve the
need to supplement measured results; to provide data for energy
ranges or reaction types lacking experimental data; and, In the
most extreme case, to provide data for a nucleus (such as an un-
stable fission product) where no measurements exist or will like-
ly exist. For medium and heavy nuclei (defined as 19 £ A £ 220
for the purpose of this paper), these techniques range from em-
pirical representations of the systematic behavior of experimen-
tal data to more basic approaches employing the Hauser-Feshbach
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sts:istical, preetiuillbrtum, and direct-reaction theories supple-
mented by use of the spherical or deformed optical model.

In the following sections these techniques are reviewed and
their validity examined over the neutron energy range between 3
and 20 MeV. In addition, because of Interest in higher energy
data motivated by d + Li radiation damage sources, the extension
of these techniques up to neutron energies of 50 MeV will be dis-
cussed briefly. Because of the wide range in mass and energy
covered by this paper, detailed discussions are not feasible; In-
stead examples are provided to Illustrate general methods and
techniques or to Illustrate problem areas. For more detailed
discussions, the reader is referred to reviews by Frehaut, [1]
Clndro, [2] Qaim, [3] Young et al., [4] and Gardner, [5] as well
as the proceedings from various symposiums [6-8J dealing with
nuclear theory for applications.

PHENOMENOLOGICAL METHODS BASED ON SYSTEMATIC DATA TRENDS

Interactions of fast neutrons with nuclei In this mass re-
gion occur chiefly through elastic and Inelastic scattering along
with reactions involving the emission of one or more nucleons.
Among this latter cross-section type, the (n,2n), (n,p), and
(n,a) reactions have been extensively studied over a wide range
in mass, albeit restricted to the energy region around 14-15
MeV. From these measurements, parameterlzations of cross-section
trends as a function of mass or more often as a function of neu-
tron excess, (N-Z)/A, have been developed. Expressions for
(n,2n) cross sections have been determined by Lu and Fink [9]
that predict such data to within 20% around 14 MeV, while equiva-
lent expressions [10] for (n,p) and (n,a) cross sections exist
also having accuracies in the 20-30% range. Recently, Qalm
[11-13] and his coworkers have improved such systematics through
use of more reliable techniques such as Ge(Ll) detectors and
isotoplcally pure samples. Similar efforts 13] have led to
systematic studies of the behavior of (n,t), (n, He), (n,np), and
(n.nos) cross sections as a function of mass In the 14-MeV energy
range. For the latter two reaction types, the relative paucity
of measurements prevent cross-section prediction to better than a
factor of two.

Such systematic behavior of cross-section trends are often
used In neutron data evaluation, particularly in the absence of
experimental data for the given nucleus of Interest. In the Llv-
ermore ENDL evaluated data library fl4] the expressions of Lu
and Fink, [9] Gardner and Rosenblum, [15] and Gardn r ...A Yu [16]
are often used to provide Information concernli •• >. > 14-MeV
values of (n,2n), (n,p), and (n,a) cross sections, •-• pectlvely.
Where such 14-MeV systematics are used, there occurs the
difficulty of extending cross-section information to other
incident energies.. For example, in the Lawrence Llvermore
Laboratory (LLL) EINDL library, the (n,2n) excitation function is
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constructed as follows. From threshold the cross section rises
in a sigmoid shape until it reaches a plateau value generally de-
fined (for medium and heavy weight nuclei) by the Lu and Fink
formula. Competition from the (n,3n) reaction causes the (n,2n)
cross section to smoothly decrease with the maximum (n,3n) cross
section set equal to 60% of the maximum (n,2n) cross-section val-
ue. Recent measurements [17-19] of t..<2 (n,2n) excitation func-
tion from threshold up to 28 MeV provide the opportunity to test
this parameterization. In Fig. 1 the ratios of calculated to ex-
perimental cross sections for nuclei between Y and Bi are
presented for three ranges of the energy Ug, which is defined
as the difference between the incident neutron energy and the
(n,2n) threshold. The first region, U R = 2 MeV, lies fairly
close to the (n,2n) threshold; the second, Ug = 6 MeV, occurs
for these nuclei in the 14-15 MeV incident energy range; and the
third region lies above the (n,2n) plateau region where competi-
tion from (n,3n) reactions occur. As to be expected, the agree-
ment is best around UR = 6 MeV, corresponding to energies for
which systematics have been most thoroughly developed. Above and
below this energy region, the agreement worsens with a systematic
underprediction of 30-40% in the calculated cross section.

Other efforts to parameterize the shape of such cross-
section curves appear to be sparse although there have been at-
tempts by Krivan and Munzel [20,21] regarding shapes for (n,p),
(n,a), and (n,2n) excitation functions. To do so, the position
and value of the maximum cross sections, the half width, and an
asymmetry parameter were determined as a function of mass. Such
systematics appear to work reasonably well for (n,2n) reactions,
but for (n,p) and (n,a) cross sections, there ere significant de-
viations from experimental data.

Empirical parameterizatlons of 14-MeV cross sections have
been supplemented by the use of evaporation theory to provide in-
formation concerning cross-section shapes. The foremost example
of such a technique is the THRESH code developed by Pearlstein
[22] which has been used in almost 50% of the current evaluations
in the ENDF library [23] to provide information (either relative
shapes or absolute cross sections) for one or more reaction
types. As an example, the (n,2n) cross section is calculated
from the expression

a 9n(E) = a °n,M °n,2n(E) (1)
n,2n ne - ~~T~~

ne n,M

where a is the nonelastic cross section, and the second factor
us

represents the portion of the nonelastic cross section resulting
in neutron emission that is parameterized as a function of the
neutron excess, (N-Z)/A. The third factor is calculated from
evaporation model theory [24]
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...CD.

where E, B , and e are the excitation energy of the conpound sys-
tem, the neutron binding energy, and the exit energy of the neu-
tron, respectively; a is the level density parameter; and o is
the compound nucleus formation cross section.

The advantages of such a technique as embodied In the THRESH
code are its simplicity, (Z and'A are the only required Input pa-
rameters although others may be provided); its speed; and, since
the model has been fit to experimental data sets, it is possible
to obtain errors and their correlations. The range of uncertain-
ties [25] for (n,p), (n,a), and (n,2n) reactions appear in Table
I where they are presented as a function of neutron excess.

A common use of THRESH is to normalize (if necessary) to ex-
perimental data at 14 MeV and to then use its calculated results
to represent a cross-section excitation function In a given eval-
uation.. To test its ability to predict cross-section shapes, a
similar analvsls has been performed with THRESH results as was
don- f >r END!., aystematics in Fig. 1. Again, the (n,2n) reaction
was ••ho'.-.Ti because of the wide mass range in which experimental
excitation functions exist; although In this case the ranee in
neutron excess was expanded to include lighter nuclei ( Sc).
Simslarlv, three regions of UR were chosen to represent inci-
dent •• M-rgy regions near threshold, near the energy at which the
maxlnm-n cross section occurs, and at energies lying above this
plateau region. The results are shown In Fig. 2. For OR • 2
MeV, Lhf calculated cross sections for heavy nuclei H e 25-50X
higher than the data, indicating the possible effects of gamaa-
ray competition, angular momentum, or population of discrete lev-
els, none of which are included in THRESH. For lighter nuclei
[smaller (N-Z)/A values], such effects are generally absent.
(Note that some calculated values deviate systematically over the
three I'R ranges, indicating a need to renormalize to better fit
the experimental data.) For UR " 6 MeV, there is generally
good agreement, particularly for heavier nuclides (within 101).
However, at UR » 10 MeV, the code consistently underpredicts
the (n,2n) cross section with the most likely cause being that
preequlllbrium effects [important In (n,2n) reactions at these
energies] are not included. From Fig. 2 it appears that use of
these techniques to provide cross sections on heavier nuclei
above 20 NeV should be exercised with a caution if results are
desired to "s^fer than within a factor of two.

Phenomenological models play roles in data evaluation other
than those connected! with cross-section needs. For example,
evaluated angular distribution information oust be provided for
continuum neutron emission, a situation that is aade difficult
because of the paucity of such experimental measurements and be-
cause theoretical models are generally not enough developed to
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accurately predict such data. Recently Kalbach and Mann [26]
have developed a phenoraenological model which with four fitted
parameters, knowledge of the energy of the outgoing particle, and
division of the cross section into multtstep-direct and multistep
compound parts can reasonably predict argular distributions in a
wide mass range and for secondary energies extending to 60 MeV.
Figure 3 compares the predictions of this model to data measured
on iron by Hermsdorf et al. [27] for 14.6-MeV neutrons. Sums
over three regions of secondary energy are presented, the first
representing low emission energies governed mainly by compound
nuclear processes, the second dominated by multistep direct
processes (here approximated by a total preequllibrium emission
fraction), and finally a sum over the range of emission energies
from 2 to 11 MeV as may be used to describe the gross angular
distribution associated with a total emission spectrum. The
overall agreement is good, even within the approximation that the
total preequilibrium emission cross section was used in place of
the multistep direct component. This Indicates the usefulness of
this phenomenological representation, particularly at higher
incident energies where energy-angle correlations become aore
Important.

NUCLEAR MODELS AND THEIR APPLICATION TO DATA EVALUATION

An application of one or more of the theoretical models that
describe neutron reactions in this mass and energy region (opti-
cal, Hauser-Feshbach statistical, preequilibrium, and direct) has
generally been used to provide some portion of evaluated data
files. Most often, this has been through use of the optical
model to supplement experimental data regarding total, nonelas-
tic, and elastic cross sections as well as angular distributions
from elastic scattering. Likewise, the Hauser-Feshbach statisti-
cal model has been used to provide similar data for neutron Ine-
lastic scattering from discrete levels. Recently, more sophisti-
cated applications have occurred in which simultaneous calcula-
tions of cross sections and spectra have been made for a number
of reaction types over a wide Incident energy range using con-
sistent input parameter sets.

The optical model and the coupled-channe; dii<->t n si uon
theory are discussed in another contribution ro this Workshop.
Thus, discussion here will concentrate chiefly on tn;' itau.jer-
Feshbach statistical and preequllibrium models with particular
emphasis placed on the parameters that are usud with them. The
development of improved techniques for parameter det s-i mination
along with new model codes that handle tertiary (ami higher-
order) reactions strengthens the role such techniques will play
In future data evaluation. These Improvements will be discussed
along with problems occurring in the use of such models.
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The calculation of cross sections for particle or gamma-ray
emission through the Hauser-Feshbach statistical model occurs by
use of the expression [28]

7 T 5" T ,
, 2 r C C

0cc' " 72T+1)(2I+1) JTI f cc1 ( '

where 1 and I are the projectile and target spins, respectively.
The term W , represents width-fluctuation [29] corrections that
must be applied at low energies. Since W ,+1 at energies above
a few MeV, it will not be described here. To evaluate components
appearing in this schematic expression one must have information
from optical-model calculations regarding transmission coeffi-
cients that describe the compound nucleus formation at a given
incident energy as well as ones that described particle emission
over a wide secondary energy range. Gamma-ray transmission coef-
ficients must be obtained generally through the use of the Weiss-
kopf [30] single particle or Brink-Axel [31] giant dlpole reso-
nance models. Discrete level data must generally be provided,
and If a continuum of excitation energies is assumed (because of
the lack of sufficient discrete level data) then a level density
model and Its associated parameters must be employed. Thus ap-
plication of the Hauser-Feshbach model to data evaluation gener-
ally requires a complexity of input parameters much greater than
other calculational techniques discussed earlier.

Generally for incident neutron energies above 10 MeV, cross
section and spectral results from the statistical model must be
modified for nonequilibrium effects through use of the preequi-
llbrium model. To calculate preequilibrium emission, the master
equa'ions exciton model [32] has been widely used in evaluations,
although some applications of the geometry-dependent hybrid model
have also occurred. (For more detail concerning the hybrid mod-
el, see the review by Blann. [33]) Within the master equations
exciton model, a reaction is assumed to proceed through a variety
of particle-hole configurations, starting with simple ones and
advancing through more complicated ones until equilibrium Is
achieved. At each stage during the process there occurs some
probability for particle emission. To obtain cross sections and
spectra with this model, the following coupled equations must be
solved.

£ (n.t) = P(n-2,t)X (n-2,E) + P(n+2,t)A (n+2,E)
at + -

- P(n,t)[X+(n,E) + X_(n,E) + ^ f Wb(n,e)d<r] , (4)
b
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where n is the exclton number (n=p+h), the quantities \+ and A.
represent transition rates to produce Increasingly (or decreas-
lngly) complex p-h configurations and W ^ is the probability to
emit at each stage particles of type b having energy e. To
obtain these rate expressions, the square of the average
matrix element for the effective two-body Interaction |M| 2 must
be calculated. In the exclton model this is done empirically
through assumption of the form

|M|2 = kA"3 E"! . (5)

The constant k appearing on the: above expression has been deter-
mined by Kalbach [34] from the analysis of particle-induced reac-
tion data at energies of tens of MeV. ;'<"naining quantities
needed to calculate preequil'brium emission are the compound
nucleus formation cross section, inverse cross sections at
secondary energies e, and state densities used to represent p-h
configurations.

Recently several new codes employing statistical preequilib-
rium theories have been developed that should greatly aid in data
evaluation. A selected number of these along with their charac-
teristics appear in Table II; a more complete overview has been
givan by Prince in Ref. 35. The STAPRE, [36] TNG, [37] HAUSER,
[38] and GNASH [39] codes carry out multlstep reaction calcula-
tions with full allowance for angular -aoraentum effects along with
preequillbrium corrections. Others like MSPQ [40] and ALICE [41]
use evaporation theory for the statistical portion of the calcul-
ation along with preequilibrium emission based on the exciton and
geometry-dependent hybrid models, respectively. The AMALTHEE
[42] and PREANG [43] codes both use matrix methods to solve
exactly the master equations of the exciton model without
artificial division between preequilibriura and equilibrium
components•

Optical, Gamma-ray, and Level-Density Parameters

Transmission coefficients used in Hauser Feshbach calcula-
tions should produce accurate compound nucleus formation cross
sections while also realistically describing particle emission
over a spectrum of emission energies. Such conditions lead to
considerable constraints on the optical parameters used so that
transmission coefficients obtained from global optical parameter
sets can be Inadequate for the problem or energy range of inter-
est. Recently improvements in optical model parameters have oc-
curred through the use of the "SPRT" technique developed by
Lagrange and co-workers (44] and now used extensively in
calculations for evaluated data. The technique employs s- and
p-wave strengths to supplement total cross section and elastic
angular distribution data so that neutron optical parameters that
are typically applicable over the energy range from 10 keV to 20
MeV can be determined. Neutron data are often augmented by the
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the use of proton data to extend the range over which such
parameters are valid. Figure 4 shows an example of thfla
technique In which coupled-channel calculations of the neutron
total cross section for 1 9 Au have been made using the paraaeters
of Delaroche. [45] For i97Au, the parameters are valid up to
energies around 60 MeV because of the availability and use of
higher energy proton data in the parameter determlnationB•

The applicability of such optical paraneter sets can be ver-
ified indirectly through Hauser-^eshbach calculations of proces-
ses such as (n,2n) reactions on medium and heavy nuclei from
threshold up to energies around 15 MeV. Generally the cross sec-
tion rlsps rapidly and if gamma-ray competition Is determined us-
ing gamma-ray strength functions (see next paragraph), then the
calculated shape depends heavily on the neutron transmission co-
efficients. In addition the calculated cross section can be of-
ten determined by transitions to discrete levels in the A-l nu-
cleus so that level density effects are minimal. Figure 5 il-
lustrates such a case for the Y(n,2n) reaction where the opti-
cal parameter's of tagrange f46J determined by the SPRT Method and
used <n GNASH calculations f 47] produce good agreement with
available experimental data. A similar situation exists for the

Zr(n,2n) reaction near threshold. However, for incident
energies up to 15 MeV, greater than 7SX of the calculated cross
section results from direct transitions to the 9/2+ groui d state
of 89Zr. This situation allows the behavior of higher order
transmission coefficients to be tested through comparison to
experimental data.

As mentioned above, the use of gamma—ray strength functions
may offer Improvements in the calculation of multistep reactions
such as (n,2n), particularly around thresholds where gamaa-ray
competition is Important. Gamma-ray strength functions and their
systematics have recently been the subject of an extensive
investigation by D. G. and M. A. Gardner J48] to which the reader
is referred. In many statistical-model calculations, gamma-ray
transmission coefficients are normalized to the 2ir<TY>/<D> ratio
where <ry > and <D> are the average gamma-ray width and spacing
for s-wave resonances. Such techni«iues pose little problems for
stable nuclei where these data are available experimentally.
However, for compound systems lacking this data, these quantities
must be deduced from their systematic behavior. This can lead to
large errors particularly around closed shell regions where there
are large variations in resonance spacings. The use of strength
functions to determine gamma-ray transmission coefficients should
help alleviate this problem since their normalization should vary
slowly between nearby nuclei. Figure 6 Illustrates this behavior
by showing results of Rb and ^lb capture calculations'*8 using
identical El and Ml strength functions (shown at the left) that
reproduce experimental capture cross sections differing by a
factor of more than 25.
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Progress in improvement of level density parameters and rep-
resentations has lagged behind the advances described above for
optical and gamma-ray strength parameters. Most calculations
performed for data evaluations use phenomenological models—gen-
erally the constant temperature and Ferrai-gas expressions due to
Gilbert and Cameron [49] or the back-shifted Fermi-gas model de-
veloped by Dilg et al. [50] Mention .=hc-;!'! also be made concern-
ing the use by Jary [51] in (n,2n) calculations of the Ignatuyk
[52] expressions that Include an excitation energy dependent
level-density parameter. Some improvements in the parameters
used with such models have occurred recently due to the work of
Reffo [53] on spin cut-off parameters and by Cook [54] regarding
updated fits to determine the remaining parameters. Even after
these parameter improvements, such models are deficient In des-
cribing high excitation energy regions or predicting the ratio of
positive to negative parity states as a function of excitation
energy. From this point of view, model codes would benefit by
the implementation of microscopic level densities using methods
such as those of Morretto [55J or Grimes. [56]

Applications

In spite of these shortcomings, nuclear models have been ap-
plied successfully to many evaluation problems. Complete and
consistent calculations of neutron reactions on barium isotopes
from 20 keV to 20 MeV have been made by Strohmaier et al. [57]
using the STAPRE code listed in Tab?e II. The TNG code has been
used by Fu in the evaluation of neutron cross sections for Ca,
Fe, and Pb, [58-60] and most recently by Larson [61] to calculate
neutron reactions on Na. Mann et al. have used the HAWSER code
to calculate cross sections for the 54Fe(n,p) dostmetry reaction
[621 and to calculate alpha-particle production from neutron re-
actions on copper up to 40 MeV. [63] The GNASH mulristep sta-
tistical code has been used to calculate reaction cross sections
on Fe, Co, [64-65] and most recently on Ni isotopes [66] up to
energies of 40-50 MeV. An example of such a calculation is shown
in Fig. 7 for the 58Ni(n,2n) reaction. Neutron optical parame-
ters were obtained through the SPRT method while proton and alpha
optical parameters were verified through calculation and compari-
son to proton and alpha induced reaction data up to 40 MeV. Data
from 58>6O~°2j}i capture reactions provided gamma-ray strength
function information. These parameters were then used in
preequilibrium-statistical calculations along with direct inelas-
tic scattering cross sections obtained from DWBA calculations.
The Ni(n,2n) cross section constitutes only a small portion of
the total reaction cross section, but reasonable agreement is ob-
tained principally because of the input parameter determina-
tions. Previous calculations [18,67] that relied on global input
parameter sets have faired poorly, often missing the experimental
results by greater than a factor of two.
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Nuclear model calculations can be used to correct so™e Inac-
curacies that often exist in evaluated data files. One such area
is the representation of neutron emission spectra induced by neu-
trons in the 10-20 MeV range. Deficiencies in evaluated data
have been pointed out by Hetrick et al. T68], occurring nost of-
ten in cases where evaporation formulas using tenperatures deter-
mined from level-density parameters are employed for such spectra
representation. One such example is the evaluated spectra for
tungsten isotopes appearing In ENDF/B-V. In Fig. 8, the evalu-
ated W spectrum is compared to measurements by Hernsdorf |27]
on natural tungsten using 14.6 MeV neutrons. A large discrepancy
exists most noticeably in the secondary energy region where pre-
equilibrium emission and direct reaction effects are most Impor-
tant. Such behavior Is corroborated by comparison of calculated
neutron spectra [69,70] to results from Integral measurements
such as those from the pulsed sphere program at iivernore (see
Fig. 9). Comparisons to such Integral data have proven to be a
valuable complement to microscopic data In the 14 MeV region.
The calculated emission spectrum that will be used in a new
evaluation [71] for tungsten isotopes currently under preparation
is shown in Fig. 10. Much better agreement Is obtained although
some underprediction still exists in the upper end of the
spectrum. This would possibly be improved If calculated direct
reaction cross sections were included In the comparison.

A consistent application of nuclear models could alleviate
another problem occurring in evaluated data files. For example,
calculational techniques are sometimes used to provide evaluated
neutron cross sections but experimental results are used directly
to provide evaluated gamma-ray production data. Inconsistencies
between these evaluated data types can lead to energy Imbalance
problems that can be solved through a consistent use of nuclear-
model calculations matched to experimental data. Such problems
have been addressed by MacFarlane [71] and Young [4J through en-
ergy balance tests of various ENDF evaluations. Soae results
from these studies are presented in Table III for energies in the
2-20 MeV range. A poor rating Indicates that significant fop to
10%) violations occur for conservation of total energy.

As evaluated data libraries are extended to higher energies,
the demands placed upon model calculations will Increase because
of the general consensus that experimental aeasuretnents canmoi.
satisfy all of the data needs for energies above 20 MeV. In such
instances, calculations must be performed In which complicated
reaction chains oust be followed to Include all najor neutron and
charged-parttcle producing reactions. Figure 11 shows such a
chain that was used for GNASH calculations on iron {64] up to 40
MeV. Calculated cross sections using this chain are shown In
Fig. 12, indicating that contributions for reactions such as
(n,2np) {sum of (n,npn) + (n.pnn) + (n,2tip)| dominate at higher
energies over those Involving solely neutron emission, again Il-
lustrating the need for such detail in the calculation.
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Problems that occur In model calculations below 20 HeV are
magnified considerably at higher energies, particularly with re-
gard to level density representations and parameters. This ts
due In part to the higher excitation energies involved and be-
cause nuclei are reached that lie further away from the line of
stability at which most experimental Information exists. Such
deficiencies can be compensated to some degree through comparison
to higher energy charged-particle induced reaction data that can
be used to verify and optimize parameters for level density, pre-
equillbrium, and other ingredients needed In such calculations.

Improvements In Nuclear Models

There are several areas of theoretical improvements that
will be useful for future data evaluation. One such example is
the extension, for preequilibrlum emission, of the generalized
master equations of Mantzouranis et al. [73] by Gruppelar and
Akkerman [74] to the theoretical analysis of angular distribu-
tions Induced by 14.6 MeV neutrons. Satisfactory results were
obtained over a wide mass range (berylium to bismuth) after ad-
justment of two global parameters.

The unification of preequilibrium and the Hauser-Feshbsch
statistical model ha3 been pursued by Fu [75J at ORNL through in-
corporation of angular momentum effects into the preequillbriun
model. The result is a form that becomes compatible with stan-
dard Hauser-Feshbach techniques when equilibrium Is reached. A
part of this is achieved through the determination and use of
level and state density parameters that are consistent between
the two models, a situation that has generally been lacking in
the past. This unified Model, after determination of two param-
eters through comparison to 14.6 MeV neutron emlsion data for
iron, has been applied to calculation of the neutron and charged-
particle emission spectra on 12 isotopes having recent experi-
mental data. Initial results from such calculations have proven
satisfactory as shown in Fig. 13 where comparisons are made to
experimental neutron production spectra. This model, in addition
to providing cross sections and spectral information, also allows
angular distribution information to be obtained for contlnuua
particle emission.

UNCERTAINTIES RESULTING FROM APPLICATION OF CALCULATIONAL
TECHNIQUES

Along with the evaluated data that can be obtained using the
calculatlonal methods outlined In this paper, there Is a need to
provide Information about uncertainties arising from use of such
techniques, especially in areas lacking experimental data. By
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use of the empirical techniques discussed at the beginning of
this paper, fits can be made to experimental data using a given
parameter set, from which uncertainties and their correlations
can be ascertained. An example of such results appeared In Ta-
ble 1. However, if a model is extended significantly beyond the
region where Its parameters and their errors were obtained, then
the confidence that can be placed upon calculated results and er-
rors declines considerably.

If nuclear models are used to determine evaluated data where
no experimental measurements exist then the error problem becomes
Increasingly more difficult. In such cases, the number of Input
parameters is greater and often because of lengthy computational
times it is not possible to vary each Input parameter to examine
the sensitivity of the calculated results to it. Also, for some
excitation energy regions or nuclei far removed from stability,
the theoretical models used may have little or no validity.
There are however cases where meaningful errors and their corre-
lations can be obtained for parameters used in theoretical analy-
ses. One such example is the use of chl-square minimization
methods to obtain optical parameters from fits to experimental
data. Also, some nuclear-model codes require relatively little
computer time, and studies of the sensitivity of calculated re-
sults can be made as a function of a significant number of param-
eters. One such example Is the analysis by Pearlsteln [76] of
neutron emission spectra induced by 14 MeV neutrons over the mass
range from sodium to bismuth. The preequilibriua-evaporation
code ALICE [41] was used to obtain covariances and correlations
for several fitted parameters. The result was a global parameter
set that could produce agreement to within 30% of the measured
results in over 70% of the cases studied.

The estimation of errors using more complicated Hauser-
Feshbach techniques (with preequilibrlisB corrections) generally
is more vague and relies on the systematic behavior of input pa-
rameters within some realm of physically acceptable values. The
error estimates made In calculations of neutron reactions on bar-
ium isotopes by Strohoaier [57] follow this pattern where rela-
tively small estimates (101) were made for neutron emission cross
sections because of well-determined neutron parameters and a good
supply of experimental data. For other cases such as charged-
particle reactions lacking well-determined input parameters or
data, estimated errors were significantly larger (40S).

CONCLUSIONS

Some of the calculatlonal techniques used to provide evalu-
ated data for medium and heavy mass nuclei In the neutron energy
range above 3 MeV hava been reviewed. Empirical techniques play
a role when cross-section estimates are desired based on systema-
tic data trends or in situations where aore basic nodeIs are
not sufficiently developed to produce adequate agreement with
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experimental results. However, the Improvement in input
parameters and the availability of new, sophisticated nuclear
model codes have resulted in an increased use of theoretical
methods to provide cross sections and spectral information. The
extension" of evaluated data to higher energies promises further
improvement in these theoretical techniques. It should be
remembered, however, that underlying these discussions of
empirical and theoretical methods is the realization of the
importance of having adequate experimental data with which to
verify and improve such techniques.
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TABLE I

UNCERTAINTY RANGES (%) FOR THRESH CROSS SECTION RESULTS AS
A FUNCTION OF NEUTRON EXCESS (Ref 25)

Reaction

(nt2n)

(n,P)

(n.a)

0.03-0.05

20-50

20-25

25

Neutron

0.05-0.1

10

20-30

25-40

Excess (N-Z)/J

0.1-0.15

10

20-40

30-60

K

0.15-0.2

10

30-150

40-150
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Code

ALICE

AMALTHEE

GNASH

HAUSER5

MSPQ

PREANG

STAPRE

TNG

TABLE II

SOME RECENT NUCLEAR MODEL CODES USED FOR EVALUATION PURPOSES

do d i
Author

Blann

Berslllon
& Faugere

Young &
Arthur

Mann

Jary

Akkermans,
Gruppelaar
& Luider

Uhl &
Strohnaler

Fu

Method

Evaporation and
geometry-dependent
hybrid preequlllbrlum

Matrix solution of
master equations excl-
ton aodel for t • »

Multlstep Hauser-
Feshbach, aaater equa-
tions exclton model

Multlstep Hauser-
Feshbach, master equa-
tions exclton aodel

Evaporation and excl-
ton aodel preequlllbrlun

Matrix solution of gen-
eralized master equation
exclton aodel

Multlstep Hauser-
Feshbach, master equa-
tion exclton model

Unified aulttstep
Hauser-Feshbach and
preequlllbrlum with angu-
lar momentum conservation

dg
dc

de

(b) (c)
o "f

•K

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

(b)

(c)

gaona-rsy spectra and cross sections

isomerlc state cross sections

fission cross sections
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TABLE III

QUALITATIVE RATING OF ENERGY BALANCE FOR ENDP/B-V
HATERIALS IN THE ENERGY RANGE 2-20 MeV (Ref. 72)

(G - good, F « fair, P » poor)

I9F

23Na

Mg

2 7A1

Si

31p

32S

Cl

K

Ca

Ti

V

Cr

F

F

F

F

G

F

F

*

P

G

F

F

P

55Mn

Fe

59Co

Ni

Cu

Mo

181,.

182W

183W

1S6W

Pb

P

P

P

F

*

*

F

P

P

P

P

P

F

*Kasked by element effect
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Fig. 1.
The ratio of (n,2n) cross sections calculated using the LLL
ENDL empirical methods to experimencal results for nuclei
ranging from 89Y to 2Ui*Bi are presented for three regions o'
UR [U R « Incident energy - (n,2n) threshold energy].
These regions correspond to energies slightly above the
(n,2n) threshold, to energies where the (n,2n) cross sec-
tions reach a maximum, and to energies above the plateau
region where (n,3n) competition occurs.
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The ratio of (n,2n) cross sections calculated using the
THRES2 [22] code to data for nuclei ranging from ^Sc to

Bi. The same Ug regions are used as were defined in
Fig. 1.
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Fig. 3.
Angular distributions of emitted neutrons from 14.6 MeV
neutron interactions with iron calculated using the Kalbach-
Mann [26] expressions are compared to the Hermsdorf [27]
data for several ranges of secondary energy.
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197Au total cross section determined from coupled-
channel calculations using the Delaroche optical parameters
>45] are compared to experimental data.
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Cross sections for the Hf(n,2n) reaction obtained from
GNASH calculations using the Lagrange optical parameters
[46] are compared tc recent measurements [17-19] of this
reaction.
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The partial and total neutron emission spectra obtained from
new calculations [71] on 1S1<W are compared to the Hermsdorf
data. Direct reaction contributions included in the calcula-
tions do not appear in this comparison.
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Fig. 11.
The reaction chain used for the calculation of neutron
reactions on iron [64] up to energies of 40 MeV.
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Neutron production spectra obtained through calculations
using the unified Hauser-Feshbach-preequilibrium model of Fu
[75] are compared to the 14.6 MeV Hermsdorf data for eight
natural elements.
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Discussion

Pee lie

Now that evaluation tools employing nuclear model codes are
becoming rather well developed, how does one or how might one
assess uncertainty in cross section values obtained with their
help?

Arthur

Up to now the assessment of errors from nuclear model calculations
has generally been rather crude and subjective relying mainly on
estimates made by the calculator based on a confidence placed on
the input parameters. There have been recent analyses made by
Vonach et al., of the errors on calculated cross sections after
systematic variation of input parameters within physically
accepted limits. At higher neutron energies such efforts can be
difficult because of the long computational times needed for some
of these models. Also there may be instances where a given model
is not applicable so that the errors obtained may be meaningless.

Vonach

In our evaluation work we have made studies to estimate the
uncertainties of model calculations by studying the sensitivity of
the calculations to parameter variation within their estimated
uncertainties. From the results of such calculations, a
covariance matrix can be obtained and subsequently treated in the
same way as covariance matrices for measurments. He intend to
continue to follow this line of bringing calculational results and
measurements into the same formal framework.

Poenitz

I looked at the same question for U(n,y). One can partition
the problem in two parts, the first part is easy: one determines
the uncertainty of model parameters from the uncertainty of the
experimental data on which they are based. Investigating the
sensitivity of the calculated quantity leads to the estimate of
the uncertainty. The second part, that is the uncertainty from
the model approximations, is much more difficult to estimate.
This is related to the philosophical point that these are all
empirical models and they can be only as good as the measured
data. We can use them to fill in the gaps but utimately they can
be only as good as the best experimental data. It is only
following new experiments that improvements to models are made.
The best example of this can be seen if one follows the
development of the optical model.
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Menapace

I would like to point out possible limitations arising, in this
kind of calculation, from the use of the presently available
microscopic formulas for level density at high excitatior
energies. As a consequence, the equilibrium contribution can be
underestimated, with a questionable parameterization of the
adopted pre-equilibrium model resulting.

Arthur

That's true. In the higher energy calculations, preequilibrium
emission dominates and you are back to the state densities that
were derived from Gilbert-Cameron or Fermi Gas Model.

Gruppelaar

What kind of description would you like to adopt for emission
spectrum files? Do you think of a mixed description by an
evaporation expression and a point-wise representation or would
you like to adopt unequal bin sizes in your model code to obtain a
fine-grid representation at low emission energies?

•j

Arthur

Up to now we have employed histogram representation with some
crude effort to provide a fine grid representation in energy
regions where thresholds occur. I see nothing wrong with using
such a mixed form representation however.

Mughabghab

What optical model parameters did you use to obtain your
transmission coefficient? Did you vary these parameters to obtain
the good fits in the case of Y in the threshold region?

Arthur

The optical parameters of Lagrange were used with no adjustment to
fit the °'Y(n,2n) cross section data around threshold
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EVALUATION OF NEUTRON CROSS SECTIONS FOR FISSILE AND

FERTILE NUCLIDES IN THE keV RANGE*

L. W. Weston

Oak Ridge National Laboratory
Oak Ridge, Tennesseee 37830

ABSTRACT

Procedures for evaluation of radiative capture,
elastic and inelastic processes, and fission in the keV
region of neutron energies are described. The use of
theoretical tools along with the available ENDF utility
codes allows the evaiuator to extend and expand upon
the experimental data which are often sparse or dis-
crepant- A few problems with the utility codes ara
noted and suggestions made for improvement and exten-
sion. Some ENDF/B-V cross sections for important
nuclei are plotted in detail and show significant need
for improvement in the shape of the individual partial
cross sections to be consistent with theoretical pre-
dictions within the constraints of the experimental
data. In particular, uranium and plutonium isotopic
evaluations, which are of critical importance to fast
reactors, deserve careful attention using improved
methodology.

INTRODUCTION

Since detailed documentation of the procedures used for eval-
uations of the cross sections for ENDF/B in the keV region for the
fissile and fertile isotopes are sparse, available techniques will
be discussed in this paper with emphasis upon obtaining consistent
results for the partial cross sections. In the past, partial
cross sections have often been evaluated by different evaluators
with little consideration of the interactions between the indi-
vidual cross sections. A more unified approach to evaluation

Research sponsored by the Reactor Research and Technology
Division, U. S. Department of Energy under contract W-7405-eng-26
with the Union Carbide Corporation
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should yield improved results because theory places constraints
upon the partial cross sections within the uncertainty of the ex-
perimental data.

FISSION CROSS SECTION

Usually more experimental data on the fission cross section
exist in the energy region of concern than on the other cross sec-
tions. Because of the ample data, evaluations are normally based
almost completely upon these measurements rather than model calcu-
lations. As an example, the fission cross section data and evalua-
tion [1,2] for Pu-241 are compared in Fig. 1. At first inspection
one would consider a simple least-squares fit to all the data to
be the obvious solution. Unfortunately this is seldom practical
because it is common for the experimental data to be discrepant by
many standard deviations. This is understandable when it is con-
sidered that the experimentalist can usually reduce the measurement
uncertainties of which he is aware to the point when* these uncer-
tainties are smaller than the unknown systematic uncertainties.

In practice much intuition and renormalizing of data is used
in the evaluation of fission cross sections. There are always un-
certainties in the absolute magnitude of the cross section so that
internormalization of data sets is commonly carried out in order
to evaluate the shape of the cross section. In the keV region
the fission cross section is usually measured relative to those

of B(n,a) or the Li(n,a) up to about 100 keV and relative to

U(n,f) at higher neutron energies. Exceptions to this are a
few absolute measurements and measurements relative to the (n,p)
scattering in hydrogen. Examples of shape fitting techniques is
the least squares code being developed by M. Bhat [3] and W. P.
Poenitz [4].

The uncertainty file for a fission cross section evaluation
may be obtained with a code such as SUR [5] by F. C. Difiiippo.
This code assumes the various input data sets are independent and
computes the uncertainty file directly fran the experimental data.
The uncertainty in the standard cross section used to measure the
flux must also be considered in determining the uncertainty file.
When there are only one or two experimental data sets available
for a partial cross section, then the uncertainty file must be
evaluated from the uncertainties quoted by the experiments.

TOTAL CROSS SECTION

The total cross section in the keV neutron energy region for
the fissile and fertile nuclei normally has less structure than
the partial cross sections and is the most consistent among the
nuclides. The level spacing for these nuclei is usually not large
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compared to the Doppier width of the resonances in the keV neutron
energy region; therefore the total cross section is smooth.

The average total cross section is composed of potential scat-
tering which is smooth and slowly varying with the phase shift; the
resonance term which is dependent upon tha neutron strength func-
tion which varies slowly with neutron energy, and a term due to
many-level interference [6]. Since the total cross section is not
dependent on the parameters of the exit channels, it is not ex-
pected to show the rapid variation as do the partial cross sec-
tions.

The evaluation of the average total cross section is useful
since it limits the sum of the partial cross sections. Since only
the entrance neutron channel and not the exit channels effects the
total cross section, a new channel which opens, such as inelastic
scattering, must compete with other channels which are already
open. For evaluations of the fissile and fertile nuclei accurate
average total cross section measurements from the keV region up to
20 MeV are needed.

CAPTURE CROSS SECTION

In most cases fewer measurements of the capture cross section
than the fission cross section are available. The experimental
measurements are appreciably more difficult and uncertainties much
larger. When the nuclide has a large fission cross section only
measurements of the ratio of the capture cross section to the fis-
sion cross section (alpha} are usually made.

In evaluating the capture cross section in the keV region
there is another important consideration in addition to average
capture cross section measurements. One should also consider the
average resonance parameters determined from the resolved resonance
region. For many of the nuclides under consideration, the s-wave
strength function and level spacing have been derived from measure-
ments in the resolved resonance region. The average capture cross
section can be expressed C7] approximately as:

where U is the average level spacing, rn the neutron width, r the
radiation width and r is the total width. The total width is the
sum of the partial widths;

r - P n + rf + r Y * r x r , (2)
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where r is a competitive width such as inelastic scattering. The

expression for the f ission cross section is identical to that for
capture upon substitution of the f ission width, r^, for the radia-
tion width, Ty. The average in Eq. (1) is over the proper s tat is-
t ica l distr ibut ion for each part ial width.

There is a code, UR, written by E. Pennington which is avai l -
able from the National Nuclear Data Center, which w i l l calculate
average resonance parameters to describe a capture and f ission
cross section at a given neutron energy. Unfortunately, this code
calculates on a point-by-point basis by varying rn and f , but does

not f i t with energy independent parameters. This lack of f l e x i -
b i l i t y makes the code d i f f i c u l t to use when considering average
parameters from the resolved resonance region for use in an eval-
uation. In the keV region one must also include p-wave and d-wave
parameters which are usually not available from the resolved reso-
nance region analysis. These parameters may be estimated approx-
imately, however.

Figure 2 shows an evaluation of the average capture cross
section for Pu-240 where the average resonance parameters from the
resonance region strongly influenced the evaluation [ 1 ] . Without
such an influence the evaluation of the capture cross section in
the 5- to 80-keV region would have been higher. The data of
Wisshak and Kappeler [S] were not available at the time of the
evaluation. Another example [9 ] of th is type of f i t t i n g is shown
for the capture cross section of Np-237 in Fig. 3. In this ex-
ample s the average resonance parameters from the resolved resonance
region, the experimental data in the keV region and theory were a l l
used to obtain an average resonance parameter f i t .

INELASTIC SCATTERING

Inelastic scattering is a competitive reaction which usually
makes a significant contribution in the neutron energy range of
concern in this paper. There are known discrete inelastic scat-
tering levels in all the fissile and fertile nuclides below a half
MeV. At higher neutron energies inelastic scattering will not be
considered in this paper.

Inelastic scattering to discrete levels has been measured for
a few discrete levels in the fissile and fertile nuclei but in most
cases model calculations must be relied upon for estimates of these
cross sections and their angular distributions. A good example of
the treatment of inelastic scattering in an evaluation [10] is
shown in Fig. 4 for U-238. Both experimental measurements and
model calculations have been used to evaluate the inelastic scat-
tering from the 45-keV level and the effect on the capture and
scattering cross sections have been taken into account properly.
Note there is a decrease in the capture cross section which corre-
sponds to the onset of inelastic scattering.
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The effect of inelastic scattering on the elastic scattering,
capture, and fission cross section is through the average total
width, r, shown in Eq. (1). The inelastic scattering width, rn,,
is summed with the other partial widths to form the total width
as given in Eq. (2). It should be noted that inelastic scat-
tering affects capture, fission, and elastic scattering propor-
tionally but does not affect the total cross section.

Unfortunately, the ENDF/B format allows only one discrete in-
elastic scattering channel in the unresolved resonance region [11]
and many processing codes do not allow the average total width to
be neutron energy dependent. Thus the first inelastic scattering
channel must be carefully handled and usually the unresolved reso-
nance region in ENDF is ended before the onset of the second and
higher inelastic levels which have a major contribution.

For many of the important nuclides, the other partial cross
sections are evaluated independently of the inelastic scattering
with the corresponding loss of information and physical meaningful-
ness. An example [2] of this is Pu-241 as shown by the data in
Fig. 5. Often in such cases the elastic scattering is considered
as a free parameter to force the partial cross sections to add to
the total. In the author's opinion, the experimental data and
model calculations should be fit with unresolved resonance param-
eters up t*"1 the point in neutron energy where the density of
inelastic channels makes this procedure impractical. The ENDF
format does not allow the use of the parameters to such a high
neutron energy, however, a more physically meaningful evaluation
could be obtained in this manner. There is a need for a code to
implement such a procedure.

EXAMPLES OF ENDF/B-V EVALUATION

The ENDF/B-V evaluations for U-238 and Pu-241 have been illus-
trated in Figs. 4 and 5. For U-238 the inelastic scattering was
taken into account properly which was not the case for Pu-241. The
structure in the Pu-241 cross sections between 100 and 1000 eV was
indicated in the experimental data [12] and is an example of struc-
ture in the unresolved resonance region. The details of this
structure are surprising since it would normally be expected in the
fission but only weakly in the capture channel. This structure is
apparently a modulation of the strength function and not the more
commonly found intermediate structure in the fission widths.

The ENDF/B-V evaluation [13] of U-235 is shown in Fig. 6. The
evaluation exhibits structure in the cross sections up to 100 keV
as was indicated by the experimental data. Because of the impor-
tance of U-235 as a standard cross section as well as a fuel, this
structure was represented in the evaluation. As a standard cross
section, U-235 is only accepted above 100 keV because of this struc-
ture.

The inelastic scattering for U-235 shown in Fig. 6 was carried
over from Version IV and there are plans [14] for a new evaluation.
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When this evaluation is performed the interaction on the other
partial cross sections should also be considered.

The Pu-239 evaluation [15] for ENDF/8-V is shown in Fig. 7.
The structure in the fission and capture cross sections from TOO
to 300 eV is an attempt to reproduce the fluctuations which appear
in the fission cross section measurements and the measurements of
the ratio of capture-to-fission cross sections. The shape of this
structure was carried over from ENDF/B-IV and could be improved if
more recent data were considered. Figure 8 illustrates part of
the experimental data [16] on alpha in this neutron energy range.

The unresolved resonance region for Pu-239 extends up to
25 keV, however, the 7.85-keV inelastic scattering level was not
handled in a systematic manner by means of average resonance param-
eters. The structure in the capture cross section at about 50 keV
is mysterious, since the experimental measurements of alpha, the
ratio of capture-to-fission, do not indicate such structure. The
inelastic thresholds at 57.3 and 75.7 keV could affect the capture
but not in this manner.

CONCLUSIONS
The procedures for the evaluation of neutron cross sections

for some of the fissile and fertile nuclei in the keV neutron
energy region have been discussed and examples shown. The general
conclusion must be that the ENDF evaluations have considered the
available data and are reasonably acceptable; however, much oppor-
tunity for improvement is an unavoidable conclusion. Whether such
improvements are needed is best left to the users of ENDF for
practical applications, but one has difficulty supporting results
obtained by techniques now known to be inappropriate. If one
judges by the request list [17] for these neutron cross sections
for applied uses then the need is inescapable.

The recommendation of the author is that more versatile eval-
uation tools should be developed which employ as much theory as
practical and will fit the experimental data in such a manner that
all the partial cross sections will be consistent. Uncertainty
files for the unresolved resonance parameters could be produced by
these same evaluation tools. The development of such evaluation
tools would not be trivial, but should measurably improve future
evaluations.
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Discussion

Poenitz

I certainly agree that the models should be used to obtain con-
sistency between the reactions. However, I feel somewhat insecure
to use resonance parameters obtained in the resolved resonance
range for the unresolved resonance range. The problem is the
fluctuations, and parameters obtained in a limited energy range may
not be average vaIues.

Weston

It is true that one must be careful with the use of resonance re-
gion average parameters, however, it is added information which
should not be ignored.

Moore

I am not sure what the objection is to the competitive width when
there is more than one inelastic channel. You can sum up and get
an energy-dependent effective width. You are not supposed to use
the output of that competitive width calculation anyway. So you
can lump more than one inelastic channel there if you want to.

Weston

Yes, I was only pointing out that one cannot put all this informa-
tion into ENDF, but having it helps one fit and understand the
cross section.

Howerton

Are you advocating requiring using unresolved region resonance
parameters in the data files or are you advocating that the eval-
uator use these parameters as an evaluation tool with pointwise
data being entered, as has been done in the past?

Weston

I am advocating that the evaluator should use unresolved resonance
parameters to as high a neutron energy as possible in order to ob-
tain an accurate, consistent evaluation which is physically mean-
ingful. The results can be entered in ENDF as unresolved param-
eters up to the second important inelastic scattering level and
then pointwise data. No format change would be required.
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Peel le (to assembly)

Are inconsistencies among and within actinide eval uatior.o, like
those mentioned here for ENDF/B-V, also present in other sets of
evaluations?

Howerton

There are some minor and major inconsistencies in the ENOL files.

Froehner

In response to Bob Peelle's question, -I can say this about KEDAK.
There used to be inconsistencies with theoretical concepts like
resonance formulae. These were gradually weeded out in recent
years by generating cross sections with R-matrix and level -
statistical codes in a consistent manner, i.e., all competing
cross sections from one set of parameters. New inconsistencies
threaten to creep in, however. For example, a level-statistical

235
calculation of the U fission cross section below 100 keV is
certainly inconsistent with the best data, in particular with
the pronounced fluctuations of those. One is again confronted
with the questions of whether the file should be general, con-
taining all detail, or applications-oriented, containing simpli-
fied data. At present we try to keep KEDAK general, storing
data in detail, but also furnishing average parameters for aver-
age cross section generation.

Rowlands

Covariance data are needed for the resonance structure in the
y

unresolved region for a number of isotopes, primarily U, but
also other isotopes. Because of this it seems to me tc be better
to represent the mean resonance parameters and their uncertainties
explicitly in the files. However, quite detailed energy repre-
sentations might be needed to reproduce the broad-resolution
("intermediate" - ed.) structure.

Smith

1. Comment - Inconsistencies above about 100 keV in o_ for acti-
nides are partly due to the experitnental ists failing to measure
consistent sets across a breadth of targets and make proper cor-
rections (e.g., for self shielding).

2. At higher energies (e.g.,> 1.0 MeV), the elastic component can
no longer be treated as a tree parameter in actinide .valuation
(because measurements are now good to 5-5%).
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Woston

The use of average resonance parameters in a proper manner in an
evaluation would prevent the elastic scattering or even the total
cross section from being used as a free parameter. Accurate total
cross sections with proper corrections are needed by evaluators.

Poenitz

I do not quite see whether there is a real need to represent +he
fluctuations on the file. I know only of two examples_wher. this
was considered: Rowland discusr-ed a "fluctuation" of v around
400 keV and found no practical importance. Burns and Vfeisbin
(Trans. Am. Nucl. Soc. 22, 724, November 1975) considered the

238
fluctuations of l)(n,Y) in the unresolved resonance range and
found that any effects are negligible compared with the impor-
tance of the absolute; values of the cross section.

Peelle

Those fluctuations up to now have been more important to the eva!-
uator in making sure that he combines the various data sources
correctly than they have proven to be to most users. That is, so
far they are mostly important in the intermediate phase in helping
the evaluator obtain the correct average behavior.

Weston

Fluctuations which are of no importance to the users cf the eval-
uations should be omitted but effects such as the crop in +he cap-
ture and other partial cross sections at the onset of inelastic
scattering are important and must be represented.

Stewart;

Some of the structure and deviations shown were large and st-uctu-e
shown in some of the files is often incorrect due to the fact that
the cross section may be measured with good resolution compared to
the resolution of the ratio measurement. Then the conversion of
the ratio to the cross section needs to be handled correctly. In
fact, some of the figures look like the structure may be inverted.
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SOME METHODS USED IN EVALUATIONS OF NEUTRON CROSS SECTIONS
FOR THE ACTINIDES IN THE MeV ENERGY REGION

B.H. Patrick

Nuclear Physics Division, Atomic Energy Research Establishment,
Harwell, Didcot, Oxon., U.K.

ABSTRACT

Evaluations of neutron cross sections of actinide
nuclei are derived from consideration of experimental
data where possible and the application of theory or
systematics to fill the gaps. The extent of the
actinide data base is shown. Methods used in the
evaluation of experimental data are examined and ways
of determining errors and correlations in evaluations
discussed. The theoretical methods which are applied
in the absence of measured data are outlined.

1. INTRODUCTION

This paper is intended to cover methods used in evaluations
of neutron cross sections in the presence of fission. In
consequence, the nuclei to be considered are those with atomic
number greater than or equal to that of actinium, which means
that discussion can be limited to the actinides, these being
defined as the nuclei with Z - 89-103 inclusive. In practice,
the actinium isotopes are of little or no interest and the
actinide region is generally taken to begin at thorium. The
primary importance of the actinides lies in their use in fission
reactor cores and in their presence as constituents of Irradiated
fuel.

The paper considers the incident neutron energy range from
0.5 MeV up to ~20 MeV, although some flexibility will be allowed
in the low energy limit. The region below 0.5 MeV is being dealt
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with in a paper by Larry Weston at this meeting.
Inevitably, the scope of the paper has to be limited. It has

not been possible to examine all actinide evaluations but it is
hoped that a fairly representative sample of methods used is
included, drawn, in general, from the more recent evaluations.
The paper examines techniques used in evaluations of measured
data but it will be shown that due to a dearth of experimental
data, much use is made of calculations based on theory and
systematics to produce the required cross section values. The
theoretical methods employed to fill in the gaps are outlined,
but for a more detailed account of the application of theory to
the evaluation of actinide nuclear data, see, for example, Lynn
[1] (and other papers in the same proceedings) or Konshin [2].

The use to which evaluations ar? put must always be borne in
mind when examining the methods employed by evaluators. In this
context, the main (and virtually only) reason for performing
evaluations of actinide cross sections is for purposes associated
with fission reactors or nuclear devices. As a result, there
will be cases in which, for example, cross sections in some
energy ranges are totally unimportant from a practical viewpoint
but which may have significance in the understanding of nuclear
structure or reaction mechanisms. In these cases, it may be
perfectly justifiable for the evaluator to ignore fine or
unimportant detail, although users should be made aware of such
treatment. Similarly, the accuracy to which specific data are
needed must always be an important consideration when producing
an evaluation. There is usually no great sense in applying very
sophisticated and expensive calculational methods where the
resulting accuracy is not justified, and where a simpler
technique will produce acceptable results. It follows that
evaluations which partly fall into these categories will not be
the subject of criticism.

It has already been noted that evaluations in the actinide
region are based on considerations of measured data and on
theoretical methods, the latter varying from arbitrary
assumptions about the behaviour of a particular cross section,
through phenoaenological studies of systematics to detailed model
calculations. In general, as a result of the accuracy
limitations of theoretical calculations, evaluations are based on
measured data where they exist but, of course, this is by no
means an absolute rule. However, the importance of measured data
extends well beyond their usefulness in evaluations which are
baser? directly on them, since the parameters which comprise the
heoretical descriptions are obtained from the analysis of
measurements. For these reasons, the data base is very important
and worth some- examination.

It is difficult to present a full picture of the extent and
size of the data base in a simple table but an atteapt has been
made as given in Table I. The table supplies information on the
amount of measured data available for the most Important cross
sections of actinide nuclei ranging from Th-230 to Cf-252.
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Although v and the fission neutron spectrum are not actually part
of this review (they will be dealt with by other reviewers), they
have also been included in the table for added interest* Since
the table includes only differential data, there may be
additional information on the fission neutron spectrum in the
form of nuclear evaporation temperatures which were not extracted
by the search. The numbers contained in the table are in the
form A(B), where A is the number of measured data points for
which the incident neutron energy was >0.5 MeV and B is the
number of experiments which contribute to A. The information was
obtained from a search through the data stored in the NEA Data
Bank at Saclay as at July, 1980. An upper energy limit cf 50 MeV
was also placed on the retrieval.

The numbers shown in Table 1 should not be taken too
seriously. All evaluators know that, when the data on any
particular quantity are examined with a view to performing an
evaluation, it is frequently necessary to exclude some of the
measurements for one reason or another, and the number of data
points which are actually accepted can become quite small. The
table does not show the energy distribution of the data points
and even where there appear to be large numbers of values, there
may be energy regions in which data are very scarce. It also
became apparent when producing the table, that some data sets are
included more than once in the compilation. For example, values
may have been revised by the measurers at a later date and the
original ones not removed when the new ones were added to the
files. Some instances of this were eliminated but undoubtedly
some are still included. The usefulness of the table lies as
much, if not more, in the blank spaces which indicate a total
lack of data above 0.5 MeV. The sparseness of the data base
becomes clear and the minimum extent to which theory must be
applied becomes apparent.

Table I shows that there are data on all the important cross
sections for only four actinides, viz. Th-232, U-235, U-238 and
Pu-239. As expected, the fission cross section is the most
widely measured quantity, reflecting the relative ease with which
measurements can be made on small quantities of material. Apart
from the four actinides just mentioned, there are few capture
measurements and the situation is even worse for the other cross
sections. As for V and the fission neutron spectrum, there
appears to be a reasonable amount of information on the former
but for the latter, the only existing data for an incident
neutron energy above 0.5 MeV seem to be for U-235.

The conclusions to be drawn from Table I are that while
there is in general a reasonable amount of data for the major
actinides, the situation for the less important actinides is
fairly poor and much reliance has to be placed on theoretical
calculations to provide the necessary values* It is true that
the data base is somewhat enlarged, in so far as theory is
concerned, by studies other than neutron interactions. For
example, much information on fission probabilities and barrier
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heights has been obtained from charged particle induced fission
measurements, and details of nuclear energy levels lying below
the neutron separation energy are found in other ways, but the
bulk of the parameters have to be obtained by theoretical
interpretation of the measured data which comprise the entries in
Table I.

The remainder of this paper will be split into three main
sections, the first dealing with methods used in evaluations of
measured data and the second covering situations based on theory
or systematics. In the last section, brief mention will be made
of some non-statistical effects which occur at the higher
energies and which have a bearing on actinide evaluations.

2. METHODS USED IN EVALUATIONS OF MEASURED DATA

It is not intended that this paper should deal with the
processes by which an evaluator chooses acceptable data and which
eventually lead to the values on which the evaluation is based.
It is sufficient to record here an evaluator's obligation to
revise measured values to take account of up-to-date standards
and to assign errors (which may or may not be those defined by
the measurers) to the data values. He shall begin the discussion
at the point where an evaluator has a set of cross sections from
which he must produce his recommended values.

At this stage, it is quite possible that the measured data
fall into two categories (a) absolute cross sections and (b)
relative cross sections i.e. measurements of the shape or energy
dependence. The simplest procedure, adopted in many evaluations,
is to normalise the relative data in the best possible way (i.e.
at a suitable energy where the error in the absolute data is
least), to plot all the data together and to draw a curve through
the points by eye. In such cases, the errors in the evaluated
data are usually assigned by observation of the spread in the
measured values about the curve. While these procedures night be
acceptable in cases where the accuracy of the data is not very
high, more sophisticated treatments are being sought for
situations in which the errors are saall (S5Z).

In the last year or so-, two more elaborate methods have been
applied to the U-235 fission cross section. In the first,
Poenitz [3] divided the evaluation into two distinct parts (a)
the establishment of the cross section shape and (b) the
normalisation of the cross section. In part (a), a 63 point
energy grid was set up and experimental data points extrapolated
to the grid energy using second degree polynomials below 1 MeV
and linear interpolation above, based on the shape of the cross
section obtained fro« an earlier evaluation [4]. Uncertainties
were also assigned to each value at a grid energy taking into
account the total uncertainty in the measured values, together
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with contributions to allow for uncertainties in the energy
determination and fluctuations in the cross section.

Cross section ratios between any two energy grid points are
formed for each contributing data set, thus eliminating any
dependence on arbitrary or absolute normalisation. After
weighted averaging, a system of equations of ratios is
established which can be solved, starting with an arbitrary value
for the cross section at the highest energy grid point, to yield
the cross section shape. A curve was then drawn by eye through
the resulting values, a calculation by Moore [5] being used to
give guidance on the shape to be expected.

A normalisation factor was then derived for each set of
measured absolute data and an overall normalisation factor
obtained from the weighted average.

Poenitz, in his report [3], does not seem to have carried
through the estimates of the errors to be assigned to the cross
section as a function of energy throughout the range of the
evaluation from 100 keV to 20 MeV. Undoubtedly the errors can be
assessed in this type of analysis and it is known that a
covariance file is included in the U-235 fission cross section
evaluation in ENDF/B V, which was based on the Poenitz method.

A method based on correlations between the errors in
different experimental results has been proposed by Sukhovitskij
and Konshin [6] for determining errors in evaluated data, and the
method applied by Konshin et al [7] to the fission cross section
of U-235 between 100 eV and 20 MeV. The evaluation itself
employed no special techniques, the authors beginning with an
accepted cross section value at thermal energy and working their
way up in energy, establishing values in specific energy regions
which are used for the normalisation of data extending up to
higher energies. Konshin et al argue that special attention must
be paid to the errors because of the fairly strong correlations
which exist between some measurements due to the use of siailar
methods and standards. The basis of the method lies in
considering the partial errors (assumed to be uncorrelated in a
given experiment), which make up the total error, and estimating
the correlations between them. The total errors in the various
sets of measurements are correlated with each other through the
partial errors. Sukhovitskij and Konshin derived an expression
for the difference between the estimated cross section
and the actual (but unknown) cross section oQ

hst - %\ -E L E ai 3J W K k i V j k i 2 <»>

where the correlation coefficient between the ktn partial
error of the ith and jth experiments i*
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ACT.. ACT..

and Ao^fc Is the k t n partial error in the i t n experiment, NS is
the number of partial errors, NA is the number of experiments
Involved in the evaluation and aj is a weight given to the
i t n experiment, with

NA
a± - 1 (a.> 0) (3)

The weights (aj) are adjusted by an iterative method in a
computer code to minimise the value of |«rest - °bl^ (this is
equivalent to a least squares procedure (i.e. aj * l/(Ao£)2) Hnen
there are no correlations present]. The formalism also gives
expressions for the error in the estimated value C"est) and
also the correlation coefficient between values at one energy and
another.

In their analysis of the U-235 fission cross section data,
Konshin et al consider 12 types of partial error and the
correlations between different experiments arising from each of
these. The 12 error types are listed in Table II. The authors
find that the error obtained by their method can be more than a
factor of two higher than that calculated if correlations are
neglected, this being particularly true in the region below 10
keV. Above that energy the differences are generally smaller and
above 100 keV they are typically less than 20%. A comparison of
this evaluation with ENDF/B V data shows agreement to within 1-32
between 0.1 and 15 MeV.

In recent years, no one has argued more strongly than Ferey
for the inclusion of covariance information in evaluated cross
section files. Mainly as a result of his efforts, a framework
for covariance data has been established [8] within the ENDF/B
file system and such information exists for some nuclides in
ENDF/B V. Processing codes have been written to take advantage
of the covariance files and th^re is no doubt that the additional
information provided by the covariance files will lead to an
improvement in the estimation of the uncertainties in calculated
integral quantities.

The U-235 fission cross section data used in most
evaluations include those obtained from measurements relative to
the accepted standard cross sections [i.e. H(n,p), ^Li(n,ft) and
^S(a,a)] but not measurements against, for example, Pu-239
fission or U-238 capture. It is generally felt that the latter
types of data provide information on the other cross section and
not on U-235 fission. Thus When a new version of ENDF/B is
required, the first task Is to evaluate the standards and to use
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the results to convert, for example, Pu-239/U-235 fission cross
section ratio values to Pu-239 fissiou cross sections. But such
ratio data can be measured with a precision which is comparable
to or even better than measurements employing the normal
standards and therefore they have potentially as much bearing on
the U-235 fission cross section as on the other cross section.*

In an attempt to take advantage of the additional
information contained in ratio data, Sowerby et al [9] performed
an evaluation in which data on U-235, U-238 and Pu-239 fission,
and U-238 capture, together with ratios of any two of these cross
sections, were considered simultaneously. Curves were drawn by
eye through the various types of data and values read off at
selected energies. At a given energy, weights were assigned to
each value, based on the estimated accuracy of the data, and a
least squares procedure used to find the best values of the cross
sections.

In summary, the situation appears to be that Poenitz has
devised a method for dealing quantitatively with absolute and
relative data, Konshin et al have formulated a procedure for
assessing errors and correlations in evaluated data, Sowerby et
al have shown that more than one cross section can be considered
at a time and Perey has developed a formalism for introducing
covariance information into evaluated data files. Perhaps the
ideal evaluation procedure lies in using elements from each of
<ese and as the accuracy of measurements increases, this is a
allenge which may have to be faced.

Before leaving this section, three further points should be
made. The first concerns the fitting of curves to experimental
data in order, for example, to obtain interpolated values at
other energies. It has been noted that Poenitz used both linear
and non-linear interpolation methods while others have been
content with curves drawn by eye. The question arises as to
whether theory could provide a better representation of the shape
of a cross section for use in such cases. It is extremely
unlikely that in the forseeable future theoretical calculations
will provide the basis for the evaluations of the fission cross
sections of the major actinides, as is now the case in the ENDF/B
V evaluations of parts of the light element standards, but
perhaps such calculations could assist in the fission evaluation
procedures. At present, the accuracy with which fission cross
sections can be estimated may not be sufficient for this purpose
although, as has been seen, Poenitz has taken the first step in
this direction in using the calculation by Moore to give guidance
on the U-235 fission cross section shape. However, the possible
presence of effects not included in the theoretical description
(e.g. intermediate structure) must be recognised and discretion

*The need to consider several cross sections simultaneously is
possibly even more apparent in the desimetry field where there is
a greater variety of ratio measurements and proportionately fewer
relative to the accepted standard cross sections.
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exercised.

The second point to be made concerns the use to which
integral data should be put in producing an evaluated file based
on differential data. There is general agreement that clean,
accurate integral measurements can, and should, be used to assist
in the selection of cross section values in situations where
there are significant discrepancies among the measurements. The
differences in philosophies appear when it comes to deciding if
the evaluated file should itself be adjusted (within the assessed
uncertainty) to give better agreement with more complex integral
data, or whether the adjustment should be incorporated at the
group constant stage. The former procedure is used in ENDF/B
while the latter is employed in the UK treatment, it being felt
that in this way the evaluated data files are more application
independent.

The last point is related to the form of construction of the
evaluated data file. In the UK Nuclear Data Library (UKNDL), the
cross section values are given pointwise at all energies and the
evaluator does not have to concern himself with the processing
codes. But this is not the case with ENDF/B, where it is
legitimate, for example, to describe the low energy region in the
form of resolved and unresolved resonance parameters. The
evaluator must be aware of the way in which the processing code
will treat the parameters so that a user will obtain the cross
section values which the evaluator intended. To illustrate this
point, consider the situation arising when average parameters are
used to describe the unresolved resonance region. It is very
important for the evaluator to know whether the processing code
will interpolate the parameters or the cross sections.

3. METHODS USED IN EVALUATIONS BASED ON THEORY OR SYSTEMATICS

The extent to which theory, ranging from its purest form to
simple systematic trends, has to be used to produce the values
needed to complete evaluated data files is illustrated in Table
I. With the exception of the four major actinide nuclei (Th-232,
U-235, U-238 and Pu-239) and in a few particular cases, there are
insufficient or no measured data at all on the total, elastic,
differential elastic, inelastic, differential inelastic, capture
and (n,2n) cross sections and on r, for incident neutron energies
above 0.5 MeV. The situation for fission cross sections is
considerably better, but even here there are some minor actinides
with few or no measured values, the nuclei beyond Am-241 being
particularly noteworthy in this respect. In addition, only for
U-235 are there any data on the fission neutron spectrum for this
energy range. So theory has a very important and extensive role
to play. Let us now consider some of the methods used by
evaluators for each of the above mentioned cross sections in
turn.
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(a) Total Cross Sections

One of the simplest methods used in cases where there is a
lack of measured total cross section data is to make use of the
fact that above the unresolved region, the differences between
the values for one actinide nuclide and a nearby one are likely
to be small. This is illustrated in Fig. 1 where the total cross
sections for U-235, U-238 and Pu-239, as measured by Schwartz et
al [10], are shown from 0.5 to 15 MeV. It is clear that the
shapes and magnitudes are very similar. Little error is
introduced therefore by adopting the measured total cross section
values of a neighbouring nuclide and this method was used by
Konshin et al [11] in an evaluation of Pu-241 in which they
assumed that the total cross section could be represented by the
data for Pu-239. This treatment was chosen because the
evaluators were unhappy with optical model calculations which did
not give satisfactory agreement with the low energy behaviour of
the cross section as represented by the strength functions.

A somewhat better prescription has been suggested by Moore
and Auchampaugh [12] for obtaining the total cross section of
certain actinide nuclei in the absence of measurements. This is
best illustrated by the following example showing how the Pu-242
cross section could be deduced with high precision from measured
data on nearby nuclides.

,xnT (Pu-242) = «nT (U-238) + [a^ (Pu-239) - o ^ (U-235)]

This is particularly useful if the cross sections within the
square brackets can be obtained from a common source so that
systematic effects in the difference tend to cancel. The authors
suggest that this method could be used as a constraint on optical
model calculations, but it is not clear if use has been made of
this idea in an actual evaluation.

The most commonly used tool for estimating total cross
sections in the absence of measured data is the optical model and
a great deal of literature exists on its various forms. Many
aspects of this model will be covered in reasonable detail by
others at this meeting (notably Moldauer and Salvy), but at the
risk of repeating some of their statements, a brief outline of
some aspects will be given here.

The optical model exists in two distinct forms, the
spherical and deformed (or coupled channel) models. Since the
actinide nuclei are permanently deformed, it would appear
reasonable to apply the coupled channel model. But as this •odel
often requires considerable computational time, many evaluators
prefer to use the simpler and faster spherical model, accepting
the limitations in accuracy which this introduces. The
parameters for the model are derived from fits to measured data
but, although it is generally fairly easy to obtain satisfactory
agreement over a limited energy range, it can prove difficult to
find a set of parameters which are suitable over a wide energy
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range. In their simplest form, the real and imaginary depths of
the potential well are taken to be energy independent (see, for
example, Caner et al [13]) but for greater accuracy, the depths
of the potential well are functions of the incident neutron
energy (see, for example, Kikuchi [14]). The inadequacies of the
spherical model have been discussed by Lagrange [15] and Fig. 2,
taken from his paper, shows the differences between spherical
model calculations by Matsunobu et al [16] and deformed model
calculations by Lagrange and Jary [17] for the compound nucleus
formation cross sections of Th-232 and Pu-240. The differences
in the magnitudes and energy dependences of the cross sections
are very significant. Lagrange notes that for a precise
determination of actinide cross sections, the effects of
quadrupole and hexadecapole deformations must be taken into
account. In conclusion, Lagrange recommends that for even-even
nuclei, where no coupled channel code is available, interpolation
or extrapolation of deformed optical model calculations should be
used to give greater reliability than can be obtained from
spherical models, and to aid this suggestion, he intends to Bake
available results on Th-232, U-234, l'-238 and Cm-248 to add to
those already published [17] for Pu-240 and Pu-242.

A slightly different approach has been taken by Madland and
Young [18]. They have sought to derive global potentials which
will be applicable in fairly narrow ranges of nuclear mass, the
actinide region receiving first attention. Their method begins
with the determination of an optimum spherical potential by
fitting the total and differential elastic cross sections of a
range of actinide nuclei. An iterative procedure is then used to
transform from spherical values to coupled channel parameters by
requiring that these should also reproduce measured differential
inelastic cross section data. Using the global coupled channel
parameters, calculations of the total cross sections of a range
of actinide nuclei up to 10 HeV compare quite well with measured
values although the authors felt that further work was required
before the parameters could be considered to be final.

(b) Elastic Scattering Cross Section

The methods used to determine elastic scattering cross
sections are essentially the same as for total cross sections.
That is, the measured data for a nearby nucleus can be adopted,
as for example in the Pu-241 evaluation by Konshin et al [11], or
an optical nod3I calculation can be performed to obtain the
direct elastic component which is essentially equal to the total
elastic cross section, as the compound elastic part is very small
in the energy region being considered here (see, for example,
Kikuchi [14]).

In principle, a sore straightforward statistical treatment
can be used to estimate values of the shape elastic cross
section, using the expressions
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"SE = T* 2]T(21 + l)|l - O j 2 (4)

I -

rl °1

where ^1 is fhe hard sphere phase shift for neutron waves of
orbital angular momentum 1, P^, is the penetration factor and
Sj is the neutron strength function. The total elastic
scattering cross section is obtained by adding the compound
elastic component but, above ~1 MeV, this part can usually be
neglected. However, this approach requires a good knowledge of
the various 1-wave strength functions and, in general,
sufficiently accurate information is not available. When the
equivalent expression to (4) was used by Lynn (see ref. [19]) to
calculate the total cross sections of Th-232 and U-238, the
results were significantly larger than the measured values in the
energy range 0.3 to 2.5 MeV. These procedures are therefore not
expected to lc;ad to reliable elastic scattering cross section
data. However, a similar statistical treatment can be used to
obtain the total compound nucleus formation cross section (see
Lynn [20]) and the shape elastic cross section found by
subtracting this from the total cross section arrived at in
another way. Such a method was used by Lynn et al (19] in an
evaluation of Am-241.

(c) Differential Elastic Scattering Cross Section

The ways in which evaluators deduce the angular
distributions of elastic scattering follow very closely the
methods used for determining total cross sections and little more
needs to be said. However, it is possibly worth noting that care
must be exercised in comparing calculations with measurement,
particularly at the higher neutron energies. The finite energy
resolution in measurements sometimes results in some inelastic
effects (usually almost isotropic) being included in "elastic"
determinations (true elastic is strongly forward peaked at higher
energies) and this can have very significant effects on t'no
angular distributions.

(d) Inelastic Scattering Cross Section

Up to about 5 MeV, compound nucleus formation is the
principal reaction mechanism and therefore statistical treatnents
are generally applied to the calculation of the components of the
non-elastic cross section. The usual method consists of applying
tiie Hauser-Feshbach formalism (allowing for the effects of
fluctuations in the neutron and fission widths, and also of
interference between levels), the neutron transmission
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coefficients being obtained from an optical model calculation.
The Hauser-Feshbach calculations are normally carried cv*- for
discrete levels up to a specified energy, the parameters of the
levels (energy, spin and parity) being taken from experimental
observation where possible but, in the event of the level scheme
not being fully known, an appropriate set of discrete levels may
be invented. Above the highest energy discrete level, the levels
may be grouped into bands, say 100 keV wide, and average cross
sections calculated. At some higher energy, it is usual to
consider the energy levels in the residual nucleus as forming a
continuum.

In the case in which the energy levels are presumed to form
a continuum (high incident neutron energy), the amount of
computer time required to calculate the inelastic cross section
in detail may not be justified by the achievable accuracy. Lynn
has used [19] a simple semi- empirical formula for use in such
conditions, based on the spectral form of the neutron evaporation
to a residual nucleus with a constant temperature (0) level
density law. His expression is

*ffim'-E« -(E -E')/0E
.AE« = C(En) (En - E') e

 n AE' (6)

for inelastic scattering from initial energy E n to an energy
group of width AE1 at excitation energy E1 in the residual
nucleus. The normalisation factor C(En) is determined
empirically from statistical calculations of the total inelastic
scattering cross section at a number of energies. The method was
applied to Am-241 and the results using eqiation (6) were found
to agree with the more detailed calculation s within -10%.

The calculation of cross sections for reactions involving a
continuum of exit channels requires a knowledge of level
densities and this is an area in which detailed quantitative
understanding is very unsatisfactory. Generally, experimental
information is restricted to the low-lying levels and to a region
just above the neutron separation energy (typically ~5-7 MeV)
where slow neutron resonances can be studied. Nuclear models or
semi-empirical methods must be used to interpolate or extrapolate
to other energies. The most commonly used formulation of level
density is that due to Gilbert and Cameron [21], who specified a
constant temperature form up to a certain energy (typically
between 3 and 5 MeV for actinide nuclei) and above that energy,
the standard Fermi gas formula was adopted. In studying the
systeraatics of neutron reactions of the actinide nuclei, Lynn
[20] found it necessary to modify the values of the parameters
given by Gilbert and Cameron to obtain better agreement with
experimental data and also to alter the low energy form to take
account of the energy gap.

Before leaving inelastic scattering in the region below -5
MeV, it is to be noted that the results obtained from the
Hauser-Feshbach method are not independent of the way in which
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the transmission coefficients for other partial cross sections
are calculated. This is a natural consequence of the compound
nucleus reaction in which various partial cross sections compete
for a share of the total formation cross section and it means,
for example that the inelastic scattering cross sections depend
on the way in which the transmission coefficients are estimated
for the fission channels.

Above ~5 MeV, direct and pre-compound processes begin to
appear, although in many evaluations these are ignored and the
statistical model continues to be applied. However, Konshin et
al [11] have devised a method of including pre-equilibrium
effects, assuming that statistical equilibrium is established
after the emission of the first neutron. These authors also
applied the formalism to the (n,2n), (n,3n), (n,n'f) and (n,2nf)
cross sections.

(e) Differential Inelastic Cross Section

The angular distribution of inelastically scattered neutrons
is usually assumed to be isotropic in the centre of mass system
for the compound nucleus formation part of the reaction. Any
non-isotropic effects usually appear through direct processes
which are generally calculated using a coupled channel code. For
example, above 100 keV, Konshin et al [11] assumed that all the
anisotropy arose from direct excitation of the first level only.

(f) Capture Cross Section

In general, the capture cross sections of the actinides
become very small above a few MeV due to strong competition by
other compound nucleus partial cross sections and, from a
practical point of view, there is little incentive to make
detailed calculations above that region. The usual method of
estimating the cross section is to apply the Hauser-Feshbach
formalism, the problem then becoming one of calculating the F-ray
transmission coefficients. In principle, this calculation should
take account of all K-ray multipolarities but the level density
is normally assumed to be independent of parity and only electric
dipole transitions are considered. The values of the average
radiation width, (~I7.) , are sometimes taken from measurements on
low energy resonances (using the strong coupling dipole model to
extrapolate to higher energies) or from the giant dipole
resonance model, with one or (more frequently) two Lorentz shaped
lines. In the latter case, the estimated total radiation width
at low energies is often found to be larger than experimental
measurement by about a factor of two and the calculation has to
be renormalised.

At high neutron energies, the direct capture process comes
into play and to take account of this, Lynn et al [19] allowed
the capture cross section to remain constant at 10 mbarn once it
had fallen to this level, in an evaluation of Am-241.
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(g) Fission Cross Section

It is only in recent years that it has been possible to
calculate reasonably accurate fission cross sections but even at
the present time, although barrier heights are known from basic
theory to within -0.5 - 1 MeV, an accuracy of ~100 keV is needed
to meet the cross section requirements.

Although the existence of the double-humped fission barrier
has been known for a considerable time, many evaluations assume a
single barrier and use the Hill-Wheeler formula to determine the
transmission coefficients. The effective number of fission
channels, the barrier height and the penetrability parameter "h«»p
are generally adjusted to giv* agreement with measured values.
The NEARREX code, as adopted by Caner et al [13], uses this
treatment. However, this method is really only useful for
situations where there is a reasonable quantity of measured data
and moreover, each nuclear mass is usually treated individually.
But data must be calculated for nuclei for which there is no
experimental information and so attempts have been made to
combine systematics with the double-humped barrier.

The most comprehensive study of the systematics of fission
is that by Lynn [20], based on a Hauser-Feshbach statistical
treatment and the double-humped fission barrier. At sob-barrier
excitation energies, the shape and magnitude of the fission cross
section is mainly determined by the heights and penetrability
parameters of the two barriers while at energies above the
barriers, the densities of intrinsic deformation states at the
barriers also become important. Lynn [20] has deduced the values
of the various parameters needed to calculate actinide fission
cross sections by analysing both neutron cross section
measurements and charged particle transfer reactions, such as
(d,pf), (t,pf) and (^He.df). He has written two computer codes
to perform the calculations of actinide cross sections, both
employing Kauser-Feshbach methods. The first, AVXS, applies to
situations in which there is detailed information on the decay
channels of the compound nucleus and the second, EVAPF, is used
where the knowledge of the decay channels is of a statistical
nature. It is found that such calculations produce cross section
estimates with an accuracy typically 25-30% for energies above
the fission barrier. However in the region below the barrier,
where intermediate structure is likely to be present, the
accuracy will be much worse.

Jt is to be noted that the application of Lynn's systematics
to the thorium mass region produces some anomalies. These nay be
due tc the presence of a third potential well, as suggested by
Moller and Nix [22], implying that caution is needed when
applying systematics to this mass region.

The behaviour of the first chance fission cross section
above the second chance fission threshold (and correspondingly
for the first and second chance fission above the third chance
threshold) cannot be determined by experiment but must be
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obtained entirely by theoretical means. In some cases, this is
simply achieved by assuming that the (n,f) cross section is
constant above the (n,n'f) threshold, with a magnitude equal to
the fission cross section just below the threshold. The (n,n'f)
cross section is then given by the difference between the total
fission cross section and the (n,f) part. This procedure was
adopted for much of the actinide file of ENDF/B V.

A more plausible model of the (n,n'f) and (n,2nf) reactions
has been developed by Lynn and incorporated in a simplified
version of EVAPF, called EVAPS. This latter code was used (19]
in an evaluation of Am-241. Briefly, the decay of a highly
excited nucleus is assumed to occur through a single value of the
total angular momentum only, the value being defined as the
average spin of the initially formed compound nucleus. Schematic
statistical model formulae are used to estimate the neutron
transmission coefficients. A constant temperature level density
form is employed, the temperature being a function of, among
other quantities, energy and total spin. Barrier level
densities, needed for the estimation of the fission transmission
coefficients, have been determined empirically by fitting the
calculated fission cross sections of Np-237, U-235, U-238 and
Pu-239 to measured data. As an example of this calculational
procedure, the fission cross sections of Am-241 are shown in Fig.
3, where it can be seen that the various fission cross section
components appear to fall at the onset of the next-chance
threshold rather than staying constant.

A different method of calculating the (n.n'f) and (n,2nf)
cross sections has been adopted by Konshin et al [11] and applied
to Pu-241. They assume that the first neutron is emitted before
the nucleus has reached statistical equilibrium and only
subsequent neutrons are emitted from the equilibrium state. They
estimate that the fraction of pre-equilibrium contribution to the
total non-elastic cross section is 6% at an incident neutron
energy of 7 MeV, rising to 19% at 15 MeV. The nuclear excitation
probabilities for emission of one, two and three neutrons are
obtained from the assumed distributions of the emission spectra
and the probabilities are used in specified formulae to calculate
the (n,n'f), (n,2nf), (n,2n) and (n,3n) cross sections as a
function of neutron energy.

(h) (n,2n) and (n,3n) Cross Sections

The experimental data on (n,2n) cross sections are rather
sparse and the situation for (n,3n) is much worse, although the
high threshold energy of the latter (typically 12-14 MeV) means
that this is of little practical consequence since there are very
few neutrons above 12 MeV in the fission neutron spectrum. A
number of methods have been devised for the calculation of these
cross sections.

A statistical model approach has teen used by Jary [23] on
uranium isotopes. Neutron transmission coefficients were
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obtained from a coupled-cnannel model, while the neutron, fission
and radiative widths were estimated by the statistical model,
level densities being given by the Fermi gas model. Comparisons
with experimental data where possible show fairly satisfactory
agreement.

The statistical methods employed by Lynn and by Konshin et
al have already been mentioned in sub-section (g) dealing with
the fission cross section and no further discussion will be
given.

A simple prescription for the (n,2n) and (n,3n) cross
sections was devised by Fearlstein 124], based on the statistical
model applied to an empirical relation for the non-elastic cross
section, and the work was later extended by the same author [25].
The effects of direct reactions, not included in the statistical
model but which are important at high energies, were accounted
for by choosing input parameters to give agreement with
experimental trends. Although the Pearlstein recipe was not
intended to take the place of detailed nuclear model
calculations, its simplicity and the existence of a computer
code, THRESH, has resulted in the prescription being used in a
number of evaluations, for example, Np-237 in ENDF/B V and Pu-24I
by Kikuchi [14].

An alternative method of calculating (n,2n) and (n,3n) cross
sections has been produced by Segev and Caner [26]. This is also
based on the compound nucleus model and the authors claim that it
gives a better account of (n,2n) and (n,3n) competition than
Pearlstein1s prescription. Closed expressions are arrived at
from which the cross sections can be calculated but these have to
be normalised to experimental data.

The statistical model was also used by Jhingan et al [27],
who, like Segev and Caner, calculated the (n,2n) cross section
above the (n,3n) threshold in a more plausible way. The effects
of fission competition were also included, together with a factor
to take care of competition from )'—ray emission. The latter
factor is provided as a parameterisation depending on the value
of (N-Z)/A and has a magnitude of about 0.88, independent of
energy. The results obtained with this prescription agree quite
well with those calculated by Jary [23].

3. NON-STATISTICAL PROCESSES

Although it has been recognised for a considerable time that
non-statistical processes play a part in neutron reactions above
a few (~5) MeV, the discussion in the previous section has shown
that the vast majority of actinide evaluations ignore this fact
and simply assume that compound nucleus formation is the only
process of any importance. This can be largely justified an the
grounds that the accuracy obtained from the application of the
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statistical model is not very high (typically ~25-30Z) and, in
general, the non-statistical effects on the important actinide
cross sections are smaller (£10%) below 15 MeV. However, if
neutron energy spectra are to be calculated for secondary energy
distributions, quite significant errors ma;, result by assuming
that all emission can be described by the statistical model.
It is important therefore to continue the development of models
which deal with non-statistical processes in the actinide region
but in any case. As the accuracy of model calculations
improves, so it will be necessary to take account of such
processes also for cross sections.

At the energies of interest for applications of actinide
neutron reaction data (<20 MeV), the most important
non-statistical effect is pre-equilibrium emission. This arises,
following neutron absorption by a nucleus, from particles which
are emitted before the compound nucleus has reached an
equilibrium state i.e. when only a few collisions have occurred
among the nucleons. Particles emitted before equilibrium have a
significantly higher average energy than those released from a
fully developed compound nucleus, which accounts for the effect
on particle energy spectra. In consequence, if the first
particle emitted is a neutron, theie is on average less
excitation energy for emission of a second neutron and hence
pre-equilibrium emission tends to reduce the (n,2n) cross
section.

A number of different approaches to the calculation of
pre-equilibrium effects have been made, but the one most
frequently adopted for neutron reaction calculations appears to
be the exciton model originally proposed by Griffin [28]. A
recent review of this model from the point of view of fast
neutron reactions has been given by Seeliger [29] at an IAEA
Consultants Meeting on Nuclear Theory in Neutron Nuclear Data
Evaluation and the proceedings of that meeting also contain other
papers on the subject, the references being given in Seeliger's
paper. However, all the examples quoted in these papers pertain
to the mass region below A = 210 and the same is true of a study
of pre-equilibrium effects in (n,2n) cross sections at 14.5 MeV
by Gupta and Chatterjee [30]. But as we have seen in Section 2,
some authors (most notably Konshin et al [11]) have attempted to
include pre-equilibriuta effects in actinide evaluations but as
yet these are at a fairly crude level. However, the direction of
theoretical calculations for fast neutron nuclear data evaluation
has been indicated and undoubtedly more emphasis will be placed
on this aspect in the future.
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TABLE I

Data Base (En> 0.5 MeV) for Actlnlde Evaluations

N u c l l d e i "total
, Dlff.

elastic Elastic
D i f f* <T

Inelastic j capture

i
fission

!Fls. Neutr. j
Spec.

996(5)

Th-230
Th-232
Pa-231
Pa-233
Pa-234
U-232
U-233

. U-234 .
" U-235 j 5136(16)
: U-236 :
U-237

U-238
Np-236
Np-237
Np-239
Np-240
Pu-236

Pu-237
Pu-238
Pu-239 3793(12)
Pu-240 • 39(1)
Pu-241
Pu-242
Pu-243
Am-241
Am-242

An-243
Gn-242
Cm-243

• C6.-244
: Ca-245
Cm-246
Cn-247
C B - 2 4 8

Bk-249
i Cf-249
Cf-250
Cf-251
Cf-252

1764(16)' 25(6) 304(17)- 44(6)
239(3) : - I 5(1)

23(2) : 136(19) !1586(28)! 52(11) 176(17)
j 153(7) . - < -
! 1(1) ' -

41(4) 396(10) 24(4) 93(6)

- ; 15(1) : -
4(1) 560(29) 2(2)

1197(13)! -
5(2) 1197(64) : 20(2)
11(2) !1968(15)i -

3957(14), 17(7)

1255(1)

j ;
383(24)! 51(19) 22359(82) . 157(30) j2486(72)!lJ0(16)

31(7)
Kl)

j 877(25)j 16(7)

6(1)

31(1)

118(3)
26(1)

809(16)
130(26)

3(1)
57(5)

83(5)
1(1) | 338(11)
5(2) 1115(54) 5(2)
1(1) 510(9) . -
1(1) I 207(13) ! -
2(2) ' 527(9)

254(28)
4(1)

414(37)

21(1)

323(35)

46(10)

i271(30)
48(3)
53(4)
4(1)

12(5)
1(1)

26(4)
1(1)
1(1)
1(1)
-
-
-
-

300(13)
7(3)

181(3)
1(1)

57(3)
30(4)
25(2)
25(2)
21(2)
25(2)

11(1)

55(4) : -
89(7)

38(2)

Nuabers given as A(B), where A - nunber of data points above 0.5 He'.' and B - utuabct- of
experiments with data above 0.5 HeV Incident neutron energy.

'Hie entries In this table were obtained from a search through the data files of the SEA
t« Bank as at July, 1980.

210(4)
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TABLE II

Types of error considered by Konshin et al [11] in their
analysis of the correlations between partial errors in
experimental measurements of the U-235 fission cross

section from 100 eV to 20 MeV

1. Error in determination of number of U-235 nuclei in foil.

2. Error in extrapolation of fission fragment spectrum to zero
pulse height,

3. Error associated with absorption of fragments in foil.

4. Error associated with scattering in the chamber walls, foil]
backing and target structure.

5. Error associated with neutron attenuation in air. j

6. Error in determination of neutron flux. j

7. Error in background determination.

8. Error in efficiency of fission counting.

9. Error in geometrical factors.

10. Error in the cross section used as a standard.

11. Statistical error.

12. Normalisation error.
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Fig. 1 The total cross sections of U-235, U-238 and Pu-239 froa
0.5 to 15 MeV, as measured by Schwartz et al [10].

Fig. 2 A comparison of the compound nucleus formation cross
sections of Tli-232 and Pu-240 as calculated by Lag range
[15], using a coupled channel node), and by Matsunobu et
al (116), using a spherical optical • odel.
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Discussion

Menapace:

An effort has been made at the Bologna Centre to take into account
a preequiIbrium contribution in actinide cross section calcula-
tions, and the results were presented at the Knoxville Conference,

October 1979. In particular, for U and J*Pu (n,2n) cross
sections, taking into account the preequiIibrium component we were
able to reproduce the experimental data of Aldermaston which
cannot be reproduced by only statistical model calculations.

Patrick

Thank you for that information. I was unaware of that work.

Vonach

Concerning level density, I would like to make a comment. There
is to my knowledge no big difference between the use of either
the back-shifted Fermi-gas or the Gilbert-Cameron model, the
differences being probably smaller than the uncertainty of each
model due to the uncertainties in the model parameters. However,
these parameters were derived a rather long time ago and need to
be updated. The new BNL-325 {giving new resonance spacings) in
conjunction with the new table of isotopes (giving new discrete
levels) will give a very good collection of the input data for
that purpose. In Vienna we might do this updating for the back-
shifted Fermi-gas parameters.

Mad land

Two Comments: I. Los Alamos has done recent work (Madland and
Nix) that shows smooth variation other than the usual, assumed,
flat response for the first-chance fission cross section hidden
"underneath" the second-chance fission, the second-chance fission
flat response below the third-chance, etc. We have found that the
second-chance fission cross section drops smoothly, initially,
when the third-comes up and that the first-chance fission cross
section drops smoothly, initially, when the second comes up.
This work will be published shortly.

2. With regard to the Mad land and Young iterative method to
obtain a coupled-channel deformed optical potential: The present
status is that we are awaiting further, resolved, inelastic scat-
tering angular distribution data for low-lying collective states
from actinide nuclei.
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Stewart

PreequiIibrium neutrons are treated in an ad hoc manner in ENDF/B-

V for " U, Pu, and * uPu. ENDF/B-IV had a similar treatment,

which was removed for Version V, for U. LLL uses a similar but
not identical treatment. Hopefully, this will be treated in a
better manner in the next version.

Howerton

238
Clarification; The ENDF/B-V U evaluation was jointly done
by ANL and LLL. The preequiIibrium component was included using
the LLL prescription so it was not a matter of removing anything
from a previous evaluation.

Laqranqe

My comment concerns inelastic scattering cross sections for low-
lying collective states. At incident neutron energies near 2.5 MeV
and above, the compound process is negligible in comparison with
the direct one. It seemed to me that you have said such compound
components were not negligible. Is that true?

Patrick

You are quite correct in saying that the compound inelastic scat-
tering cross sections for low-lying states are very small above
E ~ 2.5 MeV.n

Moore

This is the first time I have heard that model calculations can
give o, to 2% to 10%. Did I understand correctly, or is it o ?

Patrick

The accuracy quoted is Lynn's estimate and applies to the fission
cross section in the energy region above the barrier.
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GENERAL REVIEW AND DISCUSSION (SESSIONS IX-XII)

J.J. Schmidt, IAEA
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SUMMARY REVIEW THIRD DAY (24 September)

(Light Isotopes, Unresolved Resonance Region,
Smooth Fission Cross Sections)

J.J. Schmidt

Nuclear Data Section
International Atomic Energy Agency

Vienna, Austria

Let me start today's summary review considering the first two
fine papers on light nuclei presented this morning by Hale and
Stewart. Hale emphasized the theoretical side whereas Stewart
emphasized the actual evaluation problems. There is, however, a
common message to be brought home from both papers which "mutatis
mutandis" also holds for heavier nuclei: in the computation and
evaluation of data for light nuclei one should not be restricted
to data on the particular reaction or sets of reactions one has to
evaluate, but should take into account all available information
from inverse reactions, charged particle reactions, nuclear
structure etc. This auxiliary information helps to achieve
consistency between data for different reactions, to clarify
discrepancies and even to fill gaps in the knowledge. Now let me
come to the individual papers.

Hale reminded us first of the principles and practicalities
of the R-matrix theory as applied to light nuclei cross
sections. There is an important difference between light and
medium/heavy nuclei, the latter of which Froehner used as examples
in his review talk yesterday. In the energy range of interest to
nuclear applications (except e.g., biomedical or FMIT uses), below
10-1.5 MeV, light nulcei have only a small number of levels. This
means mathematically that one cannot average or integrate out the
contributions of distant resonances to the cross sections of a
given resonance, as one does fur heavy nuclei. One has to know
exactly the position, decay and quantum properties of a few
positive and "negative" energy levels and to take the interference
between levels of equal spin and parity into account, in order to
satisfactorily describe the low-energy neutron cross sections of a
light nucleus such as Li. In another example, application of R-
matrix theory disproved the so-called Gamow limit of the T(d,n) He
cross section at low keV energies, and was in satisfactory
agreement with the scarce experimental data. This example is of
considerable practical importance, since these low energy T(d,n)
cross sections govern the ignition phase in (d,t)-fuelled fusion
reactors. •-

With the example of a consistent description of the best
available total and (n,a) cross section measurements on Li, Hale
illustrated the importance of retaining the unitarity of the R-
matrix. More generally, I feel that Hale demonstrates with an
increasing degree of confidence the suitability of the IHaatrix
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theory to describe in a consistent manner multiples of two-body
multi-channel reactions for light nulcei.

You may remember yesterday's question of how to decide
between a new evaluation and a new measurement. Hale's specific
answer for light nuclei is that, before a new measurement is
started, a careful check should be made on the existing
evaluations to be sure all pertinent available nuclear information
has been taken into account in order to remove data
inconsistencies. Only if this has been done and inconsistencies
still persist would new measurements be warranted. Certainly in
the case of gaps measurements are always needed and valuable, with
priorities governed by user's needs, if only, as in the case of
light nuclei, to verify theoretical predictions.

Lee Stewart introduced us to the intricacies of evaluation of
experimental cross sections for light nuclei up to A = 20,
intricacies caused by discrepancies between different
measurements, usually due to systematic errors. As a global
impression I must confess that I was rather shocked to see that
even after years of research some old well-known data
discrepancies and gaps in knowledge still prevail. In a number of
cases the experimental data base still seems very poor. Rather
large discrepancies can be seen in MeV data of Li and Li. It is
needless to underline the importance of these data for reliable
prediction of tritium breeding in (d,t)-fuelled fusion reactors.
In another example, if I remember correctly, the resonance
structure in * C is known to energies well above 10 MeV, and I
wonder why this knowledge is not reflected in the evaluated data
files.

In several well-chosen examples Stewart showed how the
knowledge of charge-conjugate and inverse reactions and of
physical principles such as the charge independence of nuclear
forces can be succesfully used dS a guide in resolving
discrepancies or to convey an idea of what the energy shape of a
particular cross section should be.

In conclusion Stewart underlined the necessity of adding
error files to the evaluated data particularly for the hydrogen
and carbon cross section standards; a necessity Which I would like
to extend to all nuclear standard reference cross sections.

With Guenther's talk we entered the region of fluctuating
neutron cross sections for medium-weight nuclei. Guenther
stressed some of the experimental uncertainties in this region,
described procedures for handling such uncertainties and how to
use auxiliary information to pinpoint inconsistencies. I should
like to underline two important points he brought out in his
talk. First, a least squares fitting procedure as described by
Poenitz yesterday is really meaningfully applied only if all the
experimental data and their errors have previously been put on an
equal footing. Secondly, an evaluator Bust look at his own work
in the context of his environment. He should not try (and is
actually never in such a position) to derive data of "eternally
lasting truth," since he will then never finish, but instead has
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to orient himself to the time schedule and priorities of users'
demands. In a nutshell an evaluator is a truly historical human
be ing.

An illustration for the first point is the need for sample
thickness corrections Which must be applied in order to be able to
compare data of different origin. In this context Guenther showed
an interesting example of the applicability of nuclear theory
consistency. A consistent optical model description of total
neutron cross sections of neighboring actinides led to the belief
that certain experimental data below about 1 MeV had not been
corrected for sample thickness.

As another illustration for the first point Guenther
underlined the requirement to reduce data of different origin to
the same energy resolution. This brings me to one of the enduring
problems in evaluated nuclear data files in energy ranges of
fluctutating cross sections: the inconsistency in energy
resolution fine structure between different cross sections of the
same element or isotope. Consistency between different cross
sections is usually reached in the regions of resolved resonances
at lower energies and of "truly" smooth cross sections at higher
energies. At intermediate energies, however, a highly resolved
and strongly fluctuating inelastic excitation cross section may be
found together with a poorly resolved (n,p) cross section, to
quote only one of many examples. While this inconsistency is in
itself not satifactory, it can have the bad consequence, that
missing data which have to be deduced by subtraction of known but
inconsistently resolved data may become physically meaningless.
Extending Guenther's advice, to reduce different measured data for
the same cross section to the same i.e., the lowest available
energy resolution (the opposite way would be ambiguous and
physically meaningless) to the reduction of different evaluated
cross sections for the same nuclide to the lowest available energy
resolution would entail a loss in physical information, the
importance of which can only be judged by the users of the data.
I wonder to what extent such inconsistencies affect the users and,
whether someone in the audience, for example John Rowlands, might
wish to comment on this question?

J. Rowlands: Is it necessary for Oj to be equal to £ ° x

(sum of partial reactions) in applications was your question, I
think. crT determines how far a neutron travels before making a
collision, and o x what happens when it collides (reaction
(n,x)>. After group averaging ° T f x °x because o T is averaged
with neutron current and ox is averaged with neutron flux. What
about Honte Carlo though? I think they already have to cope with
the fact that log-lofc interpolation does not preserve o T * £ °x.

R. Howerton: The brute-force method of handling the latter
point is that one need not use log-log interpolation. The
computers are large enough that this problem can be handled. I an
not aware of any problems that come about.
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R. Peelle; I think there is a problem in that the
inconsistency leads to error, blunder, mistakes in some of those
partial cross sections, or the total cross section that is used,
rather than some bookkeeping problem.

J.J. Schmidt: (continuing): Let me now turn to the two
nuclear theory talks by Lagrange and Arthur. The important
message which I would like you to take home from these two talks
is the enormous recent progress in the theoretical understanding
and detailed model description of partial nuclear reaction cross
sections and of angular distributions and energy spectra of
secondary emitted particles. This development is also reflected
in more and more sophisticated nuclear model computer codes which
follow a nuclear reaction in great detail and make full use of
contemporary large computer capacities. One example of this
development is the way the various models describe pre-equilibrium
decay (such as the exciton model or the hybird model). Secondary
particle spectra above, say, 10 MeV can be described satifactorily
only if,in addition to compound-nuclear evaporation, pre-compound
decay is taken into account. Multistep cascade calculations are
another example of the progress in applied nuclear theory.
Theoretical (appropriately parameterized) model calculations come
much closer to experimental data than in the past.

As a consequence, as I explained briefly in my first day's
summary, the importance of nuclear model calculations as part of
the evaluation process has significantly increased. I should like
to bring this importance into perspective

First, no model is satisfactory without using some empirical
data. As a consequence absolute predictions are not possible but
often satisfactory descriptions of the shape of cross sections,
angular or energy spect.a are obtained. On the basis of the
uncertainties of the model parameters one can estimate the
uncertainties of the model calculations. Such calculations can
thus rather safely be used to inter- or extrapolate known
experimental data. Furthermore, they can be used (as illustrated
today on several occasions) to test the inner consistency of
certain evaluations to help to decide between discrepant data and
to serve as a guide in solving inconsistencies.

In the discussion Vonach suggested the possibility of putting
theory and experiment on the same footing and combining the errors
of both in the final result. Poenitz objected to this suggestion
by observing that theoretical calculations entail two types of
uncertainties, one due to the uncertainties of the parameters
entering the theory and a second one, the uncertainty of the model
itself. While the first uncertainty can be estimated and
quantified, it will be much more difficult to assess the accuracy
of a model in quantitative terms, though a certain progress aay be
possible in future. In summary, as Poenitz concluded, a good
parameterization makes the success of a model, and a model can be
only as good as the best available experimental data.

Let me stress at this point the crucial importance of a least
two parameters which are still not well known and, which time and
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again are mentioned during this Workshop, namely, nuclear level
density and fission parameters. A third important parameter was
discussed yesterday i.e., the energy and spin dependence of
neutron radiative capture widths. There is an urgent need for an
adequate representation of the energy dependence of nuclear level
densities. Without going into detail let me just mention again
that, following a strong recommendation by the International
Nuclear Data Committee, the IAEA Nuclear Data Section plans to
convene an expert meeting on basic and applied level densities in
about 1983 where the above-mentioned problem will certainly form
one of the major topics.

A second important parameter is the spin-dependent fission
width at higher energies (pointed out by Patrick) Which is crucial
in calculating not only fission cross sections but also cross
sections for competing reactions such as capture and inelastic
scattering for those actinide nuclei for which no or only very
crude experimental data exist. In this context I would also like
to refer you to the recent systematic reviews of the present
theory and knowledge of double-humped fission barrier parameters
presented by Lynn and Weigmann at the Nuclear Theory Courses held
at the International Centre for Theoretical Physics in Trieste in
1978 (reference: IAEA-SMR-43) and 1980 (to be published).

Vonach reported on a very valuable experience in the
evaluation of a limited set of threshold cross sections of
importance in the estimation of reactor radiation damage and
associated error correlation matrices. He reminded us that one of
the most important tasks in evaluation consists of the careful
checking of the experimental errors as given by the authors. He
introducted us to correlations between different energies and
different reactions, showed on the basis of practical
calculations, that the correlations can perhaps be simplified to
constant non-diagonal elements, and finally outlined methods for
deriving evaluated data from a corrected experimental data base.

A basic and very practical question remains to be answered:
what is the limit for taking correlations into account? Everyone
would be happy if for a limited set of reactions for a well-
defined application one could confine oneself to correlations
between just these reactions. However, there usually exist ratio
measurements between these reactions and standard reactions such
as Au(n,7). These in turn, again through ratio measurements, are
related to other standards and other reactions, and ao on. Where
to stop? There is no easy straight-forward answer to this
question. Vonach and Poenitz pointed out some of their own
practical experience where non-diagonal covariance matrix elements
for correlations between different reactions dropped out or became
very small in their specific evaluations. If this observation
would hold more generally, this would certainly ease the problem
considerably. This would give some justification for a purely
practical approach to the variance-covariance problem which I
would recommend i.e., to limit the range of correlations to those
of direct and immediate relevance, for example, the cases of
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reactions of interest to radiation damage estimates, i.e.
dosimetry and related standard cross sections only.

The last two papers presented today by Weston and Patrick
dealt with evaluation problems of actinide neutron cross
sections. Weston mentioned some inconsistencies in the current
version of ENDF/B, for example, a rather strange shape of 2 3 5 U
inelastic excitation cross sections and a difference in total
cross sections between neighboring actinide nuclei which one would
not expect from optical model systematics. One should be fair and
add that such types of inconsistencies occur in other evaluated
data libraries. They have to be understood and removed where ever
necessary.

Western's paper again raises a basic question which was
touched upon in previous days: must one really put into evaluated
data files all the unresolved resonance detail appearing in
contemporary measurements, or smooth curves where the fluctuations
have been averaged out? This question is related to the problem
how to determine s- and p-wave resonance parameters so as to
obtain a reasonable theoretical description of the cross sections
in the unresolved resonance range. Even though for many medium
and heavy nuclei we know a great many resolved resonances, they
normally still represent only a small fraction as well as an
incidental sample of the total resonance range. As a consequence
average parameters deduced from resolved resonances may not be
adequate to describe unresolved resonance cross sections. A
typical example is the s-wave neutron strength function.
Considerable fluctuations from one resonance subrange to another
have been observed, so that in those cases the resolved resonance
SQ value cannot be applied in the unresolved resonance range.
This is an illustration of the remark made yesterday by Peelle,
that resolved resonance investigations do not provide auch
guidance to unresolved resonance cross sections and parameters.

The question I mentioned before can only be answered from the
users' point of view. If the cross section fine structure
represents only statistical fluctuations and is not important for
the user, i.e., has no influence on the outcome of his
calculations, then one should follow Poenitz's advice to save data
points and store only smooth averaged cross sections. For some
nuclides such as heavy fissionable isotopes the fluctuations may
reflect intermediate structure superimposed on statistical fine
structure and be of importance to Doppler coefficient
calculations, and should thus be retained.

Patrick reviewed one of the most fascinating problem areas in
contemporary evaluation i.e., that of the actinides, where for
quite a few secondary actinides experimental evidence is poor and
one has to rely largely on theoretical predictions. On the one
hand Patrick concurred with Lynn, that, with reasonable
parameterization of the double-hump barrier and with extrapolation
from known actinide cross sections, one can predict the aore
important unknown actinide cross sections with an uncertainty of
25-302 (an assertion which Weigmann contested in his report on the
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fourth Workshop day: see also my summary remarks of that day). On
the other hand he pointed out that the methods used to derive
unknown actinide coss sections should not be more sophisticated
than warranted by the accuracy requirements of the users.
Personally, in the years to come I would still expect an increase
in these accuracy requirements so that the considerable effort,
which is currently going into actinide cross section evaluations,
may still have to be strengthened.

Let me conclude by bringing out two general observations
which were implicitly contained in various discussions and in my
summaries so far. First, evaluation should not become too
academic and isolated. This is strongly related to the second
observation that evaluation is not an independent exercise, but
essentially a service to users. Specialization into different
methodical approaches, nuclide ranges etc. as is apparent at this
workshop is certainly necessary and useful. These
specializations, however, should not lead to isolation. We can
all learn from each other and we have numerous examples where only
the combination of various specialized efforts led to a
satisfactory end result.
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lA'ALUATION OF PHOTON PRODUCTION DATA FROM NEUTRON-INDUCED REACTIONS

C. Y. Fu

Oak Ridge National Laboratory
Oak Ridge, Tennessee 3~S30, U.S'.A.

ABSTRACT

Hie evaluation methods and procedures used for
generating the photon production data in the current
evaluated Nuclear Data File (ENDF/B, Version V) are
reviewed. There are 42 materials in the General Pur-
pose File of ENDF/B-V that contain data for prompt
photon production. Almost all evaluations had sub-
stantial experimental data bases, but less than half
of them employed any of the following evaluation
methods. Only a few used theoretical techniques that
are sophisticated enough to ensure internal consis-
tency with other particle production data. Comments
are made on four evaluation methods: the empirical
formalism of Howerton ei al.} the Troubetzkoy model,
the multi-particle Hauser-Feshbach/Precompound model,
and the Yost method. Critiques are also made on three
procedures used for conserving photon energies in neu-
tron capture reactions. The presence of photon pro-
duction data in the file is useful for studying energy
balance, since photon production generally accounts
for a large portion of the reaction energy output.
Problems found in energy balance checks are discussed.

INTRODUCTION

The evaluation methods used for generating the photon produc-
tion data in ENDF/B-IV [1] were reviewed by Young [2] in 1975. At
that time there were 38 materials in the General Purpose File which
included data for prompt photon production. Four new materials
with photon production Uata were added for ENDF/B-V [5]. These
are ^ N , 5!V, 59Co, ani 232Th. About half of the materials with
photon production data in ENOF/B-IV were reevaluated or updated
for ENTJF/B-V.
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The improvement of the photon production data in EXDF/B-V
over those in ENTF/B-IV was made essentially through the use of
better experimental data and additional applications of the
empirical method of HoKerton et al. [4,5] and the rculti-particle
Mauser-Feshbach/Precompound model [6). No new methods or proce-
dures were introduced for 1L\'DF/B-V.

Three of the evaluation methods, the exception being the Yost
method, were covered by Young's review [2]. It is perhaps more
useful and efficient for the present review to emphasize nek-
topics and new examples. We seriously urge the reader, if inter-
ested, to study the previous review beforehand. Little repeti-
tion, if any, is made here.

EVALUATION METHODS

The LJnpirical Method of Howerton et al.

This method [4,5] was based on the observation that the pho-
ton production spectra from (n,v) and (n,xy) reactions for heavy
elements are evaporation-like. Because of its sisiplicity, it has
been applied to the evaluation of photon production data for a
wide range of materials, including 3 1P, S, Ti, Nb, Mo, Ta, 2 3 2Th,
and 2 3 8U. Its application for the lighter materials may be pro-
blematical. As shown by Young [2], it works fine for Ta but not
Mo. We reinforce this point by showing in Figs. 1-3 some compari-
sons of the Ti evaluation with recent data [7]. It is clear that
there are structures as functions of both E^ and E that are
beyond the method. n

The Troubetzkoy .Model

The model [8] is based on the compound nucleus assumption
without spin and parity considerations. Therefore, one can only
include in the calculation multipolarities of the gamma-ray transi-
tions but not their types (E or M). The method was used to calcu-
late the photon production distributions from (n,.vy) reactions in
Cu and the W isotopes for ENDF/B-V. It was shown by Young [2]
that the method works reasonably well for W if one is given some
freedom in the adjustment of level density parameters. As for the
lighter element, Cu, we do not expect it to work quite as well.
Figure 4 illustrates this point by showing some comparisons of the
ENDF/B-V Cu evaluation with recent measurements (9].

The Multi-Particle Hauser-Feshbach/Precompound Model

This is the Hauser-Feshbach model with precompound effects.
Several model codes have been developed with the aim of confuting
cross sections for emission of a few outgoing particles, including
gamma rays. The Los Alamos code, GNASH [10J, was used for the
evaluation of 15N. The Oak Ridge code, TSG [11), was used for
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the evaluation of Si and Ca from 1 to 20 MeV with complete inter-
nal consistency, and for 19F and 23Na to supplement experimental
data. Both codes allow the use of externally calculated direct
interaction cross sections in the gamma-ray cascades calculations.
Some calculated results for Ca [11] are compared in Figs. 5-7 with
the measurements of Dickens et ah. [12]. It is clear that the
model is capable of reproducing the more pronounced structures in
the photon distributions as a function of incident neutron ener-
gies except for high-energy transitions involving the continuum.
Recently Gardner et at. [13] analyzed several photon production
cross sections and spectra for the (n,v) and (n,xy) reactions in
the mass 90 region and the Ta-Au region. Although their aim was
to study parameter (level spacing, radiative width, giant dipole
parameter) systematics, their results generally confirm the useful-
ness and versatility of the multi-particle Hauser-Feshbach/Precom-
pound model.

The Yost Method

The Yost method [14,15] was used for generating the neutron
energy-dependent capture gamma-ray yields up to 1 MeV incident
neutron energy for Fe, Ta, and IV. The results for Fe and IV were
adopted for ENDF/B-V. The method represents a judicious combina-
tion of experimental data and theories:

1. In the resolved resonance region, the R-matrix theory was
used to average partial photon spectra that are ^-dependent at
each incident neutron energy.

2. In the unresolved resonance region, the Hauser-Feshbach
model was used for the averaging.

3. All photon transition probabilities evaluated from experi-
mental data, whether primary or secondary from thermal or reso-
nance captures, are used as input to the calculation. This proce-
dure ensures reproduction of evaluated experimental data.

4. Known level properties (spins, parities, and branching
ratios) are supplemented by nuclear structure calculations consis-
tent with the experimental photon properties and transitions.

5. Model parameters such as the Ml/El ratio and level density
are varied to fit approximately the experimentally-observed transi-
tions for the purpose of filling in unmeasured transitions and for
extrapolating to unmeasured energy regions.

Table I illustrates some characteristics of the evaluated
capture gamma-ray distributions as a function of incident neutron
energies.

The part of the distribution for Ey > 8 MeV is mainly from
capture in 5uFe. The distribution in the En group of 1.0-1.4 keV
is predominantly due to capture in the 1.167-keV resonance (Jr =
1/2"J in 57Fe. That in E~ = 6.5-9.0 keV is mainly from capture
in a s-wave resonance in =5Fe, thus having large yields in the
part for liy > 8 Mel'. It is clear that the photon distribution in
the last neutron group is very different from the other two.
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EVALUATION PROCEDURES

imergy Conservation for the Capture Reaction

For the capture reaction, three procedures are in use for
conserving the photon energies as the incident neutron energy
increases.

LP Flag [16J. Primary photon transitions can be identified
by LP = 2. Mien this is the case, tli? primary photon energy is
computed as

where IT,^ is the energy of the k'tli primary photon for I;n = 0, and
AWR is the ratio of the target mass to neutron mass.

This procedure is used to conserve energy where primary tran-
sitions are reasonably well known, as in the cases of H, 2II, 3H,
6Li, 7Li, 10B, 1 2C, and lkK. In all these cases, only one photon
distribution is given and assumed valid for all incident neutron
energies. This latter assumption is generally incorrect except
for the hydrogen isotopes.

Varying Multiplicity. The multiplicity of photons produced in
the capture reactions may be increased with increasing incident
neutron energy to conserve energy:

where Q is the Q-value for the rapture reaction and I:an is
center-8f-mass energy of the incident neutron.

This procedure is used for 9Be, Mg, 3 1P, Cr, Xb, Mo, Ta, and
23?Th. In all cases, only one photon distribution is given and
assumed valid for all incident neutron energies. This procedure
is also incorrect but can periiaps be tolerated for heavy materials.

Explicit Energy Conservation. For 19F, Si, Fe, IV, and I'b,
some efforts were made to evaluate the pr.oton distributions as a
function of incident neutron energies. This is the better proce-
dure if some resonance capture photon yields are available experi-
mentally.

Energy Balance for (n,xy) Reactions

There is no simple procedure to ensure energy balance in
(n,xy) reactions except in special cases. For example, in light
nuclides, the origin of each photon may be known and cross sec-
tions for producing a particular photon can be related through
branching ratios with cross sections of the associated iparticle-
p 1'oducing reaction. The errors in the branching ratios do not
affect energy balance. Another example of insuring energy halaoicc
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is found in the application of advanced nuclear model calculations.
As in the cases for Si and Ca [11], all experimental data above 1
MeV were interpreted through consistent (n,x) and (n.xy) calcula-
tions. Energy balance is implicit with this method, so problems
never arise. In addition, experimental data for (n,x) and (n,x.J
reactions reinforce each other in such consistent model calcula-
tions.

In all other cases in which (n,x) and (n,xv) cross sections
were evaluated independently, the energy balance in an evaluation
can be checked approximately with the relation:

In liq. (1J, ot is the total cross section; En is the incident
neutron energy in the laboratory system; oj, Qjt Mj? and Ej a r e
respectively the cross section, Q-value, multiplicity, and the
average energy of the outgoing neutron or photon for the i'th reac-
tion. Similar terms due to charged particle emission and nucleus
recoil are lumped into the factor KERMA, the Kinetic Energy
Release in Material. The KliRMA factor is usually less than a few-
percent of the total energy output. Equation (1) can be used to
compute KliRMA if all the other terms are obtainable from the evalu-
ated file. However, the result can be extremely erroneous because
of the subtraction of two large numbers whose errors may be much
larger than the KERMA factor itself. On the other hand, if the
KliRMA factor can be estimated from other means such as nuclear
model calculations, then Lq. (1) may be used to check energy
balance of the evaluation. This has been done by MacFarlane |17]
and energy imbalances were found in nearly all materials containing
photon production data except 1 60, Si, and Ca, and those materials
with mass numbers less than 15.

The extent to which photon production data can affect KliRMA
factor calculations or the energy balance checks is illustrated for
Cu at 14-MeV incident neutron energy. First we look up the KliRMA
factor estimated from a nuclear model calculation [IS] as 0.28 MeY-
barns. Then we show in Figs. 8 and 9 comparisons of the li.\T)F/B-Y
Cu photon production cross sections and average energies with the
recent measurements of Morgan [9]. If we assume that the Morgan
data are correct, then errors in the evaluated photon production
data alone already exceed 0.28 MeY-barns in the vicinity of 14 MeY.
However, this error cannot be brought out by energy balance checks
if similar errors exist in the opposite direction in the neutron
production data.

Elemental Q-Valuc Problem

The elemental Q-value problem is a procedural problem. As can
be seen from Table 1, there is no single Q-value that can be used
to consene energy for all three photon distributions for the (n,i)
reaction. Similar situations exist for all reactions in all ele-
mental materials that contain two or more isotopes with non-
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negligible cross sections. One solution is to provide isotopic
cross section evaluations.

PROMPT PHOTONS FROM FISSION

Prompt photon production following thermal-neutron fission
of 2 3 5U and 239Pu nave j, e e n measured by Verbinski and Sund [19]
and of 2 3 5U by Peelle and Maienschein [20]. The measurement of
Verbinski and Sund for 2 3 5U was used for the ENDF/B-V evaluations
for both 2 3 5U and 2 3 8U. That for 239Pu was adopted for both 239Pu
and 240Pu. However, the measurement for 2 3 5U by Peelle and Jlaien-
schein was used for 232Th and 241Pu. In all cases, one photon
distribution is assumed valid for all incident neutron energies.
In most cases, photons emitted within 100 nsec after fission are
defined byevaluator as prompt.

RECOMMENDATIONS

The multi-particle Hauser-Feshbach/Precompound model is appli-
cable for all reactions and energy ranges except the resolved
resonance range. For photon production in the resolved resonance
range, the Yost method is the only feasible one. The empirical
formalism of Howerton et al. and the Troubetzkoy model are useful
for heavy elements, perhaps for target mass greater than 100.

If only one photon distribution due to capture is used for a
wide range of incident neutron energies, the LP flag method seems
more appropriate for conserving energy for light nuclides while
the varying-multiplicity method seems better for heavy nuclides.

Energy balance checks should be the evaluator's responsibility
in the future so that corrections or adjustments can be made before
turning in the evaluation. Perhaps standard checking codes should
be written and distributed to all evaluators. Standard evaluation
of the KERMA factors should be undertaken and used as input to
these checking codes.

The "elemental Q-value" problem, illustrated in Table 1 for
the E -dependent capture photon yields for elemental iron, is a
long-Pecognized problem that still needs to be resolved.
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TABLE I

E -Dependent Capture Gamma-Ray Yields for Iron
n (Photons per 100 Captures)

E
Y

(MeV)

1.5
2.0
2 .5
3.0
3.5

4 .0
4 .5
5.0
5.5
6.0

6.5
7.0
7.5
8.0
8.3

9.0
9.5

Thermal

7.0
14.7

6 .1
9 .3

11.2

3.2
9 .1
4.4
1.2
9 .3

9 .3
0.2
4 .8

49.9
0.0

0.8
4 . 3

En (eV)

1.0-1.4 keV

6.9
7.9
7.5

11.8
12.1

4.6
7.8
6 .1
2.2
3.9

15.2
0.2
0.8

54.1
0.0

0.02
0.09

6.0-9.0 MeV

3.2
4.5
7.7
5 .3
6 .8

7.0
5.6
5.8
2.8
6.2

4 . 3
2.4
2.2
1.8
0.06

10.6
59.7
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Fig. 1. Comparisons of ENDF/B-V evaluation for Ti with recently
measured [7] photon production spectra versus photon and incident
neutron energy.
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Fig. 2. Comparisons of ENDF/B-V evaluation for Ti with recently
measured [7] photon production spectra versus photon and incident
neutron energy.
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Fig. 5. Comparisons of liNOT/B-V evaluation for li with recently
measured [7] photon production spectra versus photon and incident
neutron energy.
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Fig. 4. Comparisons of liNDF/B-V evaluation for Cu with recently
measured [9] photon production spectra versus photon and incident
neutron energy.
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Discussion

Howerton

Before the questions I would like to make a comment about some of
the discrepancies associated with energy balance in the ENDF/B
files since I am partially responsible for these but, in a sense,
innocent of culpability. When it was decided that the ENDF/B-IV
library should have photon production data for general purpose
evaluations, there were several materials that did not have such
data. There were photon production data in the ENDL files for
those materials. I agreed that ENDL data could be married onto
the ENDF/B-IV evaluations but with the Caveat that method 1 that
Peter described was used to produce the ENDL values. This method
insures an energy balance if, and only if, the neuton
distributions are those of the file for which the photon data were
produced. Since the ENDF/B-IV neutron energy distributions were
not the same as the neutro-. energy distributions of the ENDL file,
this adding-on of ENDL photon production data to ENDF/B-IV files
insured, in general, an energy imbalance. This was well-known and
considered at that time. It was decided that having ENDF/B-IV
photon production data with an energy imbalance was better than
having no photon production data in the files for those naterials.

Mughabfthab

I note in the figure which you showed on the photon production
cross neutron of Ti that there is an excess of strength at high
Y -ray energies. These may be due to "direct" processes. Have
you made any attempt to include these effects in the calculations?

Howerton

I have to answer that question since I was responsible for the
titanium evaluation. The answer is no. The model is complete as
you saw it described so these effects would not be taken into
account. I would like to add that I prefer not to call that which
you saw described under Item 1 a model, I would much rather call
it a recipe.

Fu

The higher y -ray cross sections you saw in the measurements are
probably not associated with direct capture. The direct capture
can conti ibute at most about one millibarns at these energies and
the remitder of the (n,xy) reactions can contribute up to several
barns.
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Vonach

I should like to conment that complete photon-production cross
sections for Barium have been calculated by Uhl and Strohmaier
using their multi-step Hauser-Feshbach code STAPRE.

What is the origin of the discontinuties in the evaluated
production cross section of Cu shown in Fig. 8 which do not occur
in the measured spectrum?

Fu_

I suspect that a mistake was made by the person who did the
calculation, but I really don't know.

Stewart

We should bear in mind the importance of the fact that the Q-value
upon which KERMA is based has no real counterpart when performing
evaluations for elemental mixtures of isotopes. For Cu, for
example, the (p»Y) and (n,2n) Q-values differ by as much as 2 MeV
for Cu and "5Cu. Therefore, i t is very d i f f icu l t to balance
energy in a l l cases for elemental f i l e s .

Froehner

For the sake of completeness I'd like to mention that even before
Yost's method was published there was a gamma-ray cascase code by
Poenitz, published in Zeitschift fur Physik, which gave good
results for the populations of low-lying states and is, in
modified form, also used in the calculations of Uhl and
Strohmaier.

Smith

I would like to coilment that attention should be given to the need
for isotopic experimental input. The requisite sample supply is
under pressure. If there is a need for measured data, an isotopic
sample supply must be assured so I strongly urge evaluators to
make their needs known and thus establish pressures to reestablish
a supply of samples.

Perey

I would like to expand a little on Alan Smith's conment. It is
extremely important because it is strongly relevant to the
interaction between users, evaluators, and treasurers. For sane
users, we as evaluators (and measurers) can provide what the user
wants in terms of measurements and evaluations that are done for
elemental mixtures of isotopes. For other users, specific
activations nay be required and for these, isotopic measurements
and evaluations will be necessary. I am concerned that
measurements are made for elements of such things as neutron
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emission spectra; then an evaluator tries to take the measurements
apart and assigns subsidiary spectra to individual reactions
and/or to individual isotopes. Then the user who needs evaluated
data for the element puts it all back together again. These
processes may mix it all up so that what the user eventually has
is not very closely related to what was measured. I don't know
what what we can do about this.
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PROBLEMS IN THE EVALUATION OF FISSION CROSS SECTIONS

H. Weigmann

CEC-JRC, Central Bureau for Nuclear Measurements
B-2440 Geel, Belgium

ABSTRACT

This contr ibut ion concentrates on a few specif ic
problems which are encountered in the evaluation of
f iss ion cross sections. They are related to the present-
day picture of the f iss ion barr ier shape and i t s conse-
quences for the mechanism of the f iss ion react ion.

For the major f i s s i l e isotopes for which a large
amount c f high qual i ty experimental data ex i s t , only
minor basic problems are encountered which are connected
with the detailed application of R-matrix theory for the
description of the cross section in the resonance region,
and, especially in the case of Z 3 9Pu, tfith the possible
influence of intermediate structure on resonance se l f -
shielding and Doppler coef f ic ients .

The main emphasis w i l l be put on nuclei for which
l i t t l e experimental information is avai lable, and thus
theory is the only handle to evaluate the f iss ion cross
sections or at least to bridge large gaps in the experi-
mental data base. Several problems ex is t : There are
systematic discrepancies in f iss ion barr ier parameters as
obtained from d i f fe ren t experimental sources. As is well
known, in the region of the f iss ion threshold, the average
f iss ion cross section is strongly influenced by the
presence of intermediate structure; however, the simul-
taneous occurence of intermediate structure and s t a t i s t i -
cal parameter f luctuations has not been dealt with ana-
l y t i c a l l y ; Monte-Carlo simulations are used here to assess
the magnitude of the e f fec t . At energies above the
f iss ion bar r ie r , the question of the density of barr ier
t rans i t ion states comes into play; th is is an outstanding
problem which deserves special interest and care in
future work.
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INTRODUCTION

Reactor physics ca lcu lat ions require the knowledge of cross
sections fo r neutron induced nuclear reactions fo r a large var ie ty
of nuc le i . For many of these, t ransact in ides in pa r t i cu l a r ,
experimental information on cross sections i s sparse. Nuclear
theory and systematics i s the only way to evaluate these cross
sections or to f i l l large gaps i n the experimental data base. I t
is hoped that th is can u l t imate ly be done wi th an accuracy o f the
order o f 25% which is a typ ica l f igure fo r the requirements fo r
the so-cal led "minor" t ransact in ides. In the case o f f i s s i on cross
sect ions, some typ ica l problems are encountered which are re lated
to the deta i led s t ruc ture o f the f i s s i on ba r r i e r and i t s conse-
quences for the mechanism of the f i s s i o n reac t ion . The discussion
of some of these problems i s the main subject o f th i s paper.

Before we enter the discussion o f evaluations based on syste-
matics, two minor basic d i f f i c u l t i e s should be mentioned which
ex is t i n the descr ip t ion of the resonance region also f o r the
common f i s s i l e nuc le i .

PROBLEMS WITH THE COMMON FISSILE ISOTOPES

In the case of the major f i s s i l e isotopes, for which a large
amount o f accurate experimental data i s ava i lab le , the goal o f an
evaluat ion i s twofold : At higher energies, where cross sections
are smooth functions o f energy, i t i s mainly a c r i t i c a l judgement
of the experimental data , and the d e f i n i t i o n o f a recommended
"best" data set . However d i f f i c u l t the judgement o f the qua l i t y o f
an experimental cross sect ion may be, there are no fundamental
d i f f i c u l t i e s . At low energies, i . e . i n the (resolved and
unresolved) resonance reg ion, the addi t ional aim i s to obtain a
handable parametrization o f the cross sect ion and to provide the
necessary information fo r the ca lcu la t ion o f secondary e f fec ts l i k e
resonance se l f - sh ie ld ing and Doppler-coef f ic ients .

The Resolved Resonance Region

In the resolved resonance region a descr ip t ion o f the cross
section in terms of resonance parameters i s desired which should
serve f o r both, the required parametrization o f the cross sect ion
curve as wel l as a basis for the s t a t i s t i c a l descr ipt ion o f the
unresolved resonance region. Besides the wel l known d i f f i c u l t i e s
in using the various approximations to R-matrix theory f o r a
descr ip t ion o f the experimental cross sec t ion , a more fundamental
problem ex is ts wi th resipect to the d e f i n i t i o n o f a pa r t i a l f i s s i on
width :

When one was considering a simple (single-humped) f i ss ion
b a r r i e r , the pa r t i a l f i ss ion width was simply given as

n • = - ?, . (1)
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(D is the spacing of compound nuclear resonances)
where was the penetrability of the fission barrier for a given
"Bohr channel" characterised by the quantum number J (total angu-
lar momentum) and K (its projection onto the symmetry axis). For
the simple approximation of a parabolic fission barrier, the pene-
trability was given as

(2)- -f.

where E^ is the height of the lowest fission barrier and «-j is the
excitation energy of the Bohr cnannel i with respect to that
barrier. The total fission width for a resonance with total angu-
lar momentum J was then

-

where the sum is over a l l Bohr channels with total anqular momentum
J.

The definition of partial fission widths in terms of penetra-
bi l i t ies for individual Bohr channels was essential for the inter-
pretation of the statistical distribution of the total fission
widths / j 'J" resembling a small number (1 to 4) of degrees of free-
dom.

Equations (1-3) may s t i l l be a good approximation also for a
double-humped barrier i f the two barriers are sufficiently
different in height such that the lower one may essentially be
neglected. However, for the most important f issi le isotopes this
is not expected to be the case. For a true double-humped barrier,
the total fission width for above barrier fission is usually
written as

7 = T tT t i * TJV+ TjV (4)

where T X ' J ' (X=A,B) are the total transmission coefficients for
the two separate barriers

- 2.
where the sums again are over "Bohr channels".

Although equations (4,5) give a valid definition of the total
fission width of a resonance (for above barrier fission where
intermediate structure effects can be ignored), the partial fission
width is not consistently defined. A definition of a partial
fission width analoguous to equ.(4) with T^, Tg referring to indi-
vidual Bohr channels would be incorrect since it would ignore the
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possibility of K-mixing in the second well. On the other hand,
partial widths are of course required by R-matrix theory for the
description of interference effects which play an important role
in the cross sections of the fissile isotopes. Thus, here one is
dealing with a deficiency of the basic theory.

The quality of fits obtained with a definition of the partial
fission width as in equ.(l) shows that the difficulty is not too
serious as far as the parametrization of the cross section is
concerned, but the physical interpretation of the "resonance
parameters" obtained may be different from what it was believed to
be.

The Unresolved Resonance Region

Whereas the average cross section of the common fissile
isotopes in the unresolved resonance region is well known experi-
mentally, the unknown detailed structure of the cross section is of
importance only in a statistical sense as far as it influences
resonance self-shielding and Doppler effects. The usual method
[1,2] to assess the latter is to generate resonance parameters from
their respective distribution laws, to construct mock-up cross
sections from such resonance sequences and then calculate self-
shielding and Doppler coefficients. The problem with this procedure
is that the extrapolation of average fission widths and their
apparent distribution laws as obtained from the resolved resonance
region, into the unresolved resonance region, may be in error if
intermediate structure is present. In particular in the case of
239pu it is well known due to the work of James and Patrick [3j
that marked intermediate structure occurs in the J=l+ channel.
Consequently, in their evaluation of 239Pu data for ENDF/B-V,
Kuiawski and Stewart [4] adopt an eneray dependence of < r ^ > for
J=l+ (and also of <r n°> for J=0+,l+) adjusted such as to fit the
pointwise average cross section data in the unresolved resonance
region. Problems remain, however, e.g. with the separation of the
observed (in the resolved region) width fluctuations into changes
of the average value due to intermediate structure, and statistical
fluctuations of the individual parameters around their averages.
A detailed critical discussion of the statistical treatment of the
unresolved resonance region has been given by de Saussure and
Perez [5] .

EVALUATIONS BASED ON THEORY AND SYSTEMATIC^

The starting point for the evaluation of an experimentally
insufficiently known cross section (at not too low energies) is the
Hauser-Feshbach type statistical model. In the case of neutron
induced fission the average cross section reads :
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1 4 ' c'

where the sunmations are over total angular momentum J and orbital
angular momentum I and spin & ; the T's are transmission
coefficients, >f*, ?/ is the spin-stat ist ical weight factor and
$3l*,l i s t n e width fluctuation correction [ 6 ] .

'Here,we are concerned with the f ission transmission co-
ef f ic ient Tf(J). For above-barrier f ission where effects of inter-
mediate structure may be ignored, i t can be written as

where, as before, the T A and T3 are total transmission coefficients
for the two separate barriers and are principally given by equ.(5).
Of course, individual barrier transition states ("Bohr channels")
are known only for very low excitation energies «•,• ; at higher
energies only their density can be estimated and the
generalised expression for the barrier transmission coefficient
becomes (X = A,B) :

In the following subsection we w i l l separately discuss the problems
of determining the barrier parameters (mainly Ex), the replacement
of equ.(7) for situations with intermediate structure, and the
estimate of barrier state densities fK(*,J).

Fission Barrier Parameters

Fission barrier parameters for most actinides, including many
nuclei which are d i f f i c u l t to study by neutron-induced reactions,
have been obtained by B r i t t [ 7 ] from a stat is t ica l model analysis
of charged particle induced fission reactions. Do these parameters
lead to consistent results when applied in the calculation of
neutron induced fission? Unfortunately, this is far from being
obvious. This may be seen from f i g . 1 which, for a few nuclei,
compares barrier heights obtained from three different sources,
i .e . charged particle reaction data [ 7 ] , the analysis of average
neutron iduced fission cross sections in the threshold region by
Lynn [ 8 ] , and the analysis of sub-barrier intermediate structure
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data. The lat ter y ie ld widths of class I I doorway states r and
rT which under the assumption of complete damping are related to
the barrier penetrabil it ies by

where Dji is the class I I level spacing. Only the lowest barrier
transit ion state is important for sub-barrier f ission ( e^= 0 in
equ.(8)). For the same values as given by Lynn [8) have been
used. For detai ls, numerical values and references to experi-
mental work see ref . 19].

The problems are obvious from Fig. 1, the differences between
the results from sub-barrier resonance data and average cross
sections being even larger than th.^se between average neutron- and
charged particle induced cross sections. I t has to be remembered
that a 0.2 MeV difference in barrier height produces about a
factor of 5 in the transmission coeff icient at energies 0.5 MeV
below the barrier top.

Let us f i r s t examine whether the analysis of sub-barrier
intermediate structure resonances could be in error. There are
certainly problems : The penetrabil it ies obtained from inter-
mediate structure data are very uncertain due to Porter-Thomas
fluctuations of the widths r* and r* ( in most cases they are based
on the analysis of only one cluster) , and due to the assumption of
complete damping, thus differences of up to 0.2 MeV or even
0.3 MeV in barrier heights could be understood i f they were
random. However, the observed discrepancies are often much larger
and they are too systematic in the sense that the intermediate
structure analysis yields much lower values usually for one of the
two barriers.

Some support for the analysis of the intermediate structure
data comes from the observed fission widths of a few resonances at
very low energies (far below the f i r s t intermediate structure
group). I f these fission widths are interpreted by direct
tunnelling through both barriers, they may be related to the pene-
t rab i l i t i es according to

Table 1 compares the experimental f ission widths of very low
energy resonances (column 3) to those calculated from the barrier
parameters obtained from the intermediate structure analysis
(column 2). The agreement is satisfactory.

The main difference thus arises between barrier heights
obtained from sub-barrier resonance f ission widths in general and
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those from the analysis of average cross sections. A possible
reason for large differences between these two sources lies in the
fact that in the case of intermediate structure and low energy
resonance data one looks at the barrier for a specific spin
(corresponding to s-wasve neutron interaction), whereas the average
cross section data are sensitive to a comparatively broad spectrum
of spin values and essentially the lowest barrier is effective.
This fact could thus explain why much higher barriers may result
from resonance data than from average cross sections. However, the
observed discrepancies generally have the opposite sign.

Thus, there exists a discrepancy between resonance data and
average cross section data with respect to barrier parameters,
which at present is not understood.

Effect of Intermediate Structure on Fission Cross Sections

Equation (7) for the fission transmission coefficient is valid
only as long as no intermediate structure is present, i.e. well
above the lower barrier. It becomes invalid as soon as inter-
mediate structure develops in sub-barrier or near barrier
situations, even if the structure is not resolved. The reason is
that due to intermediate structure the overall fission strength
is concentrated in a small number of resonances whereas the bulk
of resonances has a fission width which is much reduced as compared
to the average; the contribution to the cross section of the few
resonances with very large fission width on the other hand is
limited by their neutron widths. The net effect is a reduction of
the average fission probability.

The problem of determining the average fission probability in
this situation has been treated by Lynn and Back [14]in a double
picket fence model approximation : A uniform sequence of class I
resonances is assumed with constant neutron widths and fission
widths following a Lorentzian distribution with a width repre-
senting the total width of an isolated class II state. Then a
uniform sequence of class II states is assumed with constant fission
( r* ) and coupling ( r* ) widths given by equ.(9). The result
obtained by Lynn and Back for the average fission probability
reads :

where f* is given by equ.{7) and T' is the sum of transmission
coefficients for all decay channels other than fission.

Thus whenever intermediate structure effects are expected to
be important in the average fission cross section, the fission
transmission coefficient entering the statistical model expression
equ.(6) should be replaced by an effective transmission
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coefficient

ff*H J\ - ?i" t-

where the sum c' includes all non-fission channels.
As mentioned, equ.(ll) is valid in a double picket fence model

approximation. Also, the assumption of a Lorentzian distribution
for the fine structure fission widths implies r + r > Dj. The
opposite situation in which a perturbation approach is valid, is
also treated in ref.[ 14 ] , and the influence of statist ical fluctu-
ations of the class I and class II level parameters are separately
and essentially qualitatively discussed.

In order to get a more quantitative insight into the combined
effect of the statist ical fluctuations of class I and class II
level parameters, a series of numerical cross section calculations
from Monte Carlo simulations of level sequences has been performed:
First, a sequence of class II levels with average spacing DJI =
500 eV is generated and their fission { r*} and coupling ( r*}
widths are independently sampled from Porter-Thomas distributions
(valid for sub-barrier energies) with average values given by
equ.(9). Then, a sequence of class I levels with average spacing
Di = 10 eV is aenerated; their neutron widths are sampled from a
Porter-Thomas distribution with average value Dj/2n x T n ; and
a constant capture width rc = Dj/2ir x T is assumed. For each
class II level, depending on whether r r + r*is smaller or larger
than 0.5 Dj, i t is decided whether i t s coupling to the class I
resonances is treated in perturbation theory or whether a
Lorentzian energy dependence of the fine structure fission widths
is assumed. In the latter case, the Lorentzian profile

rl

(13)

defines the expectation value of the fine structure fission widths
and individual values are sampled from Porter-Thomas distributions
with this enerqy-dependent expectation value. In the perturbation
case the class II couplinq width defines an averaqe squared
couplinq matrix element as

7 1 = Di r< («*)
c "27

and individual values are sampled from a Porter-Thomas distribution
with this average.

From the sequence of resonances constructed this way the
average cross section for a given compound nuclear spin is
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calculated and the procedure repeated a suff icient number of times
to obtain a reasonably accurate average. The whole calculation has
been done for a number of combinations of TA and To and the results
plotted in Fig. 2 as a function of Pjr (equ . ( l l ) ) ; in fact , dif ferent
combinations of T^ and Tg corresponding to the same Pp yielded very
similar results as long as both T^ and JQ are smaller than 0.5,
i .e . one is dealing with a sub-barrier case (above the lower barrier
the assumption made in these model calculations, e.g. Porter-Thomas
distributions for the class I I widths, would be invalid anyhow).

The f u l l cur'/s in Fig. 2 represents the rat io

w . «nf
w

n^ a _ (stat. model without f luc t . corr.)

of the fission cross section obtained from the Monte-Carlo simu-
lat ion and the one calculated from equ.(6) with T^(J) as given in
equ.(12), and f ^ £ ] t f = 1. For comparison, the broken l ine gives
the width fluctuation factor calculated in the usual way {6 ] with
the value obtained from equ.(12) for Tf.

For one value of Pp (Pp = 0.054) Fig. 2 also gives the result
obtained when only the parameter distributions for the class I
levels are kept and those for the class I I levels are replaced by
6-functions (point marked A) and when the distributions for the
class I I levels are kept and the ones for class I levels replaced by
8-functions (point ); i t is seen that the parameter fluctuations for
both classes of levels contribute almost equally strong to the net
effect in this case.

The fixed parameters of Fig. 2 (D j j , Dj , Tc) were chosen such
as to be characteristic of an even-even actinide target nucleus.
The Tn of Fig. 2 may correspond to s-wave neutrons at about 100 keV
neutron energy. Similar results for two other choices are shown in
Fig. 3 ; the large Tc for one of these choices may be thought of as
crudely representing a larqer number of inelastic neutron channels
the fluctuations of which rouqhly cancel.

The common feature of a l l three parameter combinations in
Figures 2 and 3 is that the actual suppression of the f ission cross
section due to s tat is t ica l fluctuations of level parameters as
obtained from the Monte Carlo simulation, is much larger than the one
which would be calculated from the usual f luctuation correction
factor. I t is not excluded that this effect has contributed to the
discrepancies between f ission barrier parameters as deduced from
average cross sections on the one hand and from resonance data on
the other hand, as described in the previous sub-section.

Density of Barrier Transition States

Once f ission barriers and other reaction thresholds are known,
nuclear level densities are the most important quantities for the
calculation of cross sections. Level densities for several
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different situations are required : the density of compound nuclear
resonances, the density of low lying states in the compound nucleus
for the calculation of radiative widths, the density of low lying
states in the target nucleus for the calculation of transmission
coefficients for inelastic scattering; and for the calculation of
fission transmission coefficients (equ.(7) and (8)) the densities of
transition states on top of both f ission barriers.

Level densities for normal deformation and their energy- and
spin-dependence may, at least in pr inciple, be obtained from experi-
mental observation, but the density of barrier transit ion states can
only be inferred indirect ly from the analysis of f ission cross
sections or probabi l i t ies, or estimated on theoretical grounds. For
a long time i t was believed, however, that errors in the assumptions
on level densities would tend to cancel because mainly ratios of
level densities enter into f ission probabil i ty and cross section
calculations. However, serious d i f f i cu l t i es were met already in the
attempts to f i t measured f ission probabil it ies 1 7 ] .

These d i f f i cu l t ies are probably cornected to the question of
the so-called collective enhancement of nuclear level densities :
Thermodynamic theories, the more advanced of which today are based
on real is t ic Nilsson-model single part icle level schemes, calculate
the density of in t r ins ic excitations of the nucleus as a function of
excitation energy; although principal ly this in t r ins ic state density
depends on the single particle level density and thereby on
deformation, i t turns out [ 7 ] that this dependence is rather weak
due to a cancellation effect : an increased single part icle level
density (at barrier deformation) leads to an increased int r ins ic
state density at given effective excitat ion, but i t also leads to an
increased pairing gap and therefore to a reduced effective excitation
energy.

To the density of in t r ins ic states the effect of col lective
excitations, mainly rotations, has to be added. I t has been pointed
out by Bjfirnholm, Bohr and Mottelson [15] that the density of
collective states depends c r i t i c a l l y on the spatial symmetry
properties of the nucleus. Whereas the nucleus is axially. and
reflection symmetric at deformations corresponding to the f i r s t we l l ,
i t is now assumed that i t is axial ly asymmetric at the f i r s t saddle
and reflection asymmetric at the second one. Thus, according to
ref. [ 1 5 ] , the f inal level densities at the f i r s t and second
barriers would exceed the one at normal deformation by factors of
about 7 and 2, respectively.

The effect which the symmetry properties may have on f ission
probabilit ies is shown in Fig. 4, which has been taken from B r i t t
[ 7 ] . I t compares the f ission probability for 237NP calculated with
an axial ly asymmetric f i r s t saddle to the one obtained for the same
barrier parameters but assuming axial symmetry. I t is seen that
even i f the la t ter calculation is renormalized to the experimental
data at about 6 MeV, i t would give very bad results at higher
energies.

The asymmetric deformations at the saddle points are due to
shell effects, and i t is well known that with increasing excitation
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energy shell effects tend to disappear. Thus, with increasing excit-
ation energy the nucleus will become axially symmetric again also at
barrier deformations, and the extra enhancement of the level density
due to lacking symmetry will disappear. The question of at what
energies this will actually happen, needs further investigation.

An argument frequently brought forward against collective
enhancement factors, is that it means double counting of degrees of
freedom. The answer probably is that again this is a matter of
excitation energy. What collective motion does is to shift levels
down in energy; thus the additional levels at low energy will be
missing at some higher energy where there are so many levels
anyhow that this deficiency will be unimportant. Still, above some
critical value of the excitation energy collective motion and
thereby the collective enhancement to the nuclear level density may
cease to exist.

Collective enhancement factors to the nuclear level density are
still a much debated subject. But the discussion of the previous
paragraphs and the example of Fig. 4 may show that it is a very
important one which deserves special attention in future work.
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TABLE 1

Comparison of fission widths of very low energy resonances
to those calculated with P/\ and PJJ obtained from the
analVsis of intermediate structure
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Discussion

Moldauer

Could you please tell us what is known about the angular momentum
dependence of fission barrier parameters?

We igmann

I think this is another point where not very much is known but I
am glad you asked the question because I forgot to mention one
point in connection with the apparent discrepancy shown here. We
are looking at different angular moments when we compare average
cross sections and resonance data. In the average cross sections
we see a rather broader spectrum of angular momentum and the
fission barrier which we see would be some kind of weighted
average but effectively it would be the lowest barrier for the
angular momentum spectrum which is coming into play. But for
resonances we are looking at a barrier for a given spin, namely
the spin of the resonance we are considering, so these two
different observed phenomena could account for a difference, but
in the opposite sense, because for the average cross section you
would see the lowest barrier while for an individual resonance you
would, in general, see a higher barrier. Since the experimental
discrepancy is the opposite, this argument serves to enhance the
observed discrepancy.

Menapace

On what do the discrepancies in barrier parameter estimates from
different methods depend? How much do they depend at the saddle
on the adopted level density formulas? How much do they depend on
the estimate obtained from average fission cross sections?

Weigmann

They do indeed depend on the adopted level density expression.
This is also discussed by Britt. The LASL data have been analyzed
with different level density expressions. The latest analysis
uses a level density routine by Moretto. The barrier parameters
are different, but their dependence on the level density
expression is certainly not sufficient to explain the
discrepancies discussed in this paper.
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ABSTRACT

Accurate knowledge of fission product decay heat is an
important input to the design of quality emergency core
cooling systems for nuclear power plants. The General
Electric Company has prepared an evaluated set of fission
product yields for use in calculation of decay heat
curves with improved accuracy. These evaluated yields
are based on all known experimental data through mid-
1980. Unmeasured fission product yields are calculated
from charge distribution, pairing effects, and isomeric
state models developed at Los Alamos Scientific Laboratory.
Numerous tests of the data have been made at General
Electric, Los Alamos Scientific Laboratory, Hanford
Engineering Development Laboratory, and the Argonne
National Laboratory before incorporating them into
Version V of the Evaluated Nuclear Data File (ENDF/B-V).
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The 1980 version incorporates ̂ 88,000 yields and their
uncertainties in 40 sets of M100 values for independent
yields before delayed neutron (DN) emission by 102- pre-
cursors, and a like number of cumulative yields after DN
emission. The sets include 27 fissionable miclides at
one or more neutron fission energies. The models used,
data sources, evaluation methods, the integral tests
made, and the role of accurate fission product yields in
reactor design will be discussed. The 1980 yields are
available as ENDF-292 (1980) from the National Nuclear
Data Center at Brookhaven National Laboratory, Upton, N.Y.,
or one of the authors, B. F. Rider, General Electric
Company, Vallecitos Nuclear Center, P. O. Box 460,
Pleasanton, CA 94566.

INTRODUCTION

Since the discovery of fission in 1939, many fission product
yield measurements have been made and published. Such yields are
useful for many purposes including understanding of the nature of
the fission process, determining uranium burnup, calculating
fission product inventory, performing shielding calculations,
evaluation of neutron absorption effects, and calculating decay
heating power. Of these, the most demanding is the calculation
of decay heat power because a complete set of independent (direct)
fission yields for all fission products with a half-life longer
than a few tenths of a second, their half lives, and Q values
(heat liberated with each disintegration) and errors associated
with each are required.

For reliable and consistent nuclear calculations, it is
highly desirable to have a single evaluated set of nuclear data.
The United States National Nuclear Data Center at Brookhaven
National Laboratory publishes such an Evaluated Nuclear Data File
(ENDF/B-V). The General Electric Company has published evaluated
fission yield data in a document, NEDO-12154. This fission yield
evaluation has been expanded in cooperation with the Fission Yield
Subcommittee and the Decay Heat and Actinide Subcommittee of CSEKG
(Cross Section Evaluation Working Group) for inclusion in the
ENDF/B files. Figure 1 shows the areas expanded specifically for
ENDF/B-IV and ENDF/B-V.

GENERAL APPROACH

In the case of U-235 thermal fission, only 243 of the 11S3
required independent fission product yields have been measured.
All of the unmeasured values have been calculated from the best
available models. All chain yields are normalized to JOOv for
the light and heavy mass peaks separately. Within eacn mass, a
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Gaussian charge distribution has been assumed about the most
probable charge, Zp, with a standard deviation of 0.560 charge
units. Odd-even proton and neutron pairing effects are super-
imposed. The magnitudes of these pairing effects are shewn in
Figure 2. All Zp values have been adjusted within their limits
of error to obtain an acceptable proton material balance frora the
sum of binary and ternary fission yields. The extent of this
adjustment and the closeness of the balance can be seen in
Figure 3. To give further validity to the decay heat calcula-
tions, the direct yields to the metastable and ground state
isomers, which are nuclear spin dependent, are apportioned to
each isomer (where the spins are known) in accordance with the
equation in Figure 4. Delayed neutron emission is now treated by
including for the first time a proper treatment for fission yields
of 102 delayed neutron emitters. As a result, all independent
fission yields are now appropriately given before delayed neutron
emission and all cumulative fission yields are given after
delayed neutron emission in the traditional manner. All
recommended yields are the result of weighted averages of experi-
mental values, a systematic error of 2% is combined with the
reported random error cf each absolute fission yield measurement.
Mass spectrometric measurements, because of possible mass dis-
crimination, have been assigned errors no smaller than 0.5%
relative.

Radiochemical measurements, because of the uncertainties in
absolute accuracies of decay schemes and the counting efficiencies
have been assigned errors no smaller than 20% in the years before
1955, 10% in the years from 1955 to 1965, and 5% in the years
since 1965. A few discrepant measurements were rejected on the
basis of traditional statistical criteria such as the Dixon Range
Test.

TESTS APPLIED

A number of tests were applied to the final yields. A plot
of the mass yields gives the familiar double peaked curve in
Figure 5. The effect of the fission-inducing neutron is seen in
Figure 6. For fission spectrum neutron energy fission, the
fission yields increase in the wings and the valley regions
relative to thermal neutron fission. These valley and wing
yields are all very rare events and taken together represent 0.5
to 1% of the total fission yield. Absolute increases in the
valley and wings with energy are exactly compensated by a corres-
ponding decrease of the values in the peaks, but these changes of
fission yield with neutron energy represent only a 1-5% decrease
in fission yields in the peaks going from thermal neutron fission
to fission spectrum fission, which in many cases, is less than
the experimental error of the measurements.

The number of neutrons contained in the fission products was
compared to the numbei of neutrons in the compound nucleus before
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fission. The difference is the number of neutrons left over and
available to carry on a chain reaction, designated nubar. This
value closely agrees with the values of nubar obtained by direct
measurement as seen in Figure 7. A Terrell plot of fission
yield integrals gives curves for the heavy and light mass peaks
which are separated by a value equal to nubar as in Figure 8.
Any large errors in fission yields cause easily recognized
aberrations in the curves. Another useful test is a three-
dimensional pin plot of independent fission yields superimposed
on the Chart of the Nuclides. In general appearance, the plot in
Figure 9 appears as two mountains. From viewing this plot in
different directions one can see the distributions of the light
and heavy fission fragments as a function of neutron numbers,
proton numbers, mass distribution, or charge distribution. Any
sharply inconsistent value can be readily seen. The ultimate
test is a comparison of decay heat power calculated from these
fission yields with direct experimental measurement as shown in
Figure 10.

DISCUSSION OF ERRORS

The chain yields in the peak region are known to about 5% in
the well measured fissionable nuclides to about 14% in the less
well measured fissionable nuclides as seen in Figures 11A and 11B.
The chain yields in the wings and valley are less well known
ranging from about 16%-25%. The U-235T yields are strikingly
better known. Figure 12 looks at the makeup of the better known
U-235T chain yield errors. It can be seen that these smaller
errors are the result of many determinations rather than abnor-
mally small errors assigned to individual measurements. The
average individual measurement is about ±2% but in these cases
about an average of 19 measurements result in the deviation of
the mean being smaller than 1%.

Figures 13A and 13B show the consistency of these same well-
known chain yields for U-235T and Pu-239T over a period of four
compilations (revisions 0, 1, 2, 3 to NEDO-12154) from 1972 to
1980. Most noticeably in Pu-239T yields in Figure 13B, the xenon
yields have tended to increase as the older measurements in which
xenon was incompletely recovered have been corrected by later
measurements using isotope dilution mass spectrometry. The non-
xenon heavy mass peak nuclides have tended to decrease to com-
pensate for the amount that the xenons have increased since each
peak must total 100%. Because of just such unforeseen effects,
it has been concluded that current yield recommendations should
not be given accuracy assignments smaller than ±1% in the ENDF
files in the future.
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PROBLEM AREAS

1. Yields have been evaluated for thermal, fission spectrum
energy, and 14 MeV induced fission. However, little has been done
to model the yields induced by neutrons of energies outside these
three neutron spectral regions.

2. Assignment of realistic uncertainties remains judgmental.
Except for one case out of every 200 measurements (where a larger
uncertainty was assigned by the evaluator) the uncertainty of each
measurement was assigned by the one who made the measurement. A
more objective method has not yet been found.

3. Merging experimental independent yields and experimental
cumulative yields with modelled values for unmeasured independent
yields has been a problem area. The method adopted is the power-
ful and constrained merging technique and resulting error
analysis recommended by Spinrad (77SPI1). Independent yields are
taken fron a calculated charge distribution model. The model
independent yields are normalized so their sum. equals the chain
yield. Large errors are given to the model yields. These model
yields are merged statistically with weighted averages of measured
yields. One set of cumulative yields is calculated by adding
independent yields starting with the initial nuclide in a chain
and ending with the chain yield. A second set of cumulative
yields is calculated by starting with the chain yields and sub-
tracting independent yields ending with the initial nuclide.
These two sets are averaged using reciprocal variance weighting.
The first set dominates the initial nuclide yield averages. The
second set dominates the final chain member yield averages
because of the small errors caused by the constraint imposed at
0% and 100% of the chain yield, respectively.

CONCLUSIONS

The full 983-page 1980 evaluation of fission product yields
is now available on microfiche as Report No. NEDO-121S4-3(B) from
one of the authors (B. F. Rider, General Electric Company,
Vallecitos Nuclear Center, P. 0. Box 460, Pleasanton, CA 94566).
These evaluated fission yields have been further extrapolated to
include additional unmeasured low yield (<0.23%) nuclides and
renormalized by a maximum of 0.23% to a total of 200% for both
fission product peaks combined. The resulting independent and
cumulative fission yields are available on computer tape from the
U.S.A. National Nuclear Data Center, Brookhaven National Labora-
tory, Upton, New York 11973, as a part of the Evaluated Nuclear
Data File (ENDF/B-V). Finally, the tables of mass chain yields
are given in Figures 14A through 14H.

- 801 -



r

REFERENCES

62TER1 J. TERRELL, "Neutron Yields from Individual Fission
Fragments," Phys. Rev. ,127, 880-904 (1962).

76MAD1 D. G. MADLAND, T. R. ENGLAND, "The Influence of Pairing
on the Distribution of Independent Yield Strengths in
Neutron Induced Fission," ENDF-240 (1976).

76MAD2 D. G. MADLAND, T. R. ENGLAND, "Distribution of Indepen-
dent Fission Product Yields to Isomeric States,"
ENDF-241 (1976).

77YAR1 J. L. YARNELL, P. J. BENDT, "Decay Heat from Products
of 235U Thermal Fission by Fast Response Boil-Off
Calorimetry," LA-NUREG-6713 (Feb., 1977).

77SPI1 B. I. SPINRAD, "The Sensitivity of Decay Power to
Uncertainties in Fission Product Yields," Nucl. Sci.
and Engr., 62,* 35-44 (1977).

77MAD1 D. G. MADLAND, T. R. ENGLAND, "The Influence of Isometric
States on Independent Fission Product Yields," Nucl. Sci.
and Engr., 64, 859-865 (1977).

- 802 -



FVAI NATION
REPORT NEDO-

YEAR
NUCLIDES
CUM. YIELDS

IND. YIELDS
ISOMER RATIOS
ODD-EVEN PAIRING

DELAYED NEUTRON
CHARGE BALANCE
TERNARY FISSION

REFERENCES
INPUT VALUES
FINAL YIELDS

PRE-ENDF
12154
1972

10
YES
NO
NO
NO
NO
NO
NO
812
6000
11000

ENDF/B-IV
12154-1
1974

10
YES
YES
NO
YES
NO
YES
NO
956

12400

22000

ENDF/B-V
12154-2E
1978

20
YES
YES
YES
YES
YES
YES
YES
1119

18000
44000

ENDF/B-VI
12154-5B
1980

40
YES
YES
YES
YES
YES
YES
YES
1176

25200
8S000

FIGURE 1. Evaluation Evolution
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NUCLIDE PROTON EFFECT NEUTRON EFFECT FOOTNOTE

U235T
U235F
U235HE
U238F
U238HE
Pu239T
Pu239F
Pu241T
U233T
TH232F
U233F
U233HE
U236F
Pu239H
Pu240F
Pu241F
Pu242F
TH232H
NP237F
CF252S

A = 76MAD1

0.223
0.151
0.015
0.329
0.018
0.171
0.124
0.205
0.210
0.327
0.143
0.015
0.166
0.015
0.244
0.141
0.364
0.018
0.000
0.050

B = 76LIP1

0.044
0.029
0.003
0.063
0.003
0.033
0.024
0.040
0.041
0.063
0.028
0.003
0.032
0.003
0.047
0.027
0.070
0.003
0.000
0.010

C = ASSUMED

A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
C
B

D = UNKR
FIGURE 2A. Magnitude of Pairing
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NUCLIDE PROTON EFFECT NEUTRON EFFECT FOOTNOTE

U234F
U237F
Pu240H
U234HE
U236HE
Pu238F
AM241F
AM243F
NP233F
CM242F
TH227T
TH229T
PA231F
AM241T
AM241H
AM242MT
CM245T
CM249T
CF251T
Es254T

A = 76HAD1

0.079
0.102
0.117
0,016
0.017
0.000
0.000
0.000
0.000
0.067
0.000
0.274
0.000
0.000
0.000
0.000
0.000
0.109
0.000
0.000

E = 76LIP1

0.015
0.020
0.023
0.003
0.003
0.000
0.000
0.000
0.000
0.013
0.000
0.053
0.000
0.000
0.000
0.000
0.000
0.021
0.000
0.000

C = ASSUMED

A
A
A
A
A
D
D
D
D
A
D
A
D
D
D
D
D
A
D
D

D = UNKN
FIGURE 2B. NJagnitude of Pairing (concluded)
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iUlCJULDE
U235T
U235F

U235HE

U238F
U238HE

Pu239T
Pu239F

Pu241T
U233T

TH232F

U233F
U233HE

U236F
Pu239H

Pu240F
Pu241F
Pu242F

TH232H

NP237F

CF252S

SUM Z*YIELD

92.03
92.00

92.00

92.00

91.99

93.98
94.00

94.00
92.04
90.00

91.98
92,00

92.00
94.00

94.00
94.00
94.00

90.00
93.00

97.99

ATOMIC NO.
92
92

92

92
92

94
94

94
92

90

92
92

92
94

94
94
94

90
93

98

FIGURE 3A. Charge Balance Test
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NUCLIDE
U234F
U237F

Pu240H

U234HE
U236HE

Pu238F
AM241F

AM2^I3F

NP238F

CM242F

TH227T

TH229T

PA231F

AM241T

AM241H

AM242MT

CM245T

CF249T

CF251T

Es254T

SUM Z*YIELD
92.00
92.00

93.99

92.00
92.00

94.00
95.00

95.00
93.00

96.00

90.00

90.00
91.00

94.99
94.99
94.99
95.99

97.99
97.99

98.99

ATOMIC NO
92
92

94

92

92

94
95

95
93

96

90
90

91
95

95
95
96

98
98

99

FIGURE 3B. Charge Balance Test (concluded)
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P(J) = P0(2J+l)EXP[-(J+%)2/<J2>] (EQ 1)

WHERE: P(J) = ANGULAR MOMENTUM DENSITY
DISTRIBUTION

= J ms(ANGULAR MOMENTUM OF
INITIAL FRAGMENT)

oo

IY(g) + IY(m) [°° P(J)dJ
J o or h

WHERE: IY(m) = INDEPENDENT YIELD OF META-
STABLE STATE

I Y ( g ) = INDEPENDENT YIELD OF GROUND
STATE

FIGURE 4. Isomer Yields are Spin Dependent (76MAD2)
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FIGURE 5. U235T Mass Yield Curve

- 809 -



r

115 130
MASS

FIGURE 6. Effect of Neutron Energy
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COMPOUND
NUCLEUS

U235T

U235F
U235HE
U238F

U238HE
Pu259T
Pu239F

Pu241T
U233T

TH232F

U233F
U233HE

U236F
Pu239H
Pu240F

Pu241F
Pu242F
TH232H

NP237F

CF252S

236

236
236
239

239
240
240
242
234

233
234
234

237
240
241
242
243
233

238
252

LESS LIGHT
fiASS AVE.

- 94.91
- 95.10
- 96.47
- 97.32

- 97.90
- 98.97
- 99.08

-100.26
- 93.43

- 91.07
- 93.64
- 95.97

- 95.71
-100.15
- 99.46
-100.36
-100.56
- 93.64

- 97.09
-105.78

FIGURE 7A.

LESS HEAVY
MASS AVE.

-138.67

-138.45 *
-135.28
-133.72

-136.65
-138.09
-138.07

-138.77
-138.09

-139.65
-137.88
-134.55

-138.54
-135.25
-128,20

-138.66
-138.98
-135.48
-138.27
-142.06

Apparent Nubar

APPARENT
NUBAR

2.42
2.45
4.25
2.96

4.45
2.94
2.85
2.97
2.48

2.28
2.48
3.48

2.75
4.60
3.24

2.98
3.46
3.88

2,64
4.16

Test

EVALUATED
HUBAR

2.42
2.47
4.38
2.79

4.42
2.88
2.94

2.87
2.49

2.42
2.51
3.86

2.78
4.90
2.94

2.95
—

• 3.92

2.81
3.82
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COHPOUiu LESS LIGHT LESS HEAVY APPARENT EVALUATED
NUCLEUS

U234F

U237F
Pu240H
U234HE

U236HE
Pu238F
AM241F

AM243F

NP238F

CM242F

TH227T

TH229T

PA231F

AM241T

AM241H

AM242MT

CM245T

CF249T

CF251T

EP254T

235

238
241
235

237
239
242
244
239
243

228
230
232
242
242

243
246
250

252
255

FIGURE

MASS AVF.
- 93.9103

- 96.5461
-100.3365
- 96.2210

- 97.2751
- 98.4969
-100.3269

-101.0840
- 98.0967
-100.7079

- 88.9180
- 87.7296

- 91.1452
-100.6776
-102.0451

-10D.9789
-102.8020
-105.7141

-107.5475
-110.8792

MASS AVF_.
-138.3548
-138.7627
-136.0433
-134.6664

-135.5433
-138.4932
-138.8086

-138.9098
-138.5934
-138.7099

-137.7275
-139.3161
-138.3934

-138.5665
-135.4407

-139.1229
-139.6723
-140.0609

-140.8272
-140.2267

7B. Apparent Nubar Test

NUBAR NUBAR
2.735

2.691
4.620
4.113
4.182
2.010
2.865

4.006
2.310
3.582

1.354
2.954
2.461
2.756
4.514

2.898
3.526
4.225

3.625
3.894

(concluded)
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FIGURE 9. Direct Yield Pin Plot



235 U Thermal fission
2x 104 s irradiation

• Experiment (77YAR1)
—CINDER-10 calculation

using ENDF/BIV data

1000
Cooling time (s)

FIGURE 10. LASL Experimental Results with ENDF Calculations

- 815 -



NUOIIE
U235T
U235F
U235HE

U238F
U238HE

Pu239T
Pu239F

Pu241T

U233T
TH232F

U233F
U233HE

U236F
Pu239H
Pu240F

Pu211F
Pu242F

TH232H

HP237F

CF252S

AVERA6E

MEAN a
PEAKS. %
0.6
1.7
6.3

2.6
5.4

2.6
2.2

2.6

3.5
4.5

3.3
9.1

11.7
6.7

7.1

7.7
12.0

5.3
3.4
8.0

5.3

MEAN o
VALLEY. %
15.8
14.1

11.2

17.0
12.2

17.9
16.5

18.2

17.2
18.3

22.3
17.6

27.9
12.2

18.4

20.2
28.5

7.1

10.9

20.3

16.4
FIGURii 11A. Average Error Distribution
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NUCLIDE
U234F

U237F
Pu240H

U234HE

U236HE
Pu238F

AM241F

AM243F

NP238F

CM242F

TH227T

TH229T

PA231F

AM241T

AM241H

A2^2MT
CM245T

CF249T

CF251T

Es254T

AVERAGE

MEAN a
PEAKS. %
13.2

27.9
11.2

14.4

13.6
18.9

18.5
18.9

17.7
19.1

14.9

4.2
15.0

7.6

7.6
11.3

9.4
11.6

12.3
11.6

13.5

MEAN o
VALLEY. %

27.2

28.8
22.4

24.6

23.7
28.0

27.8
29.0

27.6

28.8
25.8

13.4
24.8

21.3

31.3
23.5

22.8
22.6

24.6
23.6

24.5
FIGURE 11B. Average Error Distribution (concluded)
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INDIV. ° OF
MASS

83
85

86
131

132

133
134

135
136

137

143
144

145
146

147
148

150

MEAN

1.86
2.56

1.32
4.20

2.82

1.86
2.38

2.97

1.31
1.40

3.38

2.72

2.12
3.00

4.13
1.40

3.22

2.39

JL
8
34

14
26

26

23
13

13
9

19

29
23

16
17

16
21

19

19

MEAN, %
0.7
0.4

0.4
0.8

0.6

0.4
0.7

0.8
0.4

0.3

0.6
0.6

0.5
0.5

1.0
0.3

0.7

0.6
FIGURE 12. Individual Measurement Errors for

Most Accurate U235T FP Masses
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HflSS
83

85
36

131

132
133

134

135
136

137
143
144

145
146

147

148
150

EMDF/B-III
1971
RFV. 0

0.535

1.330

1.937

2.772

4.124

6,760

7.187

6.719

6.123

6.224

5.987

5.444

3.949

2.996

2.253

1.639

0.649

ENDF/B-IV
1974
REV. 1
0.531

1.314

1.951

2.835

4.217

6.774

7.681

6.635

6.278

6.263

5.969

5.457

3.941

2.998

2.282

1.689

0.649

EHDF/B-V
1978

REV. 2E
0.536

1.311

1.969

2.884

4.299

6.703

7.818

6.542

6.317

6.223

5.938

5.475

3.918

2.975

2.254

1.670

0.648

ENDF/B-VI
1980
REV. 3B
0.537

1.313

1.966

2.392

4.313

6.696

7.369

6.536

6.317

6.133

5.963

5.493

3.939

2.998

2.270

1.674

0.653

AVERAGE

o. %

0.5

0.6
0.8

1.9
2.1
0.6

4.1

1.3
1.5

0.5
0.3

0.4

0.3
0.4

0.6

0.6
0.3

1.0

FIGURE 13A. Consistency of Yields Over Time for U235T
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MASS

83

85
86

131

132
133

134

135

136

137

143

144

ms
146

147

148
150

ENDF/B-III
1972

REV. 0

0.293

0.601
0.746

3.889

5.164
6.839

7.225

7.223
6.654

6.535

4.459

3.775

3.016
2.481

1.947

1.659
0.998

ENDF/B-IV
1974

REV. 1

0.295

0.561
0.758

3.745

5.274
6.973

7.447

7.473

6.732

6.594
4.558

3.832

3.076
2.536

2.075

1.692
0.996

ENDF/B-V
1978

REV. 2E

0.295

0.573
0.759

3.845

5.391
6.973

7.626
7.615

6.708

6.696
4.426

3.736

2.991
2.461

2.042

1.634
0.966

ENDF/VI
1930

REV. 3B
0.296

0.608
0.763

3.865

5.401
6.991

7.648

7.588

7.167

6.685
4.428

3.735

2.989
2.460

2.019

1.639
0.968

AVERAGE

o . %

0.4

3.3

1.0

1.6

2.1

1.0

2.6
2.4

3.5

1.2
1.4

1.2
i.3

IA

2.7

1.6

1.8

1.8

FIGURE 13B. Consistency of Yields Over Tine for Pu239T
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Discussion

England (Comment)

Before your questions, I will make these comments. (1) There are
only two extensive yield compilations that also attempt a complete
evaluation for all fission products, namely the one by Rider in
the USA and the one by Crouch in the UK. (2) The models
mentioned in this paper are phenomeological and represent average
results over all masses; these seem to work very well but can be
improved. (3) The evaluation uses only two conservation
principles (charge and normalization^ to 100% under each mass
peak). We could use others, such as v t , but prefer, instead, to
reserve these for use in testing the quality of the evaluation.

Rowlands

My question concerns energy dependence. Is it well defined, what
one means by a fast reactor spectrum value? The reason I ask this
is some years ago it seemed there was a bias towards measurements
in very hard spectrum fast reactor systems and if the energy
dependence is linear then for commercial fast reactors it might be
more appropriate to take the thermal value than the hard spectrum
value. But whether its important, I think, depends on whether the
variations affect such things as delayed neutron emission and
decay heat, so perhaps the first question is, do the differences
result in differences in delayed neutron emission data not only
the total delayed neutron but the group breakdown and secondly, do
you see such differences in decay heat data between the fast and
thermal values?

Rider

There is DO significant differences in decay heat and there's no
difference in delayed neutrons, that is, the calculated delayed
neutrons and their spectra agree with the measured values at fast
and thermal energies in both cases and they are virtually
identical. There's no important difference.

Rowlands

The individual isotope effect, the proton and neutron effects,
don't lead to delayed neutron energy dependence for the groups?

England

There are some differences, John, but these are not large; I think
they are even within the evaluated uncertainty, depending on which
fissile nuclide you are interested in. You would expect large
differences in some quantities, particularly in delayed neutron
calculations because of the pairing effects you mention. These
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effects are energy dependent and vary with the fissile nuclide,
but the aggregate delayed neutrons and spectra show only small
differences between fast and thermal incident energies. This is
probably true for most aggregate quantities, as it is for decay
heating. But I don't think you should use thermal yields for fast
reactor spectra; there are other quantities that are energy
dependent. This is, in fact, one of our prime interests now—the
energy dependence of the yields-particularly for nuclides of
individual importance such as those used as fission monitors. For
such nuclides, it was recently noted in a conference at LASL that
yield variations due to changes in the fast spectra exceed some of
our assigned uncertainties. To answer your earlier question, the
definition of fast has not been made for the yields, except to
meet an ENDF/B format requirement where 0.5 MeV is arbitrarily
assigned. We know the energy dependence for only a few
nuclides. A linear dependence may be a sufficient approximation,
but the slope can be positive or negative. The few dependencies
we do know have plus and minus slopes depending on the mass
chain. So, defining the meaning of fast would still leave us with
the problem of specific energy dependence per mass. At the IASL
conference it was noted that thermal yield uncertainties are not
too large, as was stated at the 1977 Petten Meeting. It's just
not true based on recent data we have seen, but I think Ben ought
to comment on this.

Rider (Comment)

I worried a lot about whether we assigned too small an error to
the yields and it doesn't appear to me that we have. The main
question is whether or not there remains any systematic errors.
In general, the fission yields that are recommended now are the
same as were recommended 35 years ago. There has been no
difference in time, no systematic errors have developed other than
a low recovery of xenon in some early measurements which have been
identified and removed from the data. But even in removing those
systematic errors, the recommended errors have not changed over
1%. So whether or not in the year 2000 someone will find soae
systematic error that has been made is a matter of speculation; no
important systematic errors have been found, largely because so
many techniques have been used. Absolute gas counting, gas
spectrometry, radiochemistry have been done in all nations;
Russia, England, Canada, by different experimenters with different
techniques and apparently most of these systematic errors have
been shaken out. So I think we can count on the fact that we know
they are within 1%. I think that is as much as I would claim.

England ( Coronsen t)

I would like to ammend that, though. I think that statement
applies to thermal chain and doesn't apply to independent yields.
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Rider (Comment)

Yes, the independent yields—many things may happen still.

Moore

I have two questions. The first has to do with this calculation
of apparent nu bar; there are no two ways to do it, the way you
showed where you look at differences between the light and heavy
fragment yields; and the other way would be to take the actual
yields, correct them back, and then use the universal curves of
Terrell. Perhaps you could just tell us what you did.

Rider

The apparent nu bar? It's merely the mass of the compound nucleus
minus the average mass of the light fission products minus the
average mass of the heavy fission product',. Independent or
cumulative yields could be used; we used independtnt yields.

Moore

Is your method of determining the "apparent nu-bar" independent of
neutron energy? If so, it would be interesting to determine a
sensitivity for the change in nu-bar with relative mass yields in
the valley. In other words, is the change in nu-bar for *Pu
below 1 eV completely explained by changes in the mass
distribution or not?

Rider

The apparent nu bar increases from about 2.4 to about 2.9 between
the two spectra. It's about a half a neutron—about 7 parts in
200 or about 3%. That doesn't directly take into account any of
the incident energy dependence; this is just a yield weighted mass
determination of nu bar.

Moore (Comment)

That's the sort of thing that one might expect, for example, for
plutonium thermal to plutonium resonance.

Peelie

Uncertainties have been compiled for the yields, as you
mentioned. Is information available on the correlations among the
output yields?

Rider

No.
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Pee lie (Comment)

One might assume there would be significant correlations because
of the use of some constraints and the models in the middle
someplace.

Rider (Comment)

Some constraints have been used in the models, right.

England (Comment)

There are only two constraints, summation to a 100 percent under
each peak and the charge balance, but undoubtedly there are
significant correlations from these and from the models.

Schmidt

For the test area actinides such as Cf-249, uhat is the accuracy
of the fission yields?

Rider

That was on one of the s l i de s . In the peaks they are perhaps 13%;
i t ' s in the s l ide exactly what i t i s ; and in the valleys they ' re
on the order of 35%.

Schmidt

So your comment that fission yields are known to 1% applies to
what?

Rider

They are not known 1% except at U-235 thermal and that is because
95% of the measurements have been made for U-235 thermal. I don't
know if its 95 or 90, but certainly virtually all the work has
been done with U-235 thermal. The models are largely based on U-
235 thermal and they're extended to these other fission systems.
And of course we can check how well they are working on these
systems by other data which have been partially measured, such as
for Pu-239, U-233. Some things we know something about show that
the models derived from U-235 thermal seem to work for those data
used as tests for other fissionable nuclides. We assume they will
work for those where we have no experimental comparisons.

England (Comment)

Bill Maeck measures chain yields in this country and he really
feels that we shouldn't assign an uncertainty of less than one
percent; as a measurer he thinks from his experience that a
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systematic error on that order is likely even though his results
have resulted in probably the smallest uncertainties we've seen in
some of the yields, including less than the 1% that he has
published. This is a question we have to resolve; one issue that
will come up in CSEWG, I think, is whether we should .^rce a lower
limit of 1% uncertainty on the cumulative yields.

Rider (Comment)
Kr-85 has been measured to 2% accuracy approximately 35 times.
The question is if its been measured by 35 experimenters and all
find the same answer and each claims an accuracy of 2% does the
average of the mean of 35 measures really make a 2% measurement
better than 1%? Statistical errors say that perhaps it should and
the other answer is if there are systematic errors it will not.
The question is, are there systematic errors that we have not yet
suspected or are there not? I don't know the answer. It's best,
perhaps, not claim better than 1% even though statistics say it
may be.

Poenitz

You kind of dismissed th-t the apparent nu-bar could be of any
value beyond the test for your fission yields. On the other hand,
the agreement in some cases is so fantastic that one would wonder
whether the calculations might contain significant information.
For example, U-235 and Cf-252 from direct measurements supposedly
should be better, but there are problems. So what is the kind of
uncertainty in the apparent nu bar calculate?

Rider

I hope Howerton or someone else is an expert on nu bar. I'm not.

Poentiz (Comment

I only mean those you derive from your fission yields, the
apparent nu bar.

England

You can derive a lot of things from the yields; in fact, if we
knew the yields extremely well, particularly the independent
yields, we could derive most fission related quantities we want to
know, including the delayed neutrons, fission Q-values, etc. I
have done it for the delayed neutrons and I don't believe the
small uncertainty in the Pn values rather than the yield
uncertainties. P n values, the delayed neutron emission
probabilities, are much smaller than those we have on the
independent yields. I did not put on any estimate on the prompt
nu or total nu and I don't think Ben has either so I can't really

- 833 -



answer your question. We do use models that seem to work for most
systems, as already n *"ed, but you should note that the calculated
delayed nu bar for U-238 is low compared to the evaluated value;
the reason appears to the the model estimated pairing effect,
which is very large near the fission threshold—the pairing
parameter was not averaged over sn incident neutron spectrum.
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FISSION ENERGY RELEASE FOR 16 FISSIONING NUCLIDES

R. Sher
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ABSTRACT

Results are presented of the most recent least-
squares evaluation of the components of energy release
per fission in Th-232, U-233, U-235, U-238, Pu-239, and
Pu-241. For completeness, older (1978) results based
on systematics are presented 'for these and ten other
isotopes of interest. There have been recent indica-
tions that the delayed energy components may be some-
what higher than those used previously, but the LSQ
results do not seem to change significantly when modest
(~ I MeV) increases in the total delayed energy are
included in the inputs. Additional measurements of
most of the energy components are still needed to re-
solve remaining discrepancies.

INTRODUCTION

The energy release in fission and its partition into fragment
kinetic energy and radioactive decay energy are important for de-
termining reactor power and in safety considerations, which depend
on the decay heat. The energy release can be determined in two
ways: by mass balance after fission product decay, and by adding
the Individual components of the fragment and decay energies. The
first of these methodc has been exploited by Walker [1-3], Unik
and Glndler [A], and James [5,6]. With increasing knowledge of
fission fragment yields [7,8} and mass defects [9], it Is pos-
sible to calculate total energy releases from mass balance to
within approximately ±0.1 MeV for neutron-Induced fission of U-233
and U-235, ±0.2 MeV for U-238, Pu-239, and Pu-241, and ±0.3MeV
for Th-232, and to somewhat poorer accuracy for other isotopes.

The individual components of the energy release (kinetic
energy of the fragments and prompt neutrons, prompt gamma rays,
\ i ta rays, neutrinos, and delayed gases rays and neutrons) were
determined from a combination of experimental values and nuclear
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systematics; in general, these were much less precise and did not
always correctly add up to the total energy release.

In this report we continue to utilize these methods, analyz-
ing 16 fissioning isotopes in all. For the isotopes 1 if.ted above
("pri-nary" isotopes), for which relatively good values of yields
and other experimental quantities exist, best values of the total
and partial energies are determined by a combination of systeraat-
ics and a least-squares calculation. Systematics are used for the
other isotopes. The systeraatics are checked against the least-
squares values for the primary isotopes; agreement between the two
methods is always good (~ ±1 MeV).

It is convenient at this point to define various quantities
of interest:

QG = the net energy release per fission. This includes the
antineutrino energy, but does not include subsequent
radiative capture of the fission neutrons in a reactor.
Otherwise it is the total energy released minus the
incident neutron energy.

ED = the total (delayed) radioactive decay energy per fis-
sion. It is the sum of the beta-ray, delayed gamma ray,
and antineutrino energies of all the decay products of
the fission fragments (delayed neutrons not included).

EB = beta-ray decay energy per fission.

EGD = delayed gamma-ray decay energy per fission.

ENU = antineutrino decay energy per fission.

ER = "effective" energy release per fission; ER * QG - ENU +
EINC.

EP = the total prompt energy release per fission; it is the
sum of the kinetic energies of the fragments and fission
neutrons, and the prompt (< 10 nsec) ganma-ray energy,
minus the incident neutron energy.

EFR « fragment kinetic energy per fission (post-neutron emis-
sion).

EGP » prompt gamma-ray energy per fission.

ENP « average prompt neutron energy per fission.

EINC * average incident neutron energy (- 0 for thermal fis-
sion) .

END = average delayed neutron energy per fission.
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ET = the conventionally defined Q-value of the fission reac-
tion; ET = QG + EINC.

of the above quantities are averages over all modes of
fission and are determined for a given fissionable nuclide and
incident neutron energy. For fast-fissioning isotopes, EINC is
taken to be the average energy of a U-235 fission neutron,
weighted by the fission density of the isotope, i.e.,

(E) a .(E) dE
EINCv*y = "r — (1)

r

y f25 ( E ) °fi(E) dE

where f25(E) is the U-235 fission spectrum and the index i
refers to the fissionable nuclide. Typically, the value of EINC
for fast fission when averaged according to Eq. (1) is about 3
MeV. Walker [10] has examined the values of the various energy
components calculated from the ENDF/B-5 yield set as a function of
incident neutron energy and has proposed that, for those nuclides
which fission only with fast neutrons, the components be estimated
and listed in the ENDF-B library at zero neutron incident energy.
He gives approximate expressions for determining the zero energy
values from the values at other EINC. However, in this paper, we
continue to report values appropriate to average EINC's as defined
above.

From the above definitions,

QG = EP + ED + END = ER + ENU - EINC (2)

EP = EFR + EGP + ENP - EINC (3)

ED = EB + EGD + ENU (4)

Walker [3] has pointed out that the Q-value, ET (= QG +
EINC), for a given fissible isotope is almost independent of EINC.
Since the biggest change in QG is due to an increase in v ,
this can be interpreted as meaning that most of the incident
neutron energy is simply used to produce extra neutrons. It
should be noted that ternary fission is neglected in what follows.

TOTAL ENERGY RELEASE, QG

From the chain yields, QG can be obtained from the mass-
balance equation:

QG - - < Mt > " < \ > + M(ZO,AO) - (vt-l) a n (5)

Here < M^ > is the average aass excess of the final decay prod-
ucts of the light fragments:
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(light)

< Mh > is the average mass excess of the end products of the
heavy fragments, Y, are the chain yields, H^ is the mass ex-
cess of the end product i, M(Zo,Ao) is the mass excess of the
target nucleus (E ,A ) , and m is the mass excess of the neu-
tron (= 8.07144 MeV).

Beck [11] carefully reviewed the yield and mass data and re-
calculated QG values; these values are shown in Table I. In
obtaining these values, the yield sets of Meek and Rider [7] and
Crouch (8] were used with mass data [9] for 12 of the 17 nuclides
shown. For Pa-233, U-234, Pu-238, Am-243, and Cm-244, system-
atics were used to determine the mass defects.

PROMPT ENERGY RELEASE, EP

The quantity EP = QG - ED - END is the prompt energy re-
lease. It is equal to the sum of the kinetic energy of the frag-
ments, the kinetic energy of the (prompt) neutrons (minus the aean
incident neutron energy), and the prompt gamma-ray energy. It can
also be independently determined from the individual fragment
direct yields:

EP - M(AO,ZQ) - < m 1 > - < m h > - (Vp-1) n>n . (7)

Here, < m^ h > « Zy m ' , where yA is the independent (direct)
yield of a' fragment, m^ is its mass excess, and v is the
average number of prompt neutrons emitted per fission.

Values of EP have been recalculated [11] with the indepen-
dent yield set of Walker [12], based on Meek and Rider [13].
Since this yield set (and also more recent ones) does not conserve
total yields along Z (that is, the sum of the direct yields of
fragments with atomi; number Z does not in general equal the SUM
of fragment yields with complementary charge Z' (« 2^~Z, where
Z. is the atomic number of the fissioning nuclide), the sensitiv-
ity of EP to adjustments in the yield sets was investigated. It
was found that, although some chain yields changed under the ad-
justment by substantial amounts, EP calculated from any of the
yield sets varied by less than 0.12. Table II lists the values
of EP.

DECAY ENERGY, ED

For the primary isotopes, ED has been calculated by Walker
from Che direct fission product yields and their known decay prop-
erties; in addition, more accurate results have been obtained by
him froa long-term irradiation calculations using FISSPROD [12].
A striking characteristic of these results is that the fractions
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of ED that respectively represent beta energy (EB), gamma
energy (EGD), and antineutrino energy (ENU) are nearly con-
stant for all the primary isotopes (see Table III); that is,

| | - .3015 ± .0010 ,

= .2932 ± .0015 ,

||p = .4053 ± .0015 .

We assume that this split of ED holds for all fissioning iso-
topes of interest.

Recently, Walker [3] has slightly revised his values of ED;
the new values are shown in Table IV. For other isotopes, ED
was obtained from systematics [11]*

LEAST-SQUARES CALCULATIONS OF ENERGY RELEASE

The data given in Tables I, II, and IV can be combined with
experimental data on EFR and EGP in a least-squares calcula-
tion to get "best" values of all the energy-release parameters.
We use the following "observational equations" for the primary
isotopes (Th-232, U-233, U-235, U-238, Pu-239, and Pu-241):

ED + EGP + EFR = QG - (ENP-E1NC) - END (8)

The quantities on the l.h.s. are assumed to be unknown; those on
the r.h.s. are assumed to be known (QG is taken from Table I).

EFR + EGP = EP - (ENP-EINC) . (9)

Again, the quantities on the r.h.s. are assumed known (EP from
Table II) and independent of those in the preceding equation.

In addition to these types of observational equations, in
which the "experimental" values are those on their right-hand
sides, direct measurements of EFR, EGP, ratios of EFR between
different isotopes, and a few calculated values of ratios of EDs
based on systematics are also used as inputs to the LSQ calcula-
tion.

Table V lists all the foregoing data, together with the
weight factors assigned to each observational equation. It should
be noted that the weight factors are proportional to the inverse
squares of the absolute errors of each experimental value. The
error values are either as quoted by the author or are estimates
made by us. The LSQ calculations then give the best values of
EFR, ED, and EGP shown in Table VI. From the ratios given in
Table III, EB, EGD, and ENU are then obtained. By summing the
appropriate quantities, value' of QG and EP are obtained, but
these are not as good as the input values obtained from yield
data, which are therefore recoaaended, as Indicated In Table VI.
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SYSTEMATICS

Beck [11] has reviewed the sy sterna tics of the various quan-
tities, and his results have been applied both to the primary
isotopes (where the results are not as good as the LSQ values) and
to the other isotopes of interest, for which there are insuffi-
cient data to do a LSQ calculation. For the primary isotopes, the
values obtained by systematics are also listed in Table VI; for
the others they are given in Table VII. For a detailed discussion
of the syst~eraati.es, Beck [11] should be consulted.

DELAYED NEUTRON CONTRIBUTION, END

It should be noted that the values of END shown in Tables VI
and VII are obtained by multiplying the delayed neutron yield per
fission [2 4] by the average energy per delayed neutron. For the
primary isotopes, the average energy per delayed neutron was com-
puted frcj the delayed neutron spectra evaluated by Saphier et al.
[IS]. These averages are shown in Table VIII, together with the
values of \>d used and the resulting END.

For all other nuclides, the average energy per delayed neu-
tron was taken as 0.455 MeV. The values of v^ are taken from
Tuttle [14], except for Pa-233, Np-237, Am-243, and Cm-244, for
which they are assumed to be 0.02, and Am-241, for which it is
assumed to be 0.01. These values should only be considered as
"ballpark" guesses.

DISCUSSION

The recommended results shown in Table VI form a consistent
set. However, problems remain in the experimental values of some
of the components, especially the fragment kinetic energies, the
decay energies (beta and delayed gamma), and the prompt gamma en-
ergies. (It has been tacitly assumed that neutron energies are
well determined.)

Fragment Energies

Direct measurements of fragment energies have been generally
performed in two ways—by time of flight, it, which the velocities
of both fragments are measured (double velocity method), and by
surface barrier detection of the energy spectrum of the fragments
(double energy method). The double velocity results in general
are lower by a few MeV than the double energy values. It is
usually surmised that the double velocity results may be slightly
low because of snail angle scattering effects and the double
energy results are slightly high by about the sane amount because
of charge effects on the energy calibration of the semiconductor
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detectors. Table IX summarizes the experimental data. For all
isotopes except Pu-239, the input values for the least-squares
fit was basically a simple average of all the experimental values.
For Pu-239, Deruytter's [16] value was used. Recent measurements
at Gsel [17] (incident neution energies in the low-lying resolved
resonances of Pu-239) are <n excellent agreement with Deruytter's
value. However, Deruytter's and the Geel experiments were double-
energy, so the nagging problem of the detector calibration may
still remain. Good (± 0.1 MeV) measurements for all isotopes
using both velocity and energy methods are still required, both to
resolve the existing discrepancies and to reduce the uncertainties
in the final results.

Decay Energies

There are no direct measurements of total (beta and delayed
gamma) decay energy. Recent scintillation and calorimetric mea-
surements of decay energy or power at various times following
irradiations of various durations suggest that the total decay
energy may be slightly hig.ier than the values calculated from the
ENDF/B-4 yields. However, the data at short times are difficult
to obtain and are Incomplete, and the measurements do not directly
determine the quantity of interest here. These measurements form
the basis of the ANS decay heat standard, and have been taken into
account in the least-squares fit by using values calculated from
the parameters of the fitted standard function ('(0,°°), the
decay energy at zero time following an infinite irradiation) [18].
Because the decay heat results indicate that some of the ENDF/B-4
data used in the calculated values of ED may be suspect, the
weights assigned to the calculated values of ED in the LSQ cal-
culation have been somewhat reduced, as indicated in Table V.
Calculations were also done in which the Walker-calculated ED's
were given their full weight (ignoring the ANS standard) and in
which the calculated ED's were given weights of unity for Th-232,
U-233, and Pu-241, zero weight for U-235, U-238, and Pu-239, with
the ANS standard values for the latter isotopes given unity
weights. The resulting output values with these alternatives are
shown in Table X. Here also, improved experiments to determine
total beta and gamma decay energy following a fission with accura-
cies of the order of ± 0.1 MeV would be useful.

Prompt Gamma Energies

Among the principal problems in measurements of the prompt
gamma energy are to consistently define the tine domain of
"prompt" gamma-ray emission, to distinguish accurately between
gamma rays emitted in fission and those which result from neutron
capture or inelastic scattering at short tines, and the possibil-
ity of anisotropic gamma emission [19-21]. The so-called "pronpt-
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prompt" gamma energy (not Involving isoneric decay) has been mea-
sured to ~ ± 0.3 MeV for U-233, U-235, Pu-239, and Cf-252 (see
Table XI), but because of the effects mentioned above, the total
uncertainty has been taken as ~ ± 0.5-1 MeV. It should be noted
that the average value for the prompt gamma decay energy of these
four isotopes, 6.96 ± 1 MeV, has been used for all other
isotopes.

Because of the foregoing experimental uncertainties, the LSQ
results are dominated by the QG and EP values determined from
yield and decay data. Improved experimental data as suggested
above would add independent inputs directly on the quantities of
interest of the same quality and weight as the yield data and
would give increased confidence in the LSQ results; they would
also lead to substantial improvements in the systematics used for
the other fissioning isotopes.

Finally, it would obviously be desirable to have as many mea-
surements of energy components as possible done as a function of
incident neutron energy up to ~ 20 MeV.
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Table I

QG by Mass Balance—Recommended Values3

Nuclide

Th-232

Pa-233

U-233

U-234

U-235

U-236

U-238

Np-237

Pu-238

Pu-239

Pu-240

Pu-241

Pu-242

Am-241

Am-243

Cm-244

Cf-252

QG (MeV)

195.93 ± 0.32

196.62 ± 0.66

198.02 ± 0.10

197.78 ± 0.65

202.53 ± 0.10

201.82 ± 0.12

206.01 ± 0.17

202.23 ± 0.80

204.66 ± 0.24

207.02 ± 0.14

205.66 ± 0.23

210.73 ± 0.23

209.47 ± 0.82

209.51 ± 0.24

209.80 ± 0.88

211.52 ± 0.87

217.66 ± 0.11

aRef. 10

- 844 -



Table II

Prompt Energy Release, EPa

Nuclide

Th-232

U-233

U-235

U-238

Pu-239

Pu-241

EINC (MeV)

3.35

thermal

thermal

3.10

thermal

thermal

EP (MeV)

168.73

180.76

180.76

178.24

189.52

189.15

aRef. 11.

Table IV

Decay Energies, E0a

Nuclide

Th-232

U-233

U-235

U-236

'J-238

Np-237

Pu-239

Pu-240

Pu-241

Pu-242

Cf-252

EINC (MeV)

3.35

thermal

thermal

2.82

3.10

2.37

thermal

2.39

thermal

2.32

(spontaneous)

ED (MeV)

26.82

16.84

21.26

22.95

27.24

18.36

17.49

19.04

21.70

21.96

19.99

•Ref. 3.

Note: Table III shown on page 846
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Table III

Fission Product Decay Energy Partition8

1

846

Isotope

Th-232

U-233

U-235

U-238

Pu-239

Pu-241

Average

Total Decay Energy

ED (MeV)

27.25

17.02

21.37

27.46

17.28

21.49

Beta

EB (MeV)

8.27

5.09

6.44

8.31

5.17

6.51

Energy

EB/ED

.304

.299

.301

.303

.299

.303

.3015
±.0010

Gamma

EGD (MeV)

8.02

5.07

6.28

8.07

5.04

6.17

Energy

EGD/ED

.294

.298

.294

.294

.292

.287

.2932
±.0015

Neutrino

ENU (MeV)

10.95

6.86

8.65

11.08

7.07

8.82

Energy

ENU/ED

.402

.403

.405

.403

.409

.410

.4053
±.0015

*Ref. 12.



Table V

LSQ Input Data and Observational Equations

Input Data Weight Observational Equation

Th-232:

0.25 0.25 Xj - 39.95
2 3 2 -EINC 2 3 2 ) - END232

15 15x t + 15x2 + 15xj - 2918.4
2 3 2 )

EFR232 •

EFR232 +

EFR232 +

ED2 3 2 -

ED232/ED:

(ED 2 3 2 -
EGP232 .

• 159

ED232

.80 ± 2.0

+

EGP232

26.82
235 ,

1.19

6.96

1.

EGP232 •

- EP232 •

- 167.38

± 0.27

• QG232 -

194.56 ±
- (ENP 2 3 2 -

± 0.30

.19 ± 0.06

ED2 3 5 « 0 :

± 1.0

(ENP

0.26

EINC

± 0.06 ED235)

10 10i
4a 4x-

i

0.6 0.(

ct + 10x3 - 1673.8

, - 107.28

3X, - 0.714xg - 0

1 x 3 - 6.96

U-233:

EFR233 - 167.36 ± 2

EFR233 + ED233 + EGP233 - QG233 - ENP233 - END233

- 193.12 ± 0.2

EFR233 + EGP233 = EP2 3 3 - ENP233

- 175.85 ± 0.25

EFR233/EFR238 - 0.9916 ± 0.0015

EFR233/EFR235 - 0.9953 ± 0.0025

ED2 3 3 « 16.84 ± 0.12 5

ED2 3 3 /ED2 3 5 - 0.81 ± 0.04 1.4 1.4xj - I . l34x g - 0

EGP • 6.96 ± 1 . 0 1 x , . 6.96
o

0.25

25

16

18

5.7

10a

O.25x4

25x4 +

16x4 +

18x4 -

- 41.84

25x5 + 25xft

I6x6 » 2813

17.8488x1Q

5.7x4 - 5.6732x7 =

10x5 - 168.4

- 4828

.76

- 0

0

Reduced weight; see t e x t .



Table V (cont.)

oo

oo

Input Data Weight Observational Equation

U-235:

EFR235 - 167.93 ± 2.0

EFR235 + ED235 + EGP235 - QG235 - ENP235 - END235

0.25 O.25x7 = 41.9825

197.73 ± 0.12

EGP'"'-' = EP" J - END2

175.97 ± 0.20

ED235 - 21.26 ± 0.15

ED235 - 23.8 ± 1.6

ED235 - 22.18 ± t

EGP235 - 6.73 ± 1.0

U-238:

EFR238 ' 167.93 ± 2.0

70

25

10a

7 O K 7 7Ox9 = 12841

25x7 + 25x9 > 4399.25

10x8 = 212.6

0.4 0.

1 Xg

1 x n

8 - 9.52

22.18

6.73

EFR 2 3 5 /EFR 2 3 8 - 0 .9968 ± 0 .0014

EFR Z 3 5 /EFR 2 3 8 - 0 .9996 ± 0 .0025

0.25 0.25x1Q - 41.9825

18

EFR238 + ED238 + EGP238 - QG238 - (ENP238-EINC238) - END

= 203.58 ± 0.32

EFR238 + EGP238 » EP238 - (ENP238-EINC238)

- 175.83 t 0.4

ED238 - 27.24 ± 0.19

ED2 3 8 - 27.2 ± 1.0

ED238/ED235 - 1.265 ± 0.06
L-^D238

,238

18x7 - 17.9424xJO

5.7 5.7x7 - 5.6977x10

EGP2 6.96 ± 1.0

"Reduced weight; see text .

10 10x10 • 10x n 2035.8

1054.98

10"

1

0.44

1

lOx

x l l
0 . 4

x, .,

11
-

4x

a

2

11
6

272
7.2

- 0

.96

.4

.5566x



00

I

Input Data

Table V ( c o n t . )

Weight

Pu-239:

EFR239 - 175.77 ± 0 . 1 0

EFR239 + E D 2 3 9 + KGP239

EFR239 + EGP

,,239

239 E P 2 3 9 - ENP

q c 2 3 9 - ENP2 3 9 - EMD239

201.12 ± 0 . 2
239

=• 183 .62 t 0 .25

E D ' J ' - 17 .49 ± 0 .12

ED 2 3 9 - 18 .36 ± 1.0

E D 2 3 9 / E D 2 3 5 - 0 .878 ± 0 .0044

EGP
2 3 9 7 .05 ± 1.0

Pu-241:

EFR241 - 174.12 + 2 .0

EFR 2 4 l /EFR 2 3 5 1.0353 ± 0.005

EFR2*1 + ED 2 4 1 • ECP241 - ENF2*1 - END241

204.7-'. ± 0 . 3 1

EFR241 + EGP

,,241

2 4 1 E P 241 . E N p241

= 183.16 1 0.3

ED'"1 - 2 1 . 7 ± 0 .15

1.056 ± 0 . 0 5 3E D 2 4 1 / E D 2 3 5

EGP241 = 6 .96 t 1

'Reduced we ight ; see t e x t .

100

25

16

10 a

1

0 .9

I

0 .25

1.4

10

10

10'1

0.7

1

Observat ional Equation

100x 1 3 = 17577

5028

1 6 x , 3 + 16x15 = 2937.92

x , 4

174.9

8.36

- O.7902xg •> 0

7.05

O.25x l f i » 43 .53

1-4x 1 6 - 1 .4494x? = 0

1 0 x , 6 + 10x1 7 +

10x, f t + 10x1 8 = 1831.6

1 0 x , 7 = 217

O.7x , 7 - 0 .7392x g - 0

x l g - 6 .96

2047.4
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Table VI

Results of LSQ Calculations and Systematic* for Primary Isotopes'"1

(MeV/flsslon)

Th-232

LSQ Systematlcs

U-233

LSQ Systematic;?

U-235

LSQ

QG 195.82 ± 1.3 195.93 t 0.2 197.93 ± 0.8 198.02 ± 0.12 202.48 ± 0.72

ED 26.97 ± 0.31 27.19 ± 1.5 17.10 ± 0.21 18.54 ± 1.5 ,AhP!!..*-2:}l

EP 168.85 ± 0.9 168.73 ± .25 180.84 ± 0.73 }80jJb_i_0^5 180.58 ± 0.70

EB 8.13 ± 0.10 8.19 ± 0.5 5.16 ± 0.06 5.58 ± 0.5 6.50 ± 0.05

5.01 ± 0.06 5.47 ± 0.75 6.33 ± 0.05

6.93 ± 0.09 7.49 ± 1.10 8.75 ± 0.07

EGD 7.91 ± 0.10 8.2 ± 0.75

ENU 10.93 ± 0.13 10.99 ± 1 . 1

EFR 160.39 ± 0.92 159.81 ± 2.0 168.21 ± 0.50 167.36 ± 2.0 169.12 ± 0 . 4 9

E G P 7.11 ± 0.90 6.96 ± 1.0 7.73 ± 0.52 6.96 ± 1.0 6.97 ± 0.50

ENP 4.7 ± 0.12 4.7 ± 0.12 4.9 ± 0.1 4.9 ± 0.1 4.79 ± 0 . 0 7

(thermal)EINC 3.35 ± 0.10 3.35 ± 0.1

END 0.022 ± 20X 0.022 ± 20%

(thermal)

0.031 ± 15X 0.0031 ±

(thermal)

0.0074 1 1SX

SystoraatIcs

2:02̂ 5 3_±__0.06

22.83 i 1.00

180_.7_6_tJK10

6.87 ± 0.30

6.74 ± 0.50

9.22 ± 0.80

167.93 ± 2.0

6.73 f 1.0

4.79 ± 0.07

(thermal)

0.0074 ± 152

'Reconnended values are underlined.



Table VI (cont.) a

U-238 Pu-239 Pu-241

LSQ Systeraatics LSQ Systematics LSQ Systematics

QG 205.87 ± 0.8 206.01 ± .26 207.06 ± 0.33 207.02 t 0.13 210.83 ± 1.0 210.73 t 0.22

ED 27.35 ± 0.25 28.93 ± 1.5 17.62 ± 0.21 20.05 ± 1.5 21.84 t 0.30 24.18 ± 1.5

EP 178.52 ± 0.75 178.24 ±0 .30 189.44 ± 0.26 189.52 ± 0.15 188.99 ± 1.0 189.15 ± 0.25

I EB 8.25 f 0.08 8.71 ± 0.5 5.31 f 0.06 6.03 ± 0.5 6.58 ± 0.09 7.28 ± 0.5
OB

~ EGD 8.02 ± 0.07 8.53 ± 0.75 5.17 ± 0.06 5.91 ± 0.75 6.40 ± 0.09 7.13 ± 0.75
I

ENU 11.08 ± 0.10 11.69 ± 1.1 7.14 ± 0.09 8.10 ± 1.1 B.85 ± 0.12 9.77 ± 1.1

EFR 169.57 t 0.49 167.93 ± 2.0 175.78 f 0.1 173.85 ± 2.0 175.36 f 0.68 174.12 ± 2.0

EGP 6.54 ± 0.53 6.96 ± 1.0 7.76 ± 0.22 7.05 ± 1.0 7.64 ± 0.69 6.96 ± 1.0

ENP 5.51 t 0.10 5.51 ± 0.10 5.9 ±0 .1 5.9 + 0.1 5.99 ± 0.13 5.99 ± 0.13

EINC 3.10 ± 0.10 3.10 ± 0.10 (thermal) (thermal) (thermal) (thermal)

END 0.018 t 15% 0.018 ± 15% 0.0028 t .15% 0.0028 ± 15% 0.005 ±20% 0.005 ± 20%

aRecommended values are underlined.



Table VII

Results of Systematics for Other Isotopes'1

(MeV/fission)

I

852 •

QG

ED

EP

EB

BCD

ENU

EFR

EGP

ENP

K INC

END

aRof.

196

23

175

7

6

9

Pa-233

.62

.29

.75

.01

.87

.41

163,5

6

5

0

11.

.96

.28

3.0

.01

± 0.66

± 1.5

± 2.32

± 0.5

± 0.75

± 1.10

± 2.0

± 1.0

± 0.42

± 0.3

± 25%

U-234

197.78

20.16

179.41

6.07

5.95

8.14

167.1

6.96

5.36

2.36

0.005

±

±

±

±

±

t

±

±

f

1

• ±

0.65

1.5

2.31

0.5

0.75

1.10

2.0

1.0

0.43

0.10

202

U-236

201.82

24.43

179.89

7.35

7.21

9.87

167.5

6.96

5.41

2.82

0.01

±

±

±

±

±

±

±

±

±

±

.12

1.5

2.26

0.5

0.75

1.10

2.0

1.0

0.29

0.10

20%

Np-237

202.23 ± .80

20.69 ± 1.5

183.69 ± 2.35

6.23 ± 0.5

6.10 ± 0.75

8.36 ± 1.10

170.6 ± 2.0

6.96 ± 1.0

6.17 ± 0.48

2.37 ± 0.10

0.005 ± 25%

Pu-238

204.66 ± 0.24

18.01 ± 1.5

186.46 ± 2.26

5.42 ± 0.5

5.31 ± 0.75

7.28 ± 1.10

173.6 ± 2.0

6.96 ± 1.0

5.92 ± 0.34

(thermal)

0.002 ± 20%
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Table VII (cont.)

Results of Systeraatics for Other Isotopesa

(MeV/fission)

QC

ED

EP

EB

EGD

ENU

EFR

EGP

ENP

KINC

END

Pu-240

205.66

21.39

187.43

6.44

6.31

8.64

173.7

6.96

6.77

2.39

O.«0A

±

±

±

±

i

±

±

±

*

±

0.23

1.5

2.27

0.5

0.75

1.10

2.0

1.0

0.36

0.10

20%

Pu-242

209.47

25.60

187.94

7.70

7.55

10.34

174.0

6.96

6.98

2.32

0.010

± 0.82

± 1.5

± 2.34

± 0.5

i 0.75

±1.10

± 2.0

± 1.0

± 0.54

± 0.10

± 20%

Am-241

209.51

18.68

189.82

5.62

5.51

7.54

176.4

6.96

6.53

±

±

±

±

±

±

±

±

±

0.24

1.5

2.27

0.5

0.75

1.10

2 0

1.0

0.36

(thermal)

Am-243

209.80

21.81

191.03

6.56

6.43

8.81

176.3

6.96

7.77

3.0

±

±

±

±

±

±

±

±

±

±

0.88

1.5

2.37

0.5

0.75

1.10

2.0

1.0

0.59

0.5

Cm-244

211.52

21.03

193.08

6.33

6.20

8.50

178.5

6.96

7.62

± 0.87

± 1.5

± 2.29

± 0.5

± 0.75

±1.10

± 2.0

± 1.0

(thormal)

aRef. 11.



aRef. 15.
bRef. 14.

Table VIII

Average Energy Per Delayed Neutron

Nuclide

Th-232

U-233

U-235

U-238

Pu-239

Pu-241

Average Energy/
Del. Neutron (MeV)a

0.438

0.443

0.464

0.460

0.463

0.463

~ 0.05

0.007

0.016

0.04

0.006

0.01

Ed (MeV)

0.022 ± 202

0.0031 ± 152

0.0074 ± 152

0.018 ± 152

0.0028 ± 152

0.005 ± 202
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Table IX

Summary of Pre-Neutron Emission Fragment Kinetic Energy Dataa

U-233 U-235 Pu-239 Pu-241 Cf-252 Method Reference

167.02±1.70 167.68±1.7O 174.41±1.7O

182

185

185

.10±l

• 4O±2

• 70±l

.70

.00

.90

DV
DV

DV

DV

Milton
Fraser

Milton

(1963)
(1963)

(1963)

Whetstone (1963)

167.02

169

171,

172

172

.O2±2,

.20*2.

.00*1.

.IO±1.

171.77

aRef. 11.

.0

00

80

80

167.45±1.

167.56

171.9O±l.

172.00±2.

172.00±l.

171.97

70

40

00

,80

174.41

176.

177,

179,

177

175

177

22±0.

.70*1.

.3O±2.

•10±2.

.20*1.

.95*0.

177.45

50

80

00

00

50

,04

184.9O±2.

184.52

176.12±O.5O

186.50±l.

179.6O±1.8O

184.30±2.

185.8O±2.

179.62±2.OO

179.61 184.45

00

DV(+DE)

DV

Average

Andrltsopoulos (1967)

Barashkov (1971)

of DV Measurements

Rel. toJJ-235
s

20

00

00

172.25°

DE

DE

DE

DE

DE

DE

DE

DE

Average

Vorob'eva (1974)

Schmitt (1966)

Neiler (1966)

Bennett (1967)

Pleasonton (1968)

Reisdorf (1971)

Toraskar (1974)

Deruytter (1974)

Hipp (1974)

of DE Measurements



Table IX (cont.)

Th-232 Pa-231 U-238 Np-237 Pu-240 Pu-242 Cm-245 Meth. Reference

166.80*2.0 170.10*2.0 174.00*2.0 DE Bennett (1967)

163.26*2.0 DE Sergachev (1968)

i 169.80*2.0 DE Holubarsch (1971)

8 180.20*0.5 DE Unik (1974)

i 17O.Ol±2.Ob 175.62*2.0b176.02*2.0b Vorob'eva (1974)

17O.82±2.Oc>d Okolovich (1963)

••Measurement relative to "E^OJ-235) - 172.25; renormalized to ER(U-235) - 169.76.
cError estimated.

Relative measurement; ratio E. (U-235)/5. (U-238) - 0.9938 reported; renormai ed to E.(U-235) •

169.76



Table X

Effects of Different Weight Factors for ED

Th-232

U-233

U-235

U-238

Pu-239

Pu-241

Weight

Walker

14

A

1

70

10

1

44

10

0

28

10

0

70

10

0

44

10

1

Factors

Decay Heat
Standard

—

—

—

—

—

—

0

1

1

0

1

1

0

i

1

«

—

—

LSQ

EFR

160.43

160.39

160.36

168.28

168.21

168.08

169.19

169.12

168.99

169.64

169.57

169.43

175.78

175.73

175.78

175.42

175.36

175.15

Output

ED

26.89

26.97

27.04

16.91

17.10

17.31

21.41

21.60

21.78

27.29

27.35

27.58

17.51

17.62

17.73

21.73

21.84

22.55

Values

EGP

7.12

7.11

7.10

7.77

7.73

7.73

7.03

6.97

6.97

6.51

6.54

6.53

7.82

7.76

7.69

7.64

7.64

7.50
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Table XI

Prompt Gamma Energy-Release Data and Recommended Values3

Previous Evaluations:

Time range (seconds) U-235 U-235 Pu-239

0.0 - ~ 5xl0"8

1x10 - 1x10 3

7.54 ± 0.84b 7.25 ± 0.26c 7.96 ± 0.94c

0.43 ± 0.22b 0.35 + 0.71c

0.04 ± 0.02b 0.04 ± 0.02c 0.05 ± 0.03c

8.01 ± 0.87

Data on Prompt-Prompt Fraction:

7.64 ± 0.75 8.01 ± 0.94

Nuclide

U-233

U-235 7.25 ± 0.26d

Pu-239

Cf-252

Recommended Values:

6

6

6

.51

.82

.84

±

±

±

0

0

0

.30e

• 30 e

.30e

6

6

6

.69

.43

.73

±

±

±

0

0

0

• 30 f

.30f

.35f

Nuclide Prompt-Prompt Fraction Total Prompt Gamma

U-233

U-235

Pu-239

Cf-252

Averages

aRef. 11.
bRef. 5.
cRef. 4.
dRef. 19.
eRef. 20.
fRef. 21.

6.69

6.47

6.78

6.84

6.70

±

±

±

±

±

0.

0.

0.

0.

0.

50
43

45

50

50

6.96

6.73

7.05

7.11

6.96

±
±

±
±
+

1.0
1.0

1.0

1.0

1.0

These used

for these

isotopes

Used for
all others
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Discussion

England (Comment)

Pu-241 decay heating has been measured at ORNL by Dickens and U-
233 decay heating has been measured at LASL by Yarnell. Perhaps
these could be used in place of these calculated components.

Peelle

I do not understand what items had status as input data to the
least-squares fit. Could you clarify how unmeasured quantities
were included as observations, particularly with respect to prompt
gamma release and neutrino energy release?

Sher

There are four types of input data that we use. Two types are
data that are derived from yields as was shown by the two
equations. The other are direct measurements. The third type are
some results that are based on systematics, like the ratio of
decay energies between isotopes that v; re calculated by James.
The fourth, in some cases, were averages based on observed
quantities in other isotopes, and prompt gamma release is one of
those. For the isotopes in which direct measurements of prompt
gamma were made, we used the measurements. For all other
isotopes, we used the average of those measurements. This is just
for want of something better. Now with respect to the neutrino
energy, there's a table in the written paper (I don't have a
slide). We observed that for the six or so primary isotopes,
Walker had obtained from yield and decay-scheme data, the
individual components of the beta energy, the average beta energy,
the average delayed gamma energy, and the neutrino energy. We
just found that the ratio of each of these three to the total
decay energy was a constant across all these isotopes. The ratio
of beta energy to the total decay energv, for example, is about
0.3 and the variation from isotope to isotope is quite small; so
again, for want of something better, we assume that the ratio
applied to all isotopes. More recently I have taken a closer look
at that and I think that's not quite true, but it is not a bad
assumption, so the least-squares calculation actually comes out
with the total decay energy and then by multiplying by the
appropriate ratio for beta decay, we get the beta energy and so on
for the others. So they're not independently obtained.

(Comment)

I've seen the paper and I don't understand the neutrino energy; it
is about 8 MeV per fission compared to a little over 6 for the
beta. I would think there should be a larger amount for the
neutrino energy but I haven't calculated it and it isn't important
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for the recoverable fission energy. There is another problem for
the user and that's the (n,y ) capture which can be a major
problem, a spatial problem, a reactor dependent problem in
general. This component may also contribute a significant
uncertainty, especially if the user does not account for its
spatial dependence in reactor calculations.
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PROMPT FISSION NEUTRON SPECTRA AND v
P

David G. Madland

Los Alamos Scientific Laboratory
University of California

Theoretical Division
Los Alamos, New Mexico 87545, U.S.A.

ABSTRACT

Methods used to obtain the evaluated prompt fission
neutron spectrum N(E) and the average prompt neutron
multiplicity v are reviewed. The relative influence of
experimental data; interpolated, extrapolated, and fitted
experimental data; systematics; and nuclear theory are
considered for the cases where (a) abundant experimental
data exist, (b) some experimental data exist, and (c) no
experimental data exist. The Maxwellian and Watt dis-
tributions, and the determination of the parameters of
these distributions by data fitting, are described and
compared to recent new theoretical work on the calcu-
lation of N(E). Similarly, various expressions for v
that have been obtained by data fitting and systematic!
are described and compared to recent new theoretical
work. Complications in the evaluation of N(E) and
v due to the onset of multiple-chance_ fission and
tne interrelationships between N(E), v and the
multiple-chance fission cross section are.,, discussed
using the example of the fission of U. Some
statistics and comments are given on the evaluations
of N(E) and v contained in ENDF/B-V, and a number of
concluding recommendations are made for future
evaluation work.

I. INTRODUCTION

The prompt fission neutron spectrum N(E) and the average prompt
neutron multiplicity v are quantities of crucial importance in a
number of practical considerations. Accordingly, there is strong
interest in the accuracy and detail with which they are described
in evaluated nuclear data files. In this work the methods of eval-
uating these quantities in preparation of such files is reviewed.
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In Sec. II a number of methods are reviewed by which prompt
fission neutron spectra are evaluated. These methods are then
classified according to the amount of experimental data available
for the evaluation. In Sec. Ill models and two new theories of the
prompt fission neutron spectrum are discussed and reviewed.
Specific recommendations for the evaluation of N(E) in the cases of
least-squares fitting of experimental data and direct calculation
are made in Sec. IV. Sections V and VI, for the methods of evaluat-
ing the average prompt neutron multiplicity v , are completely
analogous to Sees. II and IV, respectively. 8 summary together
with some concluding remarks is given in Sec. VII and a number of
statistics are presented on the evaluation methods used to deter-
mine N(E) and v in ENDF/B-V.

The most recent reviews on prompt fission neutron spectra were
held at conferences in 1971 and 1975 11-2]. A comprehensive review
of v by Manero and Konshin [3] appeared in 1972.

II. METHODS TO EVALUATE PROMPT FISSION NEUTRON SPECTRA

A number of methods exist by which a representation of the
prompt fission neutron spectrum N(E) can be obtained from experi-
mental data, theoretical calculation, or a combination of the two.
These methods include the following:

A. Direct use of experimental data. N(E), where E is the energy
of the secondary or emitted neutron, is usually given by the
experimentalist in histogram form, that is, N. is given for
the i'th emitted neutron energy bin (E.-E. -J^r for some
representative energy E. of that bin, where E. has either been
measured or defined. Tne spectrum N(E) is usually measured for
a fixed incident energy E of the neutron inducing fission or
for spontaneous fission, typically, the experimental data are
not presented in absolute units, that is, H(E) is usually
unnormalized.

The ENDF MF=5 LF=1 law (Arbitrary Tabulated Function)
can be used to tabulate a histogram of N(E). The emitted
neutron energy bin limits or a representative bin energy can
be used to construct the tabulation. A complete experimental
data set for such a tabulation would perhaps consist of 10 to
15 fission spectra which span emitted neutron ene-gy ranges of
~10 keV to ~ 20 MeV and which span an incident neutron energy
range of thermal energy to ~20 MeV. However, no such data set
yet exists. Points to consider in this approach for the data
sets that do exist include the following:

1. The experimental data cover a liaited range of the enitted
neutron energy E. The problem therefore exists as to what
to use in the external regions below the lowest enitted
neutron energy cutoff (~200 keV to ~1 MeV) and above the
highest emitted neutron energy cutoff (~5 MeV to -15 HeV).
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2. The problem (1) is further compounded by the fact that the
integral of N(E) over all emitted neutron energies E must
be unity, that is, N(E) is a normalized spectrum.

3. If one is specifying the energy bin of the histogram by a
defined representative bin energy E. some amount of care
must be exercised in the definition especially in the tail
region (E > ~2-3 MeV) of the spectrum where the behavior
is approximately exponential. For example, the choice of
the mean energy of the bin in this region would distort
the measured shape of the spectrum.

Use of experimental data to determine parameters of models
which approximate the prompt fission neutron spectrum. Lt-ast-
squares or "eyeball" fitting procedures of experimental fission
neutron spectra can be applied to determine thf parameters of
a model of the fission neutron spectrum. The parameters ex-
tracted from the fitting analysis can then be used in the model
expression to represent the fission neutron spectrum at, or
near, the incident neutron energy corresponding to the experi-
ment. Of course, if experimental spectra exist for a number of
incident neutron energies for the isotope of interest, then
the model parameters can be extracted and used in the model
expression to represent the fission neutron spectrum on a set
of incident neutron energies. In this case, if the experimental
spectra are sufficiently extensive and accurate, the dependence
of the model parameters upon the incident neutron energy can be
determined provided that the model is a realistic physical
approximation.

Some of the more widely used model expression include the
Maxwellian distribution, the simple form of the evaporation
spectrum [4J, and the Watt distribution [5]. These expressions
will be discussed in more detail in Sees. III. A. and III.B.
They are options for representing the fission neutron spectrum
in ENDF MF=5 under LF=7, 9, and 11 laws, respectively.

Points to consider in the approach of using experimental
fission neutron spectrum data to determine mode) parameters
include the following:

1. The most obvious question is which of the commonly used
nodel expressions best approximates the fission neutron
spectrum? This topic will be addressed in Sees. Ill and
IV.

2. A good example of the use of least-squares fitting proce-
dures in the determination of Maxwellian and Watt distri-
bution parameters, on prompt fission neutron spectra
measured at a single incident neutron energy, is given by
Johansson and Holmqvist (6].

3. If the least-squares Minimization procedure involves an ex-
perimental data set comprised of measurements from several
sources, the possibility exists that quite different experi-
nental error analyses were performed. This condition can
lead to over-biased and possibly erroneous results unless
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the degree of thoroughness, or lack thereof, of each error
analysis is understood by the evaluator. Error adjust-
ment, of course, should only be done in collaboration with
th'» experimentalist.

U. At sufficiently high incident neutron energy (E > -6-7
MeV) multiple-chance fission processes (n,xnf) oegin to
occur in which x neutrons are sequentially evaporated
prior to the fission of the last compound nucleus. In an
experiment 0, 1, 2, ... up to x evaporated neutrons are
measured together with pure fission spectrum neutrons in
the same fission event (coincidence gate) to comprise the
total fission neutron spectrum. The model expression used
in the least-squares fitting procedure is therefore made
up of a certain number of evaporation spectrum terms and
a certain number of pure fission spectrum terms, depending
upon the magnitude of E . The number of terms and how
they are combined is explained in Sec. III.C.

C. Direct use of models which approximate the prompt fission neu-
tron spectrum. This approach is identical to the one just
discussed (Sec. II.B) except that the parameters of the model
expressions are obtained by methods other than least-squares or
"eyeball" fitting procedures using experimental fission neutron
spectra. Therefore, the comments of Sec. II.B.I and Sec. II.B.U
apply to the present discussion. The key to this approach is
the determination of an expression for the model parameter, such
as the Maxvellian temperature T̂ ,, either empirically or by cal-
culation in terms of other known quantities of the fissioning
system.

One well known example due to Terrell 17,8] is the rela-
tionship between the average energy of the prompt fission
neutron spectrum <E> and the average prompt neutron multiplicity
v , given by

<E(En)> = a + P^p(En) + 1 (1)En

where a = 0.75, {? = 0.65, and where a and p vary slowly with E
and fissioning nucleus. Since the average energy of the Max-
wellian distribution is (3/2) T.,, Eq. (1) determines T., in
terms of v which can be accurately measured. In Sec. II1.B it
will be shown that Eq. (1) is an approximation of a more general
expression also calculated on the basis of Terrell's experi-
ments [7J.

D. Use of systematics to approximate the prompt fission neutron
spectrum. The use of systematics in this case means simply
that the fission neutron spectrum desired is identified with
an existing fission neutron spectrum, or average of existing
fission neutron spectra, for fissioning nuclei that share some
property, or properties, in common vith the one of interest.
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An example might be that thermal fission is a common property
and that the mass and charge numbers of the- compound fissioning
nuclei are very nearly the same. The cautions that need be
exercised in the application of this method are obvious.

E. Theoretical calculation of the prompt fission neutron spectrum.
Two new theoretical calculations of the prompt fission neutron
spectrum exist. The first of these is a statistical model
approach by Browne and Dietrich [9,10] which employs a full
Hauser-Feshbach calculation for forty fission fragments repre-
sentative of the fragment mass distribution. The second
calculation is an approach based upon nuclear-evaporation
theory by Madland and Nix [11-16] which accounts for a number
of physical effects which have usually been ignored. Both of
these calculations shov significant advances in reproducing
experimental fission neutron spectra. This gives credence to
their use in evaluation work. They will be discussed in more
detail in Sec. Ill.

Evaluation of the prompt fission neutron spectrum for a given
isotope will generally involve the use of one or more of the five
methods, A through E, just discussed. It is useful to consider the
suitability of these methods as a function of the amount of quality
experimental data available to the evaluator. We consider three
cases: abundant experimental data, some experimental data, and no
experimental data. In the case of abundant experimental data the
methods A, B, and E may be suitable. If accuracy is the main con-
sideration in the construction of the evaluated file the.i methods
A and E may dominate, whereas if minimal computing time in the use
of the file is the main concern then methods B and, to some extent,
E may dominate. In the case of some experimental data the methods
B, C, and E may be suitable. If methods B and C are both employed,
but at different ranges of incident neutron energy, then overlap
calculations should be performed to insure continuity. In the case
of no experimental data the methods C, D, and E may be suitable.
Comparison of the results using methods C and E would perhaps be
useful in assessing a confidence level.

III. MODELS AND THEORIES OF THE PROMPT FISSION NEUTRON SPECTRUM

In the following E and N(E) are laboratory expressions, and e
and <}i(£) are center-of-mass expressions, where E and e are secondary
or emitted neutron energies. Unless otherwise noted N(E) and <(>(£)
are normalized to unity when integrated from zero to infinity. All
energies and temperatures are in units of MeV.

A. Previous work. The Maxwellian distribution is given by

NH(E) = (2/JitT^) E
1 / 2 exp(-E/T|4) (2)
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where T is the Maxwellian temperature. The average energy ot
the Maxwel1jan distribution is given by

<E\, = iV

The Maxwell lan distribution is properly a center-of-mass ex-
pression and its use tc describe fission neutror. spectra ttea-
sured in the laboratory system means that the temperature T y

is accounting not only for the emission of neutrons frc.Tj the"
fissior. fragments, but also the center-of-raass motion of the
fragments as well. We use the notation for the laboratory
system here because the distribution is used in this way,
historically anc at present, to describe measured fission neu-
tron spectra.

The center-cf-ir.ass neutror. evaporation spectrum [41 is
giver, by

Oft i = k("[\,o U.lt expC-t/T >

where k(T ) is the teirperature-dependent normalization, o it) ?.
the cross section for tne inve.rse process of compound nucleus
formation, and T is the temperature of the residual nucleus
following neutron emission. The center-of-mass simple neutron
evaporation spectrum is obtained by assuming a (E) constant.

In this case k(T } = I/O T and C

e c e

Oi.tj = (c/T j exp(-r./jj (5)

for which the." average energy is given by

<E; - 2T .
e

One use of Eo.s. (4) and (5) is in the description of the
evapc-ation-neutron component of the total fission neutron
spectrum in the.case of multiple-chance fission, as discussed
in Sec. II.B.4.

The Watt [5) distribution is given by

In this circumstance the neutrons are evaporating from a compound
fissioning nucleus just prior to fission and the distinction
between laboratory and center-of-mass systems is negligible.
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Nfc,(E) =

lexpC-E/T^J sinh(2VEE"f/Tw)] (?)

where T,. is the Watt temperature and E. is the average fission-
fragment kinetic energy per nucleon. The average energy of the
Watt distribution is given by

<E>W = E f + (3/2)Tw . (8)

The Watt distribution is obtained by assuming that the center-
of-mass fission neutron spectrum is Maxwellian, that both
fission fragments are moving with the same average kinetic
energy per nucleon E,, and transforming to the laboratory
system. In the limit that E, approaches zero, Nr-(E)
approaches N./E). The Watt distribution is clearly more phy-
sical than tne Maxwellian distribution because the contribu-
tions due to center-of-mass fragment motion and neutron
emission from the fragments are separately taken into account.

New work. Two new theoretical calculations of the prompt fis-
sion neutron spectrum exist. They have been briefly described
in Sec. II.E.

The first new calculation is the statistical-model Hauser-
Feshbach calculation of Browne and Dietrich (9,10]. This
approach may ultimately provide the most exact agreement with
experiment. At the present time, however, this is not the case
because of insufficient knowledge of three main input quantities
to the calculation. These are the initial fragment spin and
excitation energy distributions, the fragment nuclear level
densities, and the neutron plus fragment transmission coeffi-
cients. The status of this work is that fairly good agreement
with experiment has been achieved in calculating the Cf
spontaneous-fission neutron spectrum. The next step would be
to improve the physics content of the three main input quanti-
ties. This would perhaps be crucial in using this approach in
evaluation work. The Hauser-Feshbach formalism is sufficiently
complex that the final expression for the fission neutron spec-
trum cannot be written without considerable preliminary defini-
tion. Accordingly, a reading of Ref. [9] is recommended.

The second new calculation is the approach based upon
standard nuclear-evaporation theory by Madland and Nix 111-16]
which accounts for the physical effects of (1) the center-of-
•ass •otion of each fission fragment, (2) the distribution of
fission-fragment residual nuclear temperature, (3) the energy-
dependence of the cross section a (e) for the inverse process
of compound nucleus formation, anu (4) the occurrence of
multiple-chance fission processes at high excitation energy.
This approach is somewhat more easily applied for various
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fis'iomng nuclei and incident neutron energies. Moreover,
the formalism simultaneously yields expressions for N(E) and
i> , for high- as well as low-excitation fission. In addition,
this work gives formulas for the parameters of the Maxwellian
and Watt distributions as a function of fissioning nucleus and
incident neutron energy. A cautionary note similar to that
for the Hauser-Feshbach approach is that certain input quanti-
ties tc the calculation, such as nuclear level-density para-
meter and average fission energy release, could have improved
physical content.

The fission neutron spectrum has been calculated for two
different assumptions concerning the cross section o (e). Use
of a constant cross section yields a closed expression for the
spectrum while use of an energy-dependent cross section,
calculated with the optical model, yields a numerical integral
expression. The expressions for the prompt fission neutron
spectrum N(E), the average energy of the spectrum <E>, and the
average prompt neutron multiplicity v , under the two assump-
tions are as follows:

o (e) = constant

K(E) = |[N(E,Ej) + N(E,EJ)] (9)

T IJ

where E, and E, are the average fission-fragment kinetic energy
per nucleon of the light and heavy fragment, respectively, and

N(E,Ef) =

- 7(3/2,up] (10)

where

u2 = W E + VEf)
2/Tm ,

E. is the exponential integral [17], Y is the incomplete gamma
function (17], and T is the 13x1100111 temperature of the fission-
fragment residual nuclear-temperature distribution. The average
energy of the spectrum is given by
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The average prompt neutron multiplicity w is given by

<E*> - <EtOt>
5
p <S > + (4/3)Tn m

(12)

where <E > t i | the initial total average fragment excitation
energy, <£ > is the total average prompt gamma-ray energy,
and <S > is the average fission-fragmeat neutron separation
energy?

a (t) calculated using the optical model

N(E) is given by Eq. (9) where

-VCT)
f * m (13)
2
T
m o c ( e ) /e de / ^ ( I ) T exp(-e/T)dT

l ra

The average energy of this spectrum and the average prompt
neutron multiplicity are given exactly by Eqs. (11) and HZ)
with the quantity (4/3)T replaced by <£> which is the average
energy of the center-of-mass neutron spectrum obtained by
numerical integration (see Ref. |15]).

Equation (10) can be evaluated easily on any modern com-
puter with a scientific program library. Similarly. Eq. (13)
can be numerically integrated by a number of techniques; for
example, Gaussian quadrature is used in Refs. 112-16) ...

The initial average fragment excitation energy <E > and
the maximum temperature T are related by the Ferrci-gas law

03

T = (<E*>/a)1/2 vli)
m

where a is the nuclear level-density parameter. The average
excitation energy is obtained from

<£*> = < E > + B + E - < E ' o t > , ( 1 5 )
r n D i
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where <E > is ti.e average energy release given by the differ-
ence between the ground-state mass of the fissioning compound
nucleus and the ground-state masses of the two fission frag-
ments, B and E are the separation energy and kinetic energy
of the neutron inducing fission, and <E, > is the total aver-
age fission-fragment kinetic energy. T is obtained by sub-
stitution of Eq. (15) into Eq. (14). D

The quantities <E > of Eq. (15) and <S > of Eq. (12)
must be carefully calculated by averaging over the peaks of
the fragment mass distribution [15].. The remaining quantities
in the two equations together with E, and E, c*v be obtained
directly from experiment or empirically based formulas [13,15,
:8, 19].

discussion

Expressions for the Maxwellian and Watt temperatures T,,
and T,, in terms of the above physical quantities are obtained
by equating the average energies of the two distributions to
that of the exact calculation. In the a = constant case,
using Eqs. (3) and (11), one obtains

TM = |fEf+Ef1 + (8/9)Tm , (16)

while use of Eqs. (8) and (11) yields

= (8/9)Tm , (17)

where T is given by Eqs. (14) and (15). Going one step
further, a quadratic relation between T and v is obtained
by substitution of Eq. (14) into Eq. (1?) yielding

= (2vp/3a)

(IB)

which can be used in Eqs. (16} and (17), respectively, to
obtain T M and T,, iu terns of v . The well-known expression
due to Terrell [7} given by Eq. (1) is obtained ia the limit
that the first term in the cquat^-root expression is negligible
compared to the second and that <S > = <E ° >. Substitution of
the approximate T into Eq. (16) and multiplying by (3/2)
gives Eq. (1).



„ „ The prompt fission neutron spectrum for the fission of
U induced by 0.53-MeV neutrons is shown in Fig. 1 for the

present calculation, where o is assumed constant, given by
Eqs. (9) and (10), for the Maxwellian distribution given by
Eq. (2), and for the Watt distribution given by Eq. (7). The
average energies of the Maxwellian and Watt distributions are
identical to that of the exact calculation by construction
using Eqs. (16) and (i7). In Fig. 2 where the ratios of the-e
two approximations to the exact calculation are plotted, th_-
Watt spectrum is accurate to within -h% for laboratory neutron
energies below ~7 MeV, but for higher energies is less than tht-
exact calculation because T is less than the maximum tempera-
ture T . In fitting experimental fission neutron spectra to
the Watt distribution, T,, is usually increased and E, decrease:
to somewhat unphysical values, m order to simultaneously
optimize the fit at intermediate and higher energies where most
of the data exist 16]. The Maxwellian spectrum is a less
accurate approximation, especially at high energy because 1\.
is substantially greater than T . in fitting experimental
spectra to the Maxwellian distribution, T^ is usually decreased
in order to preserve the fit at high energy [6.20,21). This
simultaneously increases the spectrum somewhat at lower energies
because of the normalization.

The present calculation predicts a definite dependence o:
the prompt fission neutron spectrum (and v ) upon tiotf: the
fissioning nucleus and the incident energy^of the neutron
inducing fission. Figure 3 shows the changes in the spectrum,
at both low and high energy, as the charge and mass of the
fissioning nucleus increases, for thermal-neutron induced
fission. Figure 4 shows the dependence of the spectrum upon
the incident neutron energy, for the first-chance fission •-1
2 V

Figures 5 and 6 show comparisons of the present calcula-
tions, for the two cases of o = constant and a <e) calculated
using the optical model, with the experimental <lata of Johasis? ?n
and Holmqvist J6]. The optical-model parameters of Becchetti
and Greenlees [22] are used for reasons given in Ref. Jlsj-
In Fig. 6 it is apparent that the energy-dependent cross sect: .r.
calculation has introduced some structure into the spectrur: an:
has softened the high-energy portion It is clear that the
calculation performed with the energy-dependent a ( E ) is nrre
exact than the calculation performed with 0 = constant. The
same effect and the same conclusion is obtained in a comparison
to the experimental data of Boldeman (20) for the spont.-: >. JUS
fission of Cf, hown in Fig. 7. The calculations shown in
Figs. 5-7, together with those in Figs. \-U discussed above,
have all been performed assuming a nuclear level-densi*v para-
meter a in Eq. (lA^ given by

a = A/(ll MeV) . (19)



where A is the mass number of the fissioning compound nucleus
(see Ref. [15]).

A final note of this discussion is that the a - constant
calculation given by Eqs. (9) and (10) is much simpler, with
respect to both computing time and coding time, than is the
optical-model O (e) calculation given by Eqs. (9) and (13).
The question arises as to whether the energy dependence of the
compound-nucleus formation cross section a (e) can be simu-
lated. An approximate solution is found by a slight readjust-
ment of the level-density parameter from the value given by
Eq. (19) to the value

a e f f = A/(10 MeV) . (20)

A comparison of Figs. 5 and 8, which differ only in the choice
of the level-density parameter for the o = constant calcula-
tions given bv the dashed curves, indicates that the approxi-
mation is reasonably good.

C. Multiple-chance fission. At high incident neutron energy E
multiple-chance fission processes (n,xnf) occur in which x
neutrons are sequentially evaporated prior to fission where
x = 0,1,2, .... In this circumstance the total prompt fission
neutron spectrum is comprised of evaporation-spectrum terms
and pure fission-neutron spectrum terms depending upon the
magnitude of E . If E ~ 7 MeV first- and second-chance fission
occur whereas if E ~ T4 MeV up to third-chance fission is
possible. The total prompt fission neutron spectrum where
first-, second-, and third-chance fission are energetically
possible is given by

N(E) =

(21)

The average prompt neutron multiplicity, as a function of the
incident neutron energy E , where first-, second-, and third-
chance fission become energetically possible as E increases,
is given by
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(22)

In these two expressions P , N , and v are the fission prob-
ability, pure fission neutron spectrum, and average prompt
neutron multiplicity, respectively, for .u'th chance fission
whereas <)> is the evaporation spectrum for the m'th evapora-
tion neutron.

A method to calculate the fission probabilities is develop-
ed and used in Ref. [15].

Figures 9 and 10 illustrate the influence of multiple-
chance fission processes on the prompt fission neutron spec-
trum. The curve labeled "a - Constant" is calculated using
Eqs. (9) and (10) under the assumption of first-chance fission
only. The same is true for the curve labeled "a (e) First-
chance fission" except that Eqs. (9) and (13) are used. The
curve labeled "a (s) Multiple-chance fission" is calculated
using Eqs. (A), fa), (13), and (21). Figure 9 shows how the
high energy tail of the spectrum softens and the evaporation-
neutron peak appears as multiple-chance fission processes are
switched on. In Fig. 10 the evaporation-neutron peak is seen
more clearly as a ~l-2 MeV wide peak centered at ~0.5 MeV.

IV. PROMPT FISSION NEUTRON SPECTRUM RECOMMENDATIONS

General recommendations for evaluating the prompt fission neu-
tron spectrum depending upon the amount of quality experimental data
available have been given at the end of Sec. II. More specific
recommendations as a consequence of the developments outlined in
Sec. Ill are given here.
A. Least-squares fitting of experimental prompt fission neutron

spectra. The recommended expressions to use in fitting pro-
cedures are given in decreasing order of physical content:

1. The prompt fission neutron spectrum N(E) for a (e) =
constant given by Eqs- (9) and (10). The three fitting
parameters are E_, E_, and T .

2. The Watt distribution N,,(E) given by Eq. (7). The two
fitting parameters are E, and T.,.

3. The Maxwellian distribution 1 O E ) given by Eq. (?.). The
single fitting parameter is 1' .
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If multiple-chance fission spectrum data are fit, a com-
bination f N(£) terms and neutron evaporation terms $(£) must
in principle be included in the fitting expression according to
Eq. (21).

If extracted T , T.,, or T^ values are themselves para-
meterized in terms of the incident neutron energy E or v , it
is rerr«r>n:?:Hed that the dependencies follow those given in
Eqs. (14) through (18).

B. Direct calculation of prompt fission neutron specvra. The
recommended expressions to use in calculating prompt fission
neutron spectra are given in decreasing order of physical
content:

1. The prompt fission neutron spectrum N(E) for o (t) cal-
culated with the optical model and given by Eqs. (9),
(13), (14), and (19).

2. The prompt fission neutron spectrum N(E) for o (e) =
constant given by Eqs. (9), (10), (14), and (26).

3. The Watt distribution N (E) given by Eqs. (7), (14),
(17), and (20). Note that Eq. (18) can be used in
place of Eq. (14).

4. The Maxwellian distribution N (E) given by Eqs. (2), (14),
(16), and (20). Note that Eq. (18) can be used in place
of Eq. (14)

Equation (21,) should be used when calculating multiple-
chance fission neutron spectra. Equation (4) should be used
for energy-dependent o (t) calculations and Eci. (5) should be
used for o ~ constant calculations.

c

V. METHODS TO EVALUATE THE AVERAGE PROMPT
FISSION NEUTRON MULTIPLICITY \>

p
A number of methods exist by which a representation of the

average prompt fission neutron multiplicity w can be obtained from
experimental data, theoretical calculation, o? z combination of the
two. These methods include the following:

A. Direct use of experimental data The experimentalist usually
gives v as a function of the incident energy E of the neutron
inducini fission. A relative measurenent is. usually performed
by which v for the isotope of interest is measured relative tc
that^for sSme standard reaction such as the spontaneous fissioa
of ~Cf. Accordingly, care must be exercised in the use of
experimental v -ratio sets fron diverse sources because differ-
ent^ standard reactions say have been used or the accepted value
of v for a common standard nay have changed with ti: :•.

PThe ENDF MF=! LN1>=2 law (Tabulated pairs) can be used to
tabulate experimental v ̂  values directly, as a function of I .



Use of experimental data and systematics to determine para-
meters of models which approximate v . It is well known ex-
perimentally [3] that v varies approximately linearly with
the incident neutron energy E . The simplest approach of all,
therefore, is to fit the experimental data for a given isotope
to the linear expression

= b + c En

by the method of least-squares, where b and c are the para-
meters to be determined. This approach has been wisely used,
a good example being that of Soleilhac (23]. The ENDF MF=1
LNP=1 law (Polynomial representation) can be used tc represent
v as a polynomial in E up to third degree. Note that use of
quadratic and cubic terms in this approach can yield unphysical
results when extrapolating the fit to high E values where, in
many instances, little or no experimental data exist. However,
a careful and extensive study of the polynomial representation
of v (E ) by lean-squares analysis has been performed by
Manero and Konshin [3] in which, for some cases, fifth-degree
terms were statistically significant. The theoretical energy
dependence of v is obtained from Eqs. (12), (14), and (15)
and is of the fbrm

v (En) = (d+En)/(f+gVh+En; (24;

The energy-dependence of Eq. (24.) is dominated by the linear
term of the numerator, but is modified to turn slight'-/
downward with increasing E due to the energy-dependent term
of the denominator.

Much attention has been given to the determination of the
parameters b and c of Eq. (23) by a study of the systematic
behavior of v in actinide and trans-actinide nuclei |3]. In
particular, G^rdeeva and Smirenkin [24] determined a linear
expression for b in terms of A and Z of the fissioning nucleus.
Their expression, valid for thermal-neutron-induced fission,
ultimately proved to be accurate to within ~8-9» J3]. Simi-
larly, Ping-Shin Tu and Prince 125] found that b could be
described in terms of Z •jA with an accuracy of ~10%.

Howerton [26], in a study of the systeraatics of neutron-
induced fission for incident neutron energies ranging froir
thermal to —6 MeV determined expressions for both b and c of
Eq. (23). The parameter b is described in terms of A and 2
of the target nucleus and a quantity E_, . The parameter c is
expressed in terms of A. When E_, is optimally adjusted to fit
the v (F ) data of a given isotope the overall agreement is
bette? tfian ~5% fo>- the data of that isotope. In this approach
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E_ simply shifts the zero-energy intercept of Eq. (23) to the
optimal value. Obtaining, in this way, a set of E_ values
for the v (E ) data of a set of actinide nuclei, overall agree-
ment is obtained to within ~5% for the entire set of experi-
mental data. The results obtained in Ref. |26j are therefore
useful in representing the experimental v (E ) data that were
used to obtain those results.

C. Theoretical Calculation of v . A new theoretical calculation
of \> exists based upon standard nuclear-evaporation theory.
A discussion of the calculations |11-16] and presentation of
the results has been given in Sec. III.B and III.C. In
summary: v (E ) is obtained using experimentally known or
calculated quantities as input. Calculations of v (E ) are
performed for two different assumptions concerning^thc cross
section o (E) for the inverse process of compound-nucleus
formation. In the case O = constant, v (E ) is given by
Eqs. (12), (14), (15), an§ (20^ In thepcase a (t) is calcu-
lated using the optical model, v (E ) is given §y Eq. (12)
with (4/3)T replaced by <£>, an8 Eqs. (14), (15), and (19).
As shown in Ref. [15], either of these assumptions can be used
for the calculation of v (E ). The energy dependence of v (E )
is given, approximately,^bynEq. (24). When multiple-chanci
fission occurs Eq. (22) is used to calculate v (E ). A calcu-
lation of u (E ) is compared to experimental data in Fig. 11.
The calculations were performed using the energy-dependent
cross section assumption. In one case it is assumed that only
first-chance fission occurs whereas in the other case first-,
second-, and third-chance fission contributions are combined
according to Eq. (22).

As in Sec. II, it is useful to consider the suitability of the
methods A, B, and C as a function of the amount of quality experi-
mental data available to the evaluator. In the case of abundant
experimental data the methods A and the least-squares fitting pro-
cedures of method B may be most suitable. Method C may serve as
a guide. In the case of some experimental data che methods B and C
may be most suitable. If both are used, overlap calculations are
required. In the case of no experimental data method C is preferred.

VI. RECOMMENDATIONS FOR v
P

General recommendations for evaluating v (E ) as a function of
the amount of quality experimental data available have just been
given at the end of Sec. V. More specific recommendations are
given here.

A. Least-squares fitting of experimental v (E ) data. The
recommended expressions to use in fitting procedures are given
in decreasing order of physical content:
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1. The expression for v (E ) given by Eq. (12). See Eq. (24)
for a parametric form.

2. The expression for v (E ) given by Eq. (23).

B. Direct calculation of v (E ). The recommended expressions to
use in calculating v (E ) are given in decreasing order of
physical content:

1. The expression for v (E ) given by Eq. (12) with (4/3)T
replaced by <£>, andpEqs. (14), (15), and (19). m

2. The expression for V (E ) given by Eqs. (12), (14), (15),
and (20). _P n

3. The expression for v (E ) given by Howerton [26].

Equation (22) is used to calculate v (E ) in the multiple-
chance fission region.

VII. SUMMARY

General recommendations on the evaluation of the prompt fission
neutron spectrum N(E) and the average prompt neutron multiplicity
v as a function of the amount of quality data available have been
g?ven at the ends of Sees. II and V, respectively. Specific recom-
mendations with respect to least-squares fitting procedures and
direct calculation of N(E) and w have been given in Sees. IV and
VI, respectively, where the available options are listed in de-
creasing order of physical content. Recommendations have been
given for the evaluation of N(E) and v at high incident neutron
energy where multiple-chance fission processes occur. All of the
recommendations given in this work have been made from the perspec-
tive of the most accurate physical representation of N(E) and v .
In actual practice, however, the evaluator must weigh these recom-
mendations against the other constraints of his task.

A new calculation of N(E) and v based upon standard nuclear-
evaporation theory has been outlined and shown to yield good results
in the prediction of N(E) and v for high- as well as low-excitation
fission. The theory has demonstrated the dependence of N(E) and \>
upon fissioning nucleus and incident neutron energy. It has been
shown by derived relationships that N(E) and v should be calculated
and evaluated simultaneously.

In conclusion, a survey was made of the forty ENDF/B-V actinide
and trans-actinide evaluations having MF=1 and MF=5 v and N(E) files.
The intent was to gather statistics on the methods used to evaluate
N(E) and v . The results of the survey are given in Tables I and II,
which are lelf-explanatory. Some noteworthy comments are the follow-
ing. In Table I (C) for the statistics of the total fission neutron
spectrum (MT=18) it is seen that in 35 of 40 cases the Maxwellian
distribution is used. In 16 of the 35 cases a single Maxwellian
temperature represents the complete energy dependence. Moreover,
in 15 of these 16 cases, the single Maxwellian temperature has the
same value, namely, TM = 1.33 MeV. This constitutes an unphysical
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description of N(E) for the 15 cases in that the dependence of N(E)
upon fissioning nucleus and incident neutron energy is ignored.
In Table II(B) it is seen that only in 8 cases out of 40 is a dis-
tinction made between the total and prompt v. Other over-simplifi-
cations in the description of N(E) for multiple-chance fission pro-
cesses can be seen in Table I. The two tables illustrate that much
work can be done to improve the physical descriptions of N(E) and
v in future- work.
P
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TABLE I

Statistics on the Fission Neutron Spectrum Files of
Forty ENDF/B-V Actinide and Trans-Actinide Evaluations

(A) Nuclide Mass Number and Charge Number Ranges

230 < A < 253 90 < Z < 98

(B) Distribution of Fission Neutron Spectrum Files According to
Total Fission and Multiple-chance Fission Components (MT=18
is total fission, MT=19 is first-chance fission, MT=20 is
second-chance fission, MT=21 is third-chance fission, and
MT=38 is fourth-chance fission)

File Types Included Number of Cases

MF=5, MT=18 22
MF=5, MT=18,19 0
MF=5, MT=18,19,20 12
MF=5, MT=18,19,20,21 U
MF=5, MT=18,19,20,21,38 2
total number of cases 40

(C) Distribution of Fission Neutron Spectrum Representations Used
for MT=18 Files (Total Fission)

Representation Number of Cases

Maxwellian spectrum 16
(single temperature)

Maxwellian spectrum 19
(array of temperatures)

energy-dependent Watt spectrum _5
total number of cases 40

(D) Distribution of Fission Neutron Spectrum Representations Used
for MT=19 Files (First-chance Fission)

Representation Number of Cases

Maxwellian spectrum 12
(single temperature)

Maxwellian spectrum 3
(array of temperatares)

energy-dependent Watt spectrum _3
total number of cases 18

- 881 -



(E) Distribution cf Fission Neutron Spectrun Representations Used
for MT=20 Files (Second-cHance Fission)

Representation Xunber of Cases
Maxwelliar: sppctru.v 12

(single temperature)

Maxweiiiar. s
(array of temperatures)

Maxvellian spectrum (array of 1
teinperdtii' es) and evaporation
spectrum (array of temperatures)

energy-dependent Watt spectrum 3
and evaporation spectrum (array
of temperatureb)
total number of cases 18

(F) Dis.iribi.tion of Fission Neutron Spectrum Representations Used
for MT=2! Files (Third-chance Fission)

!?!rl_^_^___ _L?_ Number of Cases
Maxwell!an spectrum 2

(array of temperatures)

Maxwelliau spectr-im varray 1
of temperatures) and evaporation
spectrum (array of temperatures)

energy-dependent Watt spectrum 2
and evaporation spectrum (array
of temperatures)

energy-dependent Watt spectrum 1
and two evaporation spectra
(arrays of temperatures)
total number of cases 6

(C) Distribution of Fission Neutron Spectrum Representations Used
for MT=38 Files (Fourth-chance Fission)

Representation Number of Cases
energy-dependent Watt spectrum 1
and evaporation spectrum (array
of temperatures)

energy-dependent Watt spectrua and 1
three evaporation spectra (arrays of
temperatures)
total number of cases 2
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TABLE II

Statistics on the v Files of Forty ENT)F/B-V
Actinide and Trans-Actinide Evaluations

(A) Nuclide Mass Number and Charge Number Ranges

230 < A < 253 90 < Z < 98

(B) Distribution of u Files According to Total (v ), Prompt (u ),
and Delayed (v.) Components (MT=452 is v_., MT=A56 is v , a§d
MT=455 is v.) d l p

d
File Types Included Number of Cases

MF=1, MT=452 32
MF=1, MT=452,A56 1
MF=1, MT=452,456,455 J^
total number of cases 40

(C) Distribution of v Representations Used for MT=452 Files (w )

Representation Number of Cases

linear 25
tabulation 1!)
total number of cases 40

(D) Distribution of v Representations Used for MT=456 Files (v )

Representation Number of Cases

linear 2

tabulation _6

total number of cases 8

(E) Distribution of V Representations Used for MT=455 Files (i>d)

Representation Number of Cases

tabulation _7

total number of cases 7
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Fig. 1. Prompt fission neutron spectrum in the laboratory system
for the fission of U induced by 0.53-MeV neutrons. The
solid curve gives the present spectrum calculated from
Eqs. (9) and (10), the dashed curve gives the Watt spec-
trum calculated from Eq. (7), and the dot-dashed curve
gives the Maxwellian spectrum calculated from Eq. (2).
The values of the three constants appearing in the pre-
sent spectrum are E^ = 1.062 MeV, E* = 0.A99 MeV, and
T = 1.019 MeV, whereas those in the Watt spectrum are
E™ = 0.780 MeV and Ty = 0.905 MeV. The value of the
single constant appearing in the Maxwellian spectrum is
TM = 1.426 MeV. The mean laboratory neutron energies of
tile three spectra are identical.
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Fig. 4. Dependence of the prompt fission neutron spectrum upon the
kinetic energy of the incident neutron, for the fission of

U. The maximum temperature T is 1.006 MeV when the
incident neutron energy is 0 MeV7 is 1.157 MeV when the
incident neutron energy is 7 MeV, and is 1.290 MeV when
the incident neutron energy is 14 MeV. The values of the
average kipetic energy per nucleon are for each case held
fixed at E^ = 1.062 MeV and E^ = 0.499 MeV. For the
latter two cases, the spectra are calculated for first-
chance fission onl"».
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Fig. 5.

+ n(0.53 MeV)

Experiment
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ac(e) Becchetti-Greenlees potential
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15

Prompt fission neutron spectrum In the laboratory system
for the fission of U induced by 0.53-MeV neutrons.
The dashed curve gives the present spectrum calculated
from Eqs. (9) and (10) assuming a constant cross section
whereas the solid curve gives the present spectrum cal-
culated from Eqs. (9) and (13) using the optical-model
parameters of Becchetti and Greenless [22]. The values of
the three constants.appearing in the calculated spectra
are in both cases Ê ' = 1.062 MeV, E " = 0.499 MeV, and
T = 1.019 MeV. The experimental data are those of
Johansson and Holmqvist [6].
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Fig. 6. Ratio of the present spectrum calculated using the optical-
model parameters of Becchetti and Greenless [22] and the
experimental data of Johansson and Holmqvist [6] to the
present spectrum calculated assuming a constant cross
section, corresponding to the curves shown in Fig. 5.
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Prompt fission neutron spectrum for the spontaneous fission
of Cf. The dashed curve gives the present calculation
calculated assuming a constant cross section whereas the
solid curve gives the present calculation using the opti-
cal-model parameters of Becchetti and Creenless [22].
The values of the three constants-appearing in the calcu-
lated spectra are in both cases E = 0.98A MeV, E f =
0.553 MeV and T =1.209 MeV. The experimental data are
those of Boldeman et al [20].
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Fig. 8.
235,

Prompt fission neutron spectrum for the fission of U
induced by 0.53-MeV neutrons illustrating the simulated
energy dependence of a (t). The two calculated spectra
are in every respect identical to those of Fig. 5 except
that the level-density parameter used in the constant
cross section calculation, shown by the dashed curve, is
given by Eq. (20) instead of Eq. (19).
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235,
Prompt fission neutron spectrum for the fission of U
induced by 14.0-MeV neutrons. The dashed and dot-dashed
curves give th • present spectrum calculated for first-
chance fission assuming, respectively, a constant cross
section znd an energy-dependent cross section calculated
using the optical-model parameters of Becchetti and
Greenless [22]. The solid curve gives the present spec-
trum calculated for first-, second-, and third-chance
fission contributions using Eq. (21) and assuming an
energy-dependent cross section calculated with the same
optical potential. The values of the three constants
appearing in the spectra for the first compound nucleus,

U, are E^ = 1.062 MeV, E " = 0.499 MeV, and T m = 1.290
MeV.
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Fig. 9.
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Average prompt neutron multiplicity as a function of inci-
dent neutron energy for the neutron-induced fission of

U. The dashed curve, for first-cbat.ce fission, is
calculated using Eq. (12), but replacing the tern (4/3)T
with the corresponding quantity obtained by numerical in-
tegration in the energy-dependent cross section calcula-
tion. The solid curve, for first-, second-, and third-
chance fission contributions, is also calculated using
energy-dependent cross sections, but Eq. (22) is used.
The optical-model parameters of Beccbetti and Greenless
[22] were used. The experimental data references are
compiled in fief. [15]*
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Discussion

England

Dave's paper also includes a review of v that is particularly
important for the ENDF/B data. Unfortunatley he did not have
sufficient time to cover this in his presentation today.

Sher

Do you take account of neutron-fragment angular distribution
measurements in evaluating the prompt neutron spectra?

Madland

We have assumed that the emission of the neutrons in the center-
of-mass system of a fission fragment is isotropic. It is true
that we could include more physics and look at the angular
dependence. That is something that is yet for us to do.

Sher

Measurements of the laboratory angular distribution, the ones that
I am familiar with, are quite old and not very good and I wonder
if there is any new information that you know about?

Madland

I'm sorry to say that most of the angular distribution information
is in fact in the 60's, as far as I am aware, and some in the
50's.

Stewart

We know, of course, that the angular distributions of the fission
fragments themselves are vey anisotropic and very mass dependent
and you might be able to make some use of that. But the question
that I wanted to ask was when you did treat second-chance fission
did you include the (n,n') neutrons in your distribution? It did
not look like it. If you put it in, too, and say that it is all
due to the fission process it would tend to soften the spectrum
even more, isn't that correct?

Madland

What we are trying to calculate, is any neutrcn that is in
coincidence with the fission event and we call that a contribution
to the fission neutron spectrum. The (n,n'), if you use the label
(n,n'f) as a notation, that n' is the bump that you saw in the
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transparency; however, in the context and limitations of the
assumptions on which the entire model is based, namely the 1937
Weisskopf evaporation model, that n' is there, Lea; it is.
however, represented in a very simple way, namely, the evaporation
model. That's one of the advantages of the Hauser-Feshbach
approach attempted by Brown and Dietrich. More specific detail on
the evaporated neutrons would be included aad that is one of the
reasons I say that ultimately that their approach would probably
be a more exact and maybe the very best way- to calculate these
spectra. In either case, however, there is softening of the high
energy tail o£ the fission spectrum.

Stewart

Well, I was just suprised that your spectra looked so smooth but
perhaps that was because it was on a 5 log scale.

Mad land

Well, on a linear scale it's really quite a bump, but it will
remain relatively smooth so long as the basis for the calculation
is such a model as the evaporation model.

Peelie

It wasn't clear from the presentation whether you put in any
information at all obtained from the fissioning material or
whether all the information relates to the fission fragments. Is
anything fitted? Did you put in the velocities?

Madland

I was unable to put down all the formalism but the excitation
energy of the fission fragments, the distribution of that
excitation energy, is in our distribution function. What we
specify is the maximum temperature because we transform from an
excitation energy distribution to a temperature distribution.
That maximum temperature is calculated from the Q value from.
prompt fission, that is, the mass differences, together with the
binding energy of the neutron when you make the compound nucleus;
and substracted from it, of course, is the total fission fragment
kinetic energy which is a measured quantity as you know. Those
quantities are related to the compound nucleus that is fissioning
only through the mass and charge of the compound nucleus. We do
have some influence from the level density parameter for the
compound system.
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Peelle

I seem to recall discussion some years ago of something that was
probably called the prescission neutron. Something like an
evaporation but below the threshold for second chance fission.
Madland

Prescission neutron, or there is another word used which is
scission neutron, and a scission neutron one might refer to also
as a component in the total description of all the ternary fiss'an
products. Our feeling is that the prescission and scission
neutron question has not yet been answered experimentally. He did
not include those effects. There is a paper by Kapoor which
estimates that the maximum effect is 10%. We did not include such
a term in our calculation because, as I say, we don't think it has
been completely experimentally verified at this time.

Takahaski

When you calculated these neutron spectra, did you take into
account all of the competition between the neutron emission and
gammas? Because when the fission fragment has a quite large
angular momentum, then the gamma emission probability is much
higher than it is for low angular momentum.

Madland

The total excitation energy of the fragments just at the scission
point is dissipated by neutron emission and gamma emission, and we
take into account of that gamma emission via the use of
experimental measurements, which, if you are interested, are
summarized in the article by Hoffman and Hoffman in Annual Reviews
of Nuclear Science. So yes, we take account of that gamma
emission. There is no angular momemtum in this calculation. We
do take account of the total prompt gamma ray energy. We don't go
into the detail of a cascade calculation of the number of those
gammas or their distribution in numbers or the energies of those
gammas, but we make use of the total prompt gamma ray energy which
is of the order of 6 to 7 MeV, depending upon the nucleus that is
fissioning.

Rowlands

A question of concern in fast reactor calculations is the low
energy component of the fission spectrum below say 100 keV. Do
you think that one can be confident of the shape of that component
in this region, or is it necessary to make measurements? Do you
have any comments on the Russina measurements which show structure
in the fission spectrum?
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Mad land

First of all, with regard to the low energy shape of the spectrum,
that's probably one of the primary reasons for which we went about
this calculation and the reason for that of course is that in most
of the measurements that we are aware of, the lower energy cut off
where the experiment stops in secondary emitted energy is between
200 keV and 1 MeV. In most of the measurement techniques, what is
involved with the experiemntal measurement in this region is a
very steep gradient in the efficiency in the neutron detector.
This puts huge error bars on the data. As to whether or not we
have any confidence in the shape of our spectrum below 1 MeV, let
me say I certainly have more confidence than in the circumstance
where someone has taken and fit a Haxwellian distribution to an
experimental measurement and has adjusted the temperature of the
Maxwellian distribution to fit the tail, which is where the
experimental data are, at the expense of raising the low energy
end of the fitted spectrum. About the Russian measurements:; I
know that we have a Cf-252 experiment from an IAEA report. We
have not yet compared our calculation to that data; 1 wasn't too
excited to do so because, if I recall correctly, it doesn't go out
very far in secondary emitted neutron energy.

Schmidt

Tiie Russian measurements have been withdrawn.

Stewart

The only other thing is that Frehaut would not bet Ray Hix a
bottle of good French wine at the Atlanta meeting that those low
energy neutrons that he observed at 600 keV, when he was
bombarding with 600 keV, were real fission spectrum neutrons.

Madland

Perhaps he was willing to bet a bottle of good California wine.
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METHODS AND PROCEDURES FOR EVALUATION OF
NEUTRON-INDUCED ACTIVATION CROSS SECTIONS

M. A. Gardner

Lawrence Livermore National Laboratory
Livermore, CA 94550, U.S.A.

ABSTRACT

One cannot expect measurements alone to supply all
of the neutron-induced activation cross section data
required by the fission reactor, fusion reactor, and
nuclear weapons development communities, given the wide
ranges of incident neutron energies, the great variety
of possible reaction types leading to activation, and
targets both stable and unstable. Therefore, the eval-
uator must look to nuclear model calculations and sys-
tematics to aid in fulfilling these cross section data
needs. This review presents some of the recent develop-
ments and improvements in the prediction of neutron
activation cross sections, with specific emphasis on
the use of empirical and semi empirical methods. Since
such systematics require much less nuclear information
as input and much less computational time than do the
multistep Hauser-Feshbach codes, they can often provide
certain cross section data at a sufficient level of
accuracy within a minimum amount of time. The cross
section information that these systematics can and can
not provide and those cases in which they can be used
most reliably are discussed.

INTRODUCTION

The needs of various segments of the nuclear community for
neutron activation cross-section libraries are well established
[1-4] and do not have to be elaborated on here. It is also ob-
vious that, given the wide ranges of incident neutron energies,
the great variety of possible reaction types leading to activation,
and targets, both stable and unstable, one cannot expect measure-
ments alone to supply all of the activation cross-section data
required. Therefore, the evaiuator must look to nuclear model
calculations and systematics to aid in constructing the extensive,
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broad-based activation cross-section libraries needed.
We already have heard a number of talks on cross-section cal-

culations that utilize various highly-developed nuclear models:
optical, Hauser-Feshbach statistical, precompound, and coupled-
channel. Me have seen that these nuclear models used alone or in
combination, as appropriate, have the ability to predict cross sec-
tions for different neutron reactions very accurately by correctly
taking into account all the competing physics. We have also seen
that the power and performance of such calculational models is very
dependent on the quality of the nuclear information and parameters
that they require ss *nput. I believe that most of us would agree
with 0. N. Jarvis that "a valuable service to the activation com-
munity would be to provide multigroup cross sections for all nu-
clides and reactions relevant to activation calculations using a
modern nuclear model code" [4]. However, I think it is recognized
that this kind of undertaking is a very formidable one, when one
considers the input information, computational time, and manpower
required. In addition, it should be kept in mind that there are
situations either where the accuracy and detail of the activation
cross sections provided by the above nuclear model calculations are
not required, or where less accuracy in cross-section values can be
tolerated for the sake of saving computational time and manpower.

In this review, then, I would like to give specific emphasis
to the use of empirical and semiempirical methods in the prediction
of neutron activation cross sections. Since such systematics re-
quire much less nuclear information as input and much less computa-
tional time than do the multistep Hauser-Feshbach codes, they can
often provide certain cross-section data at a sufficient level of
accuracy within a minimum amount of time. Due to the time limita-
tions of this talk, I will only be able to discuss systematics for
obtaining cross sections for some of the more important activation
reactions: (n,2n), (n,p), and (n,a). And I will only be able to
cover some of the methods that have been developed through the
years, highlighting those systematics either that still appear to
be the most successful or that have been improved in the last
several years. I will try to give some perspective on the use of
these systematics: what kind of accuracies they do provide, in
what cases they can be used most reliably, and what cross-section
information they do not yield. In the last section of this review
I will discuss a method for the prediction of (n,Y) cross sections
that involves the use of gamma-ray strength function systematics
in Hauser-Feshbach statistical model calculations.

Before proceeding to separate discussions of the systematics
for the various neutron activation cross sections, I would like to
draw your attention to Fig. 1, which S. M. Qaim presented at the
1975 Washington Conference on Nuclear Cross Sections and Technology
[5]. It gives a very compact though approximate summary of the
relative contributions of the possible activation reactions for in-
cident 14-15 MeV neutrons and provides one with a "quick" estimate
of general cross-section trends.
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(n,2n) CROSS SECTIONS

From the viewpoint of simple systematics, the cross section
for the (n,2n) reaction is, probably, the easiest to describe as a
function of incident neutron energy. The (n,2n) excitation func-
tion exhibits little structure, rising rapidly in a sigmoid shape
above its threshold, reaching a plateau value, and then dropping
off smoothly as other reactions begin to compete, the (n,3n) reac-
tion usually being the most important competitor. This evaluation
approach, therefore, only requires systematics that predict the
plateau cross section and an expression that describes the cross
section's smooth rise to and fall from that plateau. The cross
section at 14-15 MeV usually corresponds to that of the plateau
region, except where either the (n,2n) or (n,3n) threshold is only
a few MeV below 14 MeV.

The widely used empirical formula of Lu and Fink £6],

x{l - 1.319 exp[-8.744(N - Zj/Aj} mb ,

provides quick estimates of the (n,2n) cross section at 14.4 MeV,
and Lu and Fink state that this expression should predict values to
within _+ 20% for stable nuclei from Z = 28 to 82, except for the
lightest stable isotope of even-Z elements. This expression, de-
rived from a least-squares f i t to 29 (n,2n) cross sections that Lu
and Fink measured for targets ranging from 58Ni to 142Ce, repro-
duced most of the measurements to within _+ 20%. Within the same
error limits, the equation, also reproduced most of the 25 (n,2n)
cross sections previously measured at their laboratory for nuclides
from 64Zn to 20*Pb. The cross-section predictions falling outside
the stated error limits were ^*Zn, 74Se, '8Kr, °*Sr, and ^Ho; each
is the lightest stable isotope of an even-Z element and al l have
high thresholds of > 12 MeV. A Z range over which Lu and Fink did
not test their equation is Z = 60 - 77. I have made a comparison
of the predictions of Eq. 1 with (n,2n) cross-section measurements,
made at 14.76 MeV by Frehaut [73, for 19 isotopes of Ndsg, S1T152,
EU63, Gd64, and W74 and the results are shown in Fig. 2. The
agreement between the experimental values and the empirically-pre-
dicted ones is quite good, with most of the measured values being
reproduced to + 10% or better. All of these (n,2n) reactions have
thresholds 5-7~MeV below the 14-15 MeV region, and most of the
(n,3n) thresholds for these nuclides are less than 1 MeV below the
14-MeV region.

Another means of obtaining rough estimates of the (n,2n) cross
section in the 14-15 MeV region is the use of the graphical system-
atics of Qaim [83, as shown in Fig. 3. Using an extensive data
base of measurements from a large number of laboratories and strin-
gent criteria regarding the quality of the (n,2n) values chosen for
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the systematics study, Qaim plotted the (n,2n) cross sections as a
function of the asymmetry parameter, (N - Z)/A, and obtained the
smooth trend as shown. Qaim states that his arbitrarily drawn band
has a half-width in the flat portion (for (N - Z)/A values ^ 0.1)
that corresponds to a deviation from the mean of about 20% and in
the rising part (for (N - Z)/A values < 0.1) that corresponds to a
40% deviation from the mean. He further points out that the pre-
dicted values from his curve generally agree with those obtained
using the empirical expression of Lu and Fink.

A further improvement to the graphical systematics of Qaim was
presented by Sigg and Kuroda [9] and is shown in Fig. 4. Here
plotted as a function of the asymmetry parameter is the quantity:
ae/(Al/3 + 1)2. This quantity represents an attempt to correct
the (n,2n) cross section for nuclear radius and reaction energy
(ERXN = En - Ethreshold) differences for the same value of the
asymmetry parameter. By dividing each (n.2n) cross section by
(A*/3 + 7)2, sigg and Kuroda referred all data to the same nuclear
radius and significantly reduced the scatter in the (n,2n) data
shown in Fig. 3. They further attempted to reduce the scatter for
nuclei with (N - Z)/A values of < 0.12 by making a crude correction
for variations in the reaction energy for a given value of the
asymmetry parameter. First, they assumed that the (n,2n) excita-
tion function increases in an approximately linear manner for the
first few MeV above the threshold energy. Then, they carried out a
least-squares fit of the variation of the (n,2n) threshold energy
with (N - Z)/A and obtained

log Ethres = " ^-3094 [iL4_I) + 1.1712 (2)

where Ethres (MeV) is tne, least-square value of the threshold
energy and ER'XN = En " ^thres my De defined. For nuclides having
ERXN < 4 MeV, they multiplied the (n,2n) cross section by the fac-
tor e = EJJXN/ERXN* F° r nuclides with ERXN 2 4 MeV, e = 1. Sigg
and Kuroda point out that such a treatment greatly reduces the
scatter of the data in the systematics plot, and that one can see
from Fig. 4 that all cross-section values fall within a reasonably
narrow band, including those for a number of nuclei with high
threshold energies: »«Cr, 54pe,

 90Zr, and 92Mo. They further note
that for (N - Z)/A values > ~ 0.12 the spread in the data is about
+_ 10% (rather than the + 20% shown in Fig. 3), and that such a plot
can be used to predict unknown (n,2n) cross sections with more cer-
tainty.

Finally, before leaving this discussion on strictly empirical
methods of obtaining (n,2n) cross-section values, I would like to
point out the reasonably flexible expression that was used to de-
scribe the energy dependence of the (n,2n) cross section for a
number of the evaluations in the Livermore ACTL activation library
[103:
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an,2n(En) =

~ E thres.(n,2n
I 2

:p1at.(n,2n) " thres.(n,2n)
- e

where E t h r e s . ( n 2n) is the threshold energy and where Ep 1 a t . (n 2 n )
is the energy at which the (n,2nj reaction f i r s t reaches the pla-
teau cross section, an 2n (p la t . ) . A similar expression was used
to describe the energy-dependence of the (n,3n) cross section. The
difference between 0n,2n (plat.) and an,3n (En) w a s set equal to
an»2n (En)» allowing the n,2n cross section to drop smoothly
while the n,3n cross section rose.

I would now l ike to consider some of the semiempirical methods
of predicting (n,2n) cross sections. The hybrid empirical-statis-
t ica l model approach of Pearlstein [11-13] i s , perhaps, the most
well known. The wealth of (n,2n) cross-section measurements that
were made at 14-15 MeV during the 1960's and early 1970's, were a l -
most always compared with the Pearlstein predictions. His predic-
ted cross sections computed at 13.1, 14.1, and 15.1 MeV for about
500 stable and unstable targets ranging from "Na to 210p0 were
made readily available in a 1967 issue of Nuclear Data [12] . *
w i l l not t ry to present the historical development of th is method,
but merely summarize i t s present status and incorporation into the
computer code, THRES2. Pearlstein's original three-part equation
for the prediction of (n,2n) cross sections [11]:

crn,2n = ane^hN V n (4)
CTne an,N

has been adapted in THRES2 to calculate neutron-induced reaction
cross sections from 0 to 20 MeV for some 19 different reactions i n -
volving the emission of various charged particles and up to three
neutrons. Since we are primarily concerned here with (n,2n) reac-
t ions, I ' l l only describe Eq. 4 in some deta i l . THRES2 uses the
empirical formula of Flerov and Talyzin [14] to compute a n e , the
nonelastic cross section, while the rat io On,N/°ne i s given ty :

gn,N _ , r Q-C,[(N-Z)/A] (5)
°ne '

where 0
n>n is defined as the cross section for processes where only

nfiufi?ft?s a r e e m 1 t t e d » an,N = CTn,n' + an,2n + an,3n» an<* <4 =
eu.u j iu 2 an( j Q2 = 12.O. The rat io op 2r/an N ""S 9 1 v e n by t h e

stat is t ica l model formula [15]: ' '
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with the notation as defined in [13] and it is assumed that the
compound nucleus emits a second neutron whenever it is energetic-
ally possible. The level density parameter a_ is calculated
according to the formula of Abdelmalek and Stavinsky [163- THRES2
contains 74 empirically fitted parameters, C-j, C2, ... C14 that are
used in the calculation of the 19 possible reaction cross sections
for Z = 21 through 83 [17]. Any of these parameters may be re-
placed by the user, if he chooses. Another feature of THRES2 is
its ability to compute uncertainty estimates for each kind of re-
action cross section that it calculates. The method for estimating
these uncertainties is based on parameter uncertainties and corre-
lations and is described by Pearlstein in [17]. The range of un-
certainties that he gives [17] for (n,2n), (n,p), and (n,a) cross
sections at 14 MeV as a function of (N-Z)/A are shown in Table I.

Through the years there have been a number of efforts to im-
prove and modify Pearlstein's empirically normalized, simple evap-
oration model. Lu, et al. [18] used ane values calculated from the
optical model by Mani, et al. [19]; the Abdelmalek and Stavinsky
level density parameter formalism [16] (Pearlstein originally had
used a level density formalism based on the work of Newton [20]);
and revised values for the parameters C], C2 (used to obtain anjfj/
ane, Eq. 5) based on their own (n,2n) measurements at 14.4 MeV.'in
their work, on>n was defined as the cross section for all reactions
involving neutrons rather than the cross section for all reactions
involving only neutrons, as Pearlstein defines it. They point out
that in evaluating the ratios containing an,N» Pearlstein did not
include contributions to neutron emission from reactions such as
the (n,pn). Kondaiah made similar modifications [21], including
the redetermination of the parameters C], C2 for the <rn N/

0ne ratio
using all available 14-15 MeV (n,2n) data published up to 1973.
Me assigns accuracies of about 10% to (n,2n) cross sections compu-
ted at 14.5 MeV with his revision of the Pearlstein formalism. He
suggests that larger deviations observed between calculated and ex-
perimental cross-section values can be attributed to nonstatistical
reaction processes. D. Gardner [22] replaced O|j,N/°ne by &(Z), de-
rived empirically from the available 14-75 MeV (n,2n) cross sec-
tions for the even-N isotope closest to the stability line for a
given element Z. Such a procedure appeared valid for predicting
unknown (n,2n) cross sections at 14.5 MeV for isotopes near the
stability line, but could lead to quite poor cross section esti-
mates for isotopes away from the line of stability, as pointed out
by Lu, et al. in the case of (n,2n) cross-section predictions for

- 906 -



the heavier isotopes of Xe [18]. Gilbert and Gomberg r<?3] revised
the Pearlstein expression for on n/°ne by also reevaluating the
parameters C], C2 and suggested £hat "effective thresholds" be used
for (n,2n) and (n,3n) cross-section calculations to correct for
level density and gamma-ray competition deficiencies in the simpli-
fied statistical model and for pre-equilibrium effects. They pro-
posed adding 1 MeV to (n,2n) thresholds for even-A, even-N pro-
ducts, adding 0.5 MeV to (n,2n) thresholds for odd-A, even-N pro-
ducts, and in all cases adding 2 MeV to the (n,3n) thresholds. Lu
and Fink [6] used a constant-nuclear-temperature approximation for
level densities in a simple evaporation calculation which also in-
corporated the use of "effective thresholds" for second- and
third-emitted neutrons and corrections for competition from charged
particles. They observed _+ 15% agreement between their calculated
and experimental measurements for (n,2n) cross sections at 14.4
MeV. Recently, Kumabe, et al. [24] have incorporated the pre-equi-
librium process into a simplified statistical model code which
again uses threshold shifts to compensate for the lack of consider-
ing competition between gamma-ray and particle emission.

At this point, i t might be appropriate to make some comment as
to which semiempirical method is the "best" or "preferred" one to
use; which is the most reliable for the prediction of (n,2n) cross
sections. Frankly, it is difficult to make a general recommenda-
tion regarding which of the above formalisms is the best choice.
While this l ist of attempts to improve the simple evaporation model
description of (n,2n) cross sections is by no means complete, i t
does illustrate the types of corrections that are required to ob-
tain agreement with experiment. A further excellent critique on
the deficiencies of a simple compound nucleus statistical model has
been given by Frehaut [25], in which he discusses those additional
processes that must be included to provide a complete description
of the (n,2n) reaction mechanism: competition between gamma-ray
and particle emission, angular momentum conservation, and pre-
equilibrium and direct processes.

In Fig. 5 are shown a set of calculations that I have made
recently for the 9"Zr(n,2n) cross section compared with some of the
available experimental measurements [26-29]. All of the calcula-
tions were carried out using the STAPRE Hauser-Feshbach statistical
model code [30] in which there is complete conservation of angular
momentum and parity. The full curve is an unnormalized calculation
obtained when the code's pre-equilibrium modeling and gamma-ray
competition in the °̂Zr compound nucleus are allowed. The short
dash curve results from a calculation in which the gamma-ray com-
petition in 90Zr is turned off and the dash-dot curve results from
a calculation in which the pre-equilibrium model is not included.
As you can see, in the region of 14-15 MeV, the effect of not in-
cluding pre-equilibrium processes leads to a cross section calcula-
tion that is about 15% too high while ignoring gamma-ray competi-
tion results in a cross section that is of the order of 10% high.
Since the 90Zr(n,2n) reaction threshold is at about 12 MeV, the
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cross section at 14-15 MeV will be fairly sensitive to whether
gamma-ray competition is included.

In Fig. 6 is shown a recent unnormalized calculation that I
made for the ^Vio{n,2n) cross section compared with experimental
measurements [31]. In this case, the cross section is fairly well
characterized experimentally in the region of its threshold. The
calculated cross section was again obtained with the STAPRE Hauser-
Feshbach statistical model code, with ore-equilibrium modeling and
gamma-ray competition included in the "2Mo compound nucleus. The
"cold" calculation shows excellent agreement with experiment, de-
spite the fact that the reaction threshold is quite high, about 13
Mev. Recall that this is one of a number of the cases involving
the lightest stable isotope of an even-Z nuclide where neither the
empirical predictions of the Lu and Fink equation [6] nor the Qaim
systematics [8] do well. The Pearl stein 1967 tables [12] predict
this cross section to be about a factor of two higher in the 14-15
MeV region. Even the Gilbert-Gomberg formalism [23], which spec-
ifically attempts to make more accurate predictions of cross sec-
tions for targets away from stability, estimates a 14.5-MeV cross
section that is about 50% too high.

Upon examination of the proton and neutron separation energies
from the 92Mo compound nucleus, one sees that the separation energy
of the proton is about 5 MeV less than that of the neutron. Thus,
despite the Coulomb barrier, it is the proton competition rather
than the gamma-ray competition that must be accurately modeled to
yield a correct (n,2n) cross section. A complete calculation of
all possible neutron-induced reactons up to 16 MeV incident energy
with the STAPRE code confirms this. In Fig. 7 the various calcu-
lated cross sections are plotted in percentages of the total com-
pound nucleus reaction cross section versus the incident neutron
energy. One sees that in the 14-15 MeV region the (n.np) cross
section is 35% and more of the total reaction cross section, while
the (n,2n) cross section ranges from 8 to 16% of the total reaction
cross section. The calculated sum of the (n,p), (n.pn), and (n,np)
cross sections at 15 MeV, 845 mb, agrees well with recent 14.8 MeV
(n,xp) measurements made on "2Mo at Liver-more by Haight et al.
[32]. Their measured value is 967 +_ 140 mb. It should be noted
that the calculation was made before the measurement.

Since none of the semi empirical approaches that have been dis-
cussed take into account all of the competing physics and reaction
mechanisms in the same way that one or a combination of the modern
nuclear model codes would, one must be cautious in their use, even
in the case of (n,2n) cross-section calculations. In general, once
one begins to include more realistic models of the reaction pro-
cesses and departs from empirical normalization, the more important
it becomes to describe all of the competing mechanisms completely.

Short of carrying out detailed nuclear model calculations,
perhaps Pearl stein's empirically normalized, evaporation model
lends itself most readily to the calculation of (n,2n) cross sec-
tions; since his model, now incorporated in the THRES2 code, offers
a rather flexible method of normalizing to experimental data. It
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allows one to put in a number of parameters of choice and one can
reoptimize these parameters over a particular Z,A range of interest.
As Pearlstein points out [13] , although his method does not include
pre-equilibrium or direct reaction models to supplement the s ta t is -
t ica l model at higher energies, the fact that the input parameters
to his model can be chosen to produce agreement with experimental
trends should allow predicted cross-section values to be corrected
somewhat for these nonstatistical effects. Since his model ignores
competition between gamma-ray'and part icle emission, cross-section
values near threshold wiT! not be accurate and because discrete
level information is not included, his calculations w i l l not show
nuclear structure effects. However, as Pearlstein says [13] , "the
simplicity of the model precludes cross-section calculations of
great accuracy . . . " "The method . . . is not intended to supplant
detailed nuclear model calculations but rather is intended to read-
i l y provide additional cross-section information where measurements
are discrepant or nonexistent."

(n,p), (n,a) CROSS SECTIONS

The number of empirical equations that are available in the
literature for the prediction of (n,p) and (n,a) cross sections at
14 MeV far exceeds those available for the prediction of 14 MeV
(n,2n) cross sections. However, unlike the case for (n,2n) cross
sections, from the viewpoint of simple systematics, (n,p) and (n,a)
excitation functions ar*» not easily described. Since the Coulomb
barrier must be overcome before proton or alpha-particle emission
can occur, it is difficult to predict accurately the (n,p) or (n,o)
cross section around threshold with simple systematics. Further,
simple systematics cannot easily predict the structure in (n,p) and
(n,a) excitation functions that is due to the competition between
charged-particle and neutron emission.

Following the early work of Levkovskii [33] and D. Gardner
[34] on the observation of simple systematic trends in 14 MeV {n,p)
cross-section data, many other empirical equations for the predic-
tion of both (n,p) and (n,a) cross sections at 14-15 MeV have been
proposed [35-40]. In addition, Qaim [41] has presented graphical
systematics for both (n,p) and (n,a) cross sections at 14-15 MeV as
a function of the residual nuclear charge, ZR. Recently, Molla and
Qaim [42] have reanalyzed the systematics of (n,p) cross sections
using a newer and revised base of 14-15 MeV data. Their updated
graphical systematics are shown in Fig. 8. They comment that this
correlation should prepredict unknown (n,p) cross sections in the
medium and heavy mass regions with errors of about 251.

As Pearlstein [17] points out, the (n,p) cross section at 14
MeV samples a variety of reaction processes, depending on the tar-
get nuciide asymmetry parameter value. In general, for nucl'des
with small (N-Z)/A values (usually light nuclei with a small Cou-
lomb barrier) the (n,p) cross section has already peaked below 14
MeV and at 14 MeV is decreasing due to other competing reactions;
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for nuclides with intermediate values of (N-Z)/A the peak (n,p)
cross section should be around 14 MeV. For nuclides with large
(N-Z)/A values, where the Coulomb barrier is high, the (n,p) cross
section at 14 MeV is somewhere between threshold and the peak value
and is dependent on characteristics of the barrier penetration.
Therefore, it is difficult to derive an expression that has one
set of parameters which can yield reliable 14 MeV (n,p) cross
sections over the entire mass range.

Perhaps the most successful, or at least the most widely used,
empirical equations for predicting (n,p) and (n,«) cross sections
at 14-15 MeV are those of Levkovskii [38].

o n > p (mb) = 45.2 (A1/3 + I ) 2 exp [- 33(N-Z)/A] (7)

an,a

Recently, Kumabe and Fukuda [43] observed, for both <n,p) and (n,a)
reactions, that there were rather large discrepancies between ex-
perimental cross sections and those calculated by the Levkovskii
formulas for nuclei with relatively small or large values of (N-Z)/
A for a given value of Z. Therefore, they reparameterized the Lev-
kovskii formulas over three more limited mass ranges by carrying
out least-squares fits to experimental data. The empirical equa-
tions that they derived for 14-15 MeV (n,p) and (n.ct) cross-
section predictions and the corresponding mass ranges are given in
Table I I . These revised expressions gave considerably better
agreement with experiment for all isotopes of a given element.

Lu and Fink [6] applied their simple stat ist ical model with
the constant-temperature-approximation for the level densities and
"threshold shifts" to the calculation of (n,p) and (n,a) cross sec-
tions as well as to that of (n,2n) cross sections. Upon comparison
of their calculated results to experimental measurements that they
had made at 14.4 Mev, they observed _+ 20% agreement for (n,p) cross
sections and _+ 30% agreement for (n,a) cross sections- However, as
in the case of the empirical procedures for predicting a complete
excitation function, a semiempirical calculation based on a simpli-
fied statist ical model generally will not describe well the (n,p)
or (n,a) cross section over the entire incident neutron energy
range. It is only with the use of a more developed nuclear model
code which contains an optical model routine that one can describe
proton and alpha-particle Coulomb barrier tunneling properly and
thus obtain accurate cross sections around threshold. In addi-
tion, the inclusion of pre-equiiibrium and direct-reaction mechan-
isms are very necessary to correctly predict the (n,p) and (n,a)
cross sections at higher energies, as pointed out by Cindro [44]
and Braga-Marcazzan, et a i . [45].

An excellent example of how empirical and semiempirical meth-
ods can effectively contribute to the prediction of (n,p) and (n,a)
cross sections is some recent work by Gruppelaar and van den Bos
[46]. Upon comparison of various data files of fission-product
neutron cross sections, they noted rather large differences in the
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neutron capture cross sections for some individual fission product
isotopes, particularly above incident energies of 1 MeV. They de-
cided to determine what contribution (n,p) and (n,a) reactions made
to these capture cross sections. They noted that very few (n,p)
and (n,a) cross sections were included in the various fission-pro-
duct cross section files, and that they would somehow have to pro-
vide full excitation functions for a large number of reactions in
order to carry out their investigation. Since it was not practical
to carry out Hauser-Feshbach statistical model calculations for all
of these cross sections, they chose to use Pearlstein's THRES2
code, which has the capability of providing (n,p) and (n,a) excita-
tion functions.

Originally, they used the systematics built into the code to
obtain estimates of the magnitude of the various cross sections.
However, since the (n,p) and (n,<x) cross section parameters in the
code were fitted mainly to data in another mass range, the pre-
dicted (n,p) values were factors of 2 to 3 too high and the pre-
dicted (n,a) values ranged from being 20% too low to 60% too high.
They decided to renormalize the THRES2 calculations at 14.5 MeV to
experimental values recommended by Qaim [47] or where data were
lacking, to the predicted values from the Kumabe and Fukuda empir-
ical expressions that were described above and listed in Table II.
Figure 9 was taken from the Gruppelaar and van den Bos report [46]
and shows the good agreement between the experimental values rec-
ommended by Qaim and the Kumabe and Fukuda systematics. The shapes
of the excitation functions, of course, were calculated from the
empirical formulas contained in the THRES2 code. Wherever pos'-
sible, these shapes were checked against available experimental
data and it appeared that the THRES2-generated shapes were ade-
quate. The scarcity of (n.p) and (n,a) experimental data over the
the full energy range, however, precluded a thorough check. In
Fig. 10 is shown an example provided in their report: the *"Zr(n,p)
cross section as calculated by THRES2 and renormalized to a 14.5
MeV value recommended by Qaim (the full curve). Other experimental
data is that of Carroll and Stooksbury [48] near threshold and that
of Bayhurst and Prestwood [49] at higher energies. In this figure,
I have also plotted a recent calculation which I made using the
STAPRE code (long dash curve) and the results of the same calcula-
tion if no pre-equilibrium modeling is used (short dash curve).
Note how well the cross section in the threshold region is repro-
duced by the Hauser-Feshbach calculation. If no pre-equilibrium
processes are allowed, the statistical model would predict a cross
section that is about 45% too low at 14.5 NeV. The apparent
"underestimation" of the threshold by the THRES2 code must result
when the overestimated cross section is normalized at 14.5 MeV.
Overall, the normalized THRES2 calculation provides a reasonable
excitation function for this reaction and is certainly of the
accuracy necessary for the study that Gruppelaar and van den Bos
carried out.
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(n,Y) CROSS SECTIONS

Due to time limitations and the fact that a number of speakers
at this Workshop have already addressed various topics that are
pertinent to the evaluation of neutron capture cross sections, I
would like to take the liberty of discussing only one method for
the prediction of neutron capture cross sections. This is the
method that we have been developing at Livermore involving the use
of gamma-ray strength function systematics in Hauser-Feshbach sta-
tistical model calculations. This approach, in its simplest form,
proposes using El and Ml gamma-ray strength functions, extracted
from measured capture cross sections in a limited Z,A range to
predict unknown capture cross sections for that range. As such,
it should be a valuable tool in predicting (n,Y) cross sections for
unstable targets.

The usual Hauser-Feshbach statistical model formulation for
the neutron capture cross section, in the region of overlapping _
resonances, requires a knowledge of the ratio of ry/D05S, where rY
is the average s-wave radiation width and D0(,s is the observed s-
wave resonance spacing, both at the neutron separation energy, Sn.
Suppressing spin and parity notation and considering only dipole
transitions,

(9)

The level density P(U) is the reciprocal of the level spacing D(U)
and TV and T?J' are the gamma-ray transmission coefficients* The
normalization of these transmission coefficients may be accom-
plished by performing the integration indicated in Eq. 9 for each
compound spin state produced by s-wave neutron capture, and then_
equating the results to the quotient of the measured quantit iesrY
and Dpbs• When experimental data are lacking, these quantities
must Be estimated and In regions of closed shells, such as_the
mass-90 region, the typical errors involved in predicting rYand
Dobs separately make i t d i f f i cu l t to compute their rat io to within
a factor of 2. Depending on the size of rY relative to the widths
of other open channels, th is might correspond to a 50% uncertainty
in the capture cross section at low energies and to larger uncer-
taint ies as the neutron energy increases.

An alternate form of Eq. 9 is

rY / [ f E i ( M + fm(EYH EY
3p(sn - EY) dEY

T = J
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where the gamma-ray transmission coefficients are expressed in
terms of gamma-ray strength functions, fxjitEy)* The El gamma-ray
strength function may be expressed in terns of the classical dipole
sum rule i f we assume a single Lorentz function for the shape of
the giant dipole resonance:

f ( E ) - 3 3 X 1 0 " 6 ¥ F „ M R ,

where ER and rR are the energy and width of the giant dipole reso-
nance and F$R is the fraction of the dipole sum rule that is ex-
hausted. In our work, we usually assume that the Ml gamma-ray
strength function is single particle in character (independent of
energy)_and contributes about 15-20% to the total s-wave radiation
width, fY. In addition, we assume that the strength functions are
independent of the excitation energy of the nucleus. Since the
gamma-ray strength function is an averaged quantity, i t is appro-
priate to extract i t from capture cross sections in the overlapping
resonance region. Our approach has been to adjust the value of rY/
Dobs? usec l ™ the normalization of the El and Ml gamma-ray trans-
mission coefficients, unt i l agreement with the experimental data is
achieved; then from this rat io calculate the effective El strength
function. This, in turn, can be compared with the prediction from
Eq. 11, in order to obtain a value for the parameter F$R.

The method is i l lustrated in Fig. 11 for the target nuclei,
85,87R5# Tne points are the experimental data [50,51] and the
curves are our adjusted calculations. The inset shows the single
extracted El strength function that represents both isotopes. The
power of the strength function approach is obvious; while the cap-
ture cross sections for the two isotopes d i f fer by a factor of 10
and the rY/D0bS values d i f fer by a factor of 27, the same strength
function is applicable. The neutron separation energy in compound
nucleus 86Rb exceeds that for °8Rb by 2.5 MeV. Thus the larger
cross section for the target °5RD J S due primarily to the fact that
in Eq. 10 one is integrating 2.5 MeV further up the strength func-
t ion curve.

Our original gamma-ray strength function studies [52] were
carried out for 12 target nuclei in the mass-90 region, from '^s
to IUJRh. Most of the values of FSR that were extracted over th is
range showed only small variations with mass - being about 0.75 for
compound nuclei with A=90 and about 1*1 f c A=94. The two marked
exceptions were for compound nuclei As and 1 MRh, where the FjR
values were about 2.6 and 1.6, respectively. These early studies
used the following systematics for estimating unmeasured values of
ER and rR:

ER = 35.4/A1 '6 (12a)

rR = (A7 '3 /7.227)( l . + 12.78 l | ) (12b)
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where 62 is the nuclear deformation parameter.
An example of how this gamma-ray strength function approach

can be applied to the prediction of unknown neutron capture cross
sections was recently presented for a series of Nb isotopes,
v*3,94,95N5 [53]. The total capture cross sections for the ground
state targets of 93Nb, 94Nb, and 95Nb are shown in Fig. 72. The
"Nb cross section was f i t t ed to experimental data during the der i -
vation of the strength function systematics; the '*Nb and ^^Nb
cross sections were predicted on the basis of these systematics.
The inset shows the El and Ml strength functions derived from the
93Nb calculational f i t . Nearly identical strength functions were
predicted for the other two compound nuclei. Since fY/D0bs is
proportional to the integral over the strength functions and de-
pendent on the integration l im i t , Sn, the same strength function
can readily lead to cross sections di f fer ing by a factor of two or
more. At incident energies below 0.1 HeV, the cross sections re-
f lect the relat ive magnitude of the neutron separation energies
in each compound nucleus. Above 0.1 MeV, the greater level density
in the odd-odd ^Hb nucleus allows more competition from inelastic
scattering processes and leads to the lower ^Hb capture cross
section.

While th is modeling successfully predicts the magnitude of
(n,Y) cross sections, i t f a i l s , in many cases, to reproduce the ob-
served hardness in associated gamma-ray spectra. Our recent ef-
forts have been directed towards the improvement of gamma-ray spec-
tra calculations by modeling the El gamma-ray strength function in
terms of a double-peak, energy-dependent Breit-Wigner model [54-
56].
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TABLE I

RANGE OF UNCERTAINTIES (%)a

Reaction

n,2n

n,p

n,a

.03-.05

20-50

20-25

25

.05-.10

10

20-30

25-40

N-Z
~T

•10-.15

10

20-40

30-60

.15-.20

10

30-150

40-150

aCross section uncertainties as computed from parameters built into
THRES2 code.

TABLE II

EMPIRICAL FORMULAS FOR (n,p) AND (n,a) CROSS SECTIONS AT 14 MeV
DERIVED BY KUMABE AND FUKUDA

A °nrP (mb)

4 0 - 6 2 21.8A exp [-34(N-Z)/A]

63 - 89 0.75A2 exp [-43.2(N-Z)/A]

90 - 160 O.75A2 exp [-45.0(N-Z)/A]

A Qn,a(mb)

30 - 60 51.0AV2 e x p [-30(N-Z)/A]

61 - 105 55.0AV2 exp f-33(N-Z)/A]

106 - 150 7.6 x 10-* A3 exp [-4O(N-Z)/AJ
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1. From Ref. 5. Relative contributions of nuclear reactions
induced by 14-HeV neutrons.
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4. From Ref. 9. 14.8-MeV (n,2n) cross sections including linear
energy and nuclear radius corrections plotted against (H-Z)/A.
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Discussion

Howerton

Before proceeding to the questions I should like to comment that
it must be obvious to everyone that we have moved into a different
realm when we discuss evaluation methods that agree with
experiment to 20%, 30%, 50% or factors of two. It is equally
obvious from allusions made by Dr. Gardner and other speakers that
the cost in terms of manpower and computer time often precludes
making as detailed calculations as should be done for any specific
reaction when we are faced by the necessity of providing for a
large number of reactions. Thus we must fall back on a less
precise method for providing estimates of the required cross
sections. While none of us are happy with the necessity to use
less precise methods, we must live with the world as It is.

Pearlstein

While I did a lot to parameterize and automate the cross sections
that could be calculated specifying only the nuclide charge and
mass, the possibility to factorize the (n,2n) cross section was
first pointed out to me by the work of Barr, Browne and Giltnore of
LASL.

Poenitz

I was suprised about the integration limit in your expression
for r /D. I would expect for activation cross sections an
integration to the excitation energy which is SR + Ej,.

Lone

Dr. Poenitz you are correct. The numerator r in the
expression r /D is the total radiative width of the ^capturing
state and tHus the integration is carried out to the excitation
energy of the capturing state.

Gardner

The ratio, r /D, as given in Eq. 9, when used tojiormalize the
gamma-ray transmission coefficients is actually r /Dot,<, where
r is the average s-wave radiation width and Dous is the observed
s-wave resonance spacing, both at the neutron separation energy.
Eq. 10 is an alternate form of Eq. 9, where the gamma-ray
transmission coefficients are expressed in terns of gaana-ray
strength functions. Once this normalization is achieved, then for
every incident energy, En, the integration is carried out form
zero to Sn + E n.
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CHARGED-PARTICtE CROSS SECTION DATA
FOR FUSION PLASMA APPLICATIONS

George H. Mi l e y

Fusion Studies Laboratory
University of Illinois, Urbana, Illinois 61801, U.S.A.

ABSTRACT

Cross-section data for fusion plasma calculations
are reviewed for three categories: fusion reactions,
nuclear elastic and inelastic scattering. While the
data base for the basic D-T fuel cycle seems adequate
for present purposes, continued refinement appears
warranted. Further, increasing enphasis on advanced-
fuel fusion introduces requirements for new reaction
rate and charged-particle scattering data over a wider
range of reacting species ( l ight elements through ^B)
and over a larger energy range (to several MeV). These
new needs are discussed along with suggestions for
increased emphasis on providing the user with more
convenient compilations. In particular, the extension
cf react iv i t ies (<"v>) to non-Maxwellian distr ibutions,
scattering matrix data, and development of computer
based f i les are noted.

INTRODUCTION

Charged-particle cross section data are important to four
aspects of fusion studies: plasma energetics, beam stopping in
inert ia l confinement targets, f i r s t wall erosion, and radiation
interactions in blanket materials. The latter three areas
involve charged-particle interactions with solids. This w i l l not
be considered in any detail in the present review which concen-
trates on data needs for fusion plasma calculations.

To date D-T fusion has achieved almost exclusive attention in
fusion research. Consequently, data needs seemed quite straight-
forward, dealing with D-T fusion reactions, slowing down of the
resulting fusion product (3.5-MeV alpha) and, to some extent, par-
asit ic D-D fusion reactions. Recently, however, there has been a
growing interest in "advanced" or "alternate" fusion fuels which
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would eliminate the need for tritium breeding and reduce induced
radioactivity and materials damage problems associated with large
neutron fluxes.[1-5]

The advent of the advanced jfuels (AFs) has greatly increased
the data needs for fusion studies. As outlined in Table I, these
fuels can be broadly separated into two groups: (1) deuterium
(D)-based, and (2) proton (p)-based. In addition to introducing a
multitude of new reaction species, some AF reactions result in
fusion products that are at a higher energy than the 3.5-MeV alpha
from D-T fusion, e.g., the D-^He reaction yields a 14.7-HeV pro-
ton while a multitude of energetic charged particles are involved
in the chain reactions that occur in a p-^Li plasma. Since AF
fusion represents an important new direction in fusion research,
the associated data needs will receive special attention here.

GENERAL REQUIREMENTS

Data required for fusion plasma calculations are outlined in
Table I I . In the present review we w i l l concentrate on fusion
reactions (fusion reactivi t ies) and high-energy scattering
(including Coulombic and nuclear collisions associated with the
slowing down of energetic particles in plasmas). While charge-
exchange and ionization reactions also play a crucial role in many
plasma calculations, these data are generally classif ied under
atomic data[6].

Broadly speaking, fusion cross section act iv i t ies can be
divided into four general categories: basic meansurements, eval-
uation, interpolation/extrapolation, and tabulation (Fig. 1).
Experiments result in microscopic cross sections, hopefully in-
cluding data on di f ferent ial angular and energy distr ibutions.
Evaluation of these data should not only involve a comparison of
independent experiments but also a comparison of experimental vs.
theoretical predictions. While such evaluations have attained a
fa i r l y sophisticated level in other f ields such as neutronics,
there remains a noticeable lack of .cr i t ical reviews in areas of
interest for fusion.

I t is generally desirable to have reaction cross-sect ions
cover an energy range up to 5 or 6 kT where T is the background
plasma temperature. Since advanced fuels may burn at ion tempera-
tures of 400 or 500 keV, this implies a data range to ~ 3 HeV. Of
course, data for interactions involving fusion products during
slowing must extend to their birth energy, e.g. , up to 14 HeV for
the D-3He proton. In view of other uncertainties in plasma
calculations, an accuracy better than 20-30% does not generally
seem warranted. However, as the f ie ld continues to mature,
continued refinement of the data base is highly desirable.
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Tabulation and reduction of fusion cross section data is
complicated by the variety of averages that are of interest. As
indicated in Table I I , the user may have need for speed-averaged
fusion reaction data for various ion distributions (Maxweiiian,
mirror loss-cone, etc.) in addition to data related to charged-
particle slowing in plasmas.

1) Fusion Reactivities

As the name thermonuclear fusion implies, fusion confinement
concepts frequently involve reactions between ions comprising
Maxwellian velocity distributions. Thus the "reactivity" <av>,
required to calculate the reaction rate R between species 1 and 2

R = njn2 <ov> , (1)

most commonly assumes a Maxwellian distr ibut ion. This average,
<av>m, is defined as

dE E a(E) exp i^f) « (2)
i 1

where T = the temperature of both species
m-j = mass of an ion of species i
M = reduced mass of the two fusing ions.

This form for <av>m assumes that both ion distributions can be
assigned the same temperature T.

Several variations of tha basic Maxwellian "reactivities" are
of interest in particular projects. For example, in some confine-
ment concepts fusion largely occurs by interaction of an energetic
ion beam with a target plasma. The TFTR "breakeven" experiment at
Princeton is an example. Corresponding calculations typically
assume an isotropic angular distribution for the ion beam and a
Maxwellian distribution for the background or target plasma ions.
Then the appropriate averaged reactivity for the beam ions at
speed vD is

) v 2 {exp[-3
2(vo-v)

2] (3)

-exp[-3
2(v0+v)

2]}dv ,

where the various quantities are

2 _ l712
6 " 2kT
v0 = velocity of injected particle
m2 = mass of background particle
mi = mass of incident particle-
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Note that in order to employ <<?v>5 in a practical case, the user
must still integrate over the speed distribution corresponding to
slowing down fb(v0) of the incident beam; that is, an integration
/ dvof[j(vo)<av>5 remains while evaluation of fb(v0) requires
a knowledge of the particular fusion concept involved.

Graphical and tabular presentations for <ov>m are available
in various reports [7-11] while <ov>5 is presented in Ref. 7.
The reactions included in the most recent compilation by
Howerton[ll] are indicated in Table III, along with information
about the base data used for the averaging.

In a mirror reactor, instead of a Maxwellian, the ions assume
a loss-cone distribution.[12] Essentially this distribution cor-
responds to a Maxwellian with a void in the region of velocity
space where ions escape through the loss cone (Fig. 2). To date,
however, workers in mirror research and also in other areas where
the deviation from a Maxwellian are not too severe have ignored
these effects and used <cv>m in calculations. The reason is
simply that other uncertainties in the analysis have been too
large to warrant the added detail in <av>. However, it appears to
the author that we are now rapidly approaching an era where the
added accuracy will be desired and important. Indeed, this will
pose a new challenge for those carrying out tabulations; namely
<av> tables should be enlarged to handle more cases.

If carried to the extreme, however, such tabulations could
become unwieldly. The alternative of leaving the averaging to the
user doesn't seem practical either. Thus, a conscious effort,
involving both tabulators and users, should be undertaken to
develop a list of generic distribution functions other than Max-
wellian for use in future tables. An alternate approach is to
develop utility processing routines that can be employed by the
user to carry out the averaging over an arbitrary distribution.

2) Fast Fusion Probabilities

As noted above, integration of beam-target reactivities over
the slowing down distribution of the incident beam gives the
fusion rate during slowing. This is comnonly expressed in terms
of the fast fusion probability Pij for ion j slowing in a
background plasma of species i. Thus,

p^j = 1 - exp( p?.) (4a)

where
3/2Ti

pt. = f n.<CTv(E)>.. (dt/dE).dE . (4b)
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The energy loss rate for ion j in the plasma, (dE/dt) j , is a
strong function of the plasma electron temperature Te. For
example, an approximate relation assuming only Coulomb scattering

where the quantity £nA is about 20 for typical magnetic plasmas
and about 10 for the denser inert ia l confinement plasmas.
Assuming,as implied earl ier,a plasma with Z = 1 and nj = ne,we
have (dE/dt)j a n,-. Consequently, the integral in Eq. (4b)
turns out to be independent of target density.

An i l lus t ra t ion of the fast fusion probability for energetic
protons slowing down in a °Li plasma is shown in Fig. 3 for Te
ranging from 100 keV to 300 keV. I f , for example, the proton
occurs by a 3He-°Li reaction, i t would have a birth energy of
~ 11 MeV. From Fig. 3, this proton would have a 5% probability of
fusing while slowing in a 100-keV °Li plasma. At higher elec-
tron temperatures the slowing down time is increased so that in
this example, i f Te = 300 keV, the probability increases to - 21%.

3) Scattering Cross Sections Data

The slowing down of energetic fusion products in a plasma
becomes increasingly important as the achievement of a "fusion
grade" plasma becomes closer. As indicated in Table II, three
types of "scattering" data are required: Coulombic, nuclear elas-
tic, and nuclear inelastic. Coulombic interactions are typically
treated analytically, leaving the main data needs to nuclear scat-
tering. [13-18] The latter are particularly important for AF
plasmas, and this has resulted in an increasing effort to generate
nuclear elastic data in the past few years. However, virtually no
data exist in the key area of nuclear inelastic scattering in a
regime of interest to fusion systems.

4) Theoretical Methods

Fairly comprehensive reaction R-matrix analyses of select
fusion reactions have been carried out and continued studies are
in progress.[19-22]Results have been presented for T(d,n), D(d,n)
D(d,p), T(t,Zn) and 6Li(p,3He) reactions. Future extensions
to nuclear elastic scattering are planned. As pointed out by G.
Hale,[19] R-matrix theory provides a framework for f i t t i n g and
extrapolating cross sections whereby both long-range effects ( l ike
penetration of the Coulomb-angular momentum barrier) and short-
range (nuclear) effects arise in a simple and physically meaning-
fu l way. Moreover, the interaction of these effects in the theory
generally leads to a different energy dependence for the low-

- 939 -



energy cross sections than that obtained from the representations
of fusion cross sections commonly used. Indeed, there are indica-
tions from T(d,n) and T(t,2n) comparisons that the R-matrix
dependence is more nearly correct.[19,20]

At higher energies, the reactions appear to be dominated by
broad, overlapping structures, a few of which appear as definite
bumps in the integrated cross sections. These structures can be
associated with def in i te R-matrix levels, however, with the help
of angular distr ibution measurements, particularly those for
polarization observabies. Use of a l l the available experimental
data in these analyses offers stat is t ical advantages, especially
in cases where direct measurements of the cross sections are con-
f l i c t i ng or incomplete. In those cases, this may even allow a
resolution of the d i f f i cu l t i es .

The use of R-matrix calculations then appears as a valuable
technique for interpretation, extension, and evaluation of fusion
data. In principle such calculations can yield a unified cross-
section data set in which both nuclear elastic scattering and
reaction cross sections are calculated from the same R-matrix
parameters. Such calculations should provide a most valuable aid
as evaluators attempt to further resolve and refine fusion cross
section data.

FUSION REACTION AND SCATTERING DATA

In the following sections we w i l l consider reaction and
scattering data in more de ta i l , out l in ing sources of available
information and indicating some serious gaps in the data.

1) Reaction Data

The recent review of fusion reaction data tor fusion
applications by G. Shuy[4] is rel ied on here heavily.
A summary of reaction data is presented in Table IV
where i t is observed that a majority of the measure-
ments for relevant reactions contain re lat ively large
uncertainties. This is clearly an unsatisfactory
situation as the search for at t ract ive AF systems
continues. On the other hand, the si tuat ion for
select key reactions is not so serious. These include:

a) 0-T, D-D, and P-3He reactions

While there has only been one measurement of the
basic D-T react ion:[4]

D + T - a + n (17.59 MeV) (6)
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since I960, the integral data seem adequate from 0.01 to
15 MeV. However, as noted by Shuy [4], discrepancies in
angular distributions exist above 5 MeV. These data
could eventually become important and consequently
deserve more attention. Further, due to the vital role
of D-T in fusion, it would seem prudent to remeasure
this reaction over the er,:.ire energy range in order to
reduce the existing 10-20% uncertainty.

Measurements for the two D-D reactions

D + D -* 3He + n (3.27 MeV) (7a)

+ p + T (4.03 MeV) (7b)

have been evaluated by Liskien and Paulsen [23] for the
range of 0.013 to 10 MeV. Results appear adequate for
fusion uses at this time.

The D-3He reaction,

D + 3He •* p + a (18.35 MeV) (8)

has received no measurements since 1960. A f a i r l y large
uncertainty (25-35%) exists in the neighborhood of the
430 keV resonance. In view of i t s key position as an
AF, this question deserves attention. Hale's review
[19] suggests, however, that integral data is reasonably
good up to 15 MeV.

b) p-Based Reactions

Considerable uncertainty exists for many of the
multitude of p-based reactions. Two key fuel cycles
that are of particular interest as candidates for almost
"neutronless" fuels are p-°Li and p-^B. The fact
that these fuels can approach igni t ion[4] makes them
especially attractive.

As indicated in Table V, a p-^Li fusion plasma
would involve a number of reactions in addition to the
basic reaction:

p + 6Li -• 3He + a (4.02 MeV) . (9)

Recent measurements of the lat ter reaction by Elwyn[24]
over the range 0.14-3 MeV appear fa i r l y def in i t ive, but as
summarized in Table VI , many of the other p-°Li plasma
reactions need careful attention. Indeed, recent measure-
ments of the key 3He-6Li reaction[25] indicate that
this cross section (with a l l decay channels included) is
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lower than originally estimated. The result is that
ignition of p-5Li for T^ below ~ 500 keV is now in
doubt.[4]

Uncertainties in the p-^B reaction

p + H B -> 3a (10)

drew strong attention in recent years as interest grew
in this nearly ideal "neutronless" fusion fuel. The
recent measurement by Davidson[26] over the range 0.08-
1.4 MeV resolved some of the questions, although uncer-
tainties in the region of higher lying resonances (7
pronounced resonances are observed up to 5 MeV) require
more attention.

In addition to reaction cross sections (10),
evaluation of parasitic ganma and neutron production
requires, as indicated in Fig. 4, data for other
reactions such as " C branching ratio and H B - " B
reactions. Norbeck[27] has reported recent measures of
these cross sections. Indeed, as shown in Fig. 4, the
corresponding reactivities are several orders of
magnitude lower than for p-*lB itself. Still, this
is important since even low levels of radioactivity must
be considered in evaluating this nearly ideal fuel.

2) Nuclear Elastic Scattering

As pointed out earlier, nuclear elastic scattering
can become an especially important mechanism in AF
plasmas due to the combination of high electron tempera-
ture and more energetic fusion products. (See, for
example, Fig. 5.) In that case, hard collisions between
energetic (MeV) fusion products and fuel plasma ions can
"knock-up" the latter to relatively high energies,
causing a bump on the tail of the otherwise Maxwellian
ion distribution. Since ions in the tail of the distri-
bution are major contributors to fusion reactions, this
"bump" can result in an important enhancement in fusion
reactivities, i.e., fusion rates. For example, the
ratio of <ov>eff calculated for p-^B reactions in-
cluding this effect normalized by the normal Maxwellian
<av> is shown in Fig. 6. This result has led Shuy[4] to
predict ignition against Bremsstrahlung losses is
possible for p - n B with T1 ~ 250 keV and T e ~ 150 keV.

Similar enhancements in <ov> have been noted for
D-D and D-3He plasmas. As illustrated in Table VII,
in D-D and catalyzed-D plasmas, a variety of energetic
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fusion products can undergo nuclear elastic effects.
The tritium and *>He can also undergo fast fusion
events during slowing, although this contribution to
fusion is generally small compared to fusion reactions
that occur after they thermalize. As shown in Fig. 7,
when "knock-up" ions due to nuclear elastic scattering
are included, the reactivity is increased by ~ 20% at
T-j - 40 keV where ignition occurs for catalyzed-D
fusion.

As outlined in Table VIII, based on Shuy's re-
view[4], data on nuclear elastic scattering is generally
available for reactions through 3He-3He. However,
there are significant gaps in data involving heavier
elements.

The most comprehensive data bank for nuclear elas-
tic scattering is that compiled by Perkins and
Cullen[13], They have considered the 25 projectile-
target combinations of the particles, p, D, T, 3He,
and a, based on data from about 100 references (the
differential cross section data used were sent to the
National Nuclear Data Center at BNL and are available
from that center). They obtained nuclear (plus
interference) elastic cross sections from these data by
subtracting out calculated Coulombic interaction
contributions. Results are presented for the following
quantities integrated over the center-of-mass scattering
cosine: reaction rate, average fractional energy loss
per collision, average fractional energy loss per unit
path length, and average laboratory scattering cosine.
A typical plot of these results is shown in Fig. 8 for
an alpha particle impinging on a tritium target. (This
particular case has a sharp peak at an a energy of ~ 5
MeV while the behavior of other projectile-target
combinations may be more or less smooth.

A basic problem encountered in the treatment of the
nuclear elastic data is that the differential cross
section da/dfipjE (including interferences) exhibits
poles at the extreme scattering cosine (n) values, hence
is nonintegrable. Consequently, Perkins and Culien, in
their analysis, define a new cross section:

'- <>-•* fe) • «"•>
2 0 for like particles

where n = { (lib)
for unlike particles,
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r

which is integrable over the en t i re range of in te res t .
Then, the various quant i t ies of in te res t can be obtained
by d i rec t i n teg ra t ion . For example, the average energy
loss per u n i t path leng th , dE(E)/dx, i s simply:

4TTA,AO
 X

where nj is the target-ion number density, Aj is the
atomic mass of the projectile of energy E incident on
stationary target of atomic mass A2 and m = -1 for
unlike particles, m = 0 for like particles, and n2 =

Likewise, the average fractional energy loss per
collision is:

where CT̂JE
 1S t n e total nuclear elastic (plus

interference) cross section defined by

n2 = max (n+, n C Q) . (14b)

Here ^QQ, representing the boundary between large-
angle and small-angle scattering, is taken as - 20°
(cm. angle). The cosine n+ corresponds to the point
where the cross section (including interference effects)
goes through zero. Indeed, for most cases n+ ~ n^Q.

Expressions for the reaction rate and average
laboratory scattering cosvne can be derived in similar
fashion (see Ref. 13).

As pointed out by Perkins and Cullen[13], results
such as presented in Fig. 8 can be used to correct en-
ergy loss rates due to Coulomb scattering, or in more
exact transport calculations, to account for large-angle
nuclear scattering. A problem discussed later is that
present trends in these calculations involve use of
scattering matrix techniques, and convenient data forms
are desirable for such approaches.



3) Nuclear Inelastic Scattering

Energetic ions from AF reactions can, in addition
to nuclear elastic scattering, excite nuclear levels,
losing energy by inelastic scattering. For example, for
the 14-MeV proton from D-^He slowing against
deuterium, the inelastic cross section is ~ 0-15 barns
vs.-0.65 barns for elastic events.[28] Thus, while
inelastic scattering does not appear to be a dominant
effect, it could be significant, especially in some AF
cases where ignition is marginal.

Thus far, however, inelastic scattering has not
been included in any bum calculations that the author
knows of, nor does an adequate data base exist.
Consequently, this represents an important area for
future work.

OATA REDUCTION

To understand the type of data required for fusion plasma
calculations, we review the typical AF burn code flow chart of
Fig. 9. Basically this program requires reactivity data (as a
function of ion temperature Tj), both nuclear elastic and
inelastic scattering data, and fast fusion probabilities. AF
codes now being developed typically use a multigroup energy
approach to handle the variety of particles, interactions, and
large energy range involved. Consequently, a format consistent
with such an approach should be one of the options available from
data banks.

Most calculations for magnetic confinement studies have been
centralized on the computers available at the National Magnetic
Fusion Energy Computer Center (NMFECC) at LLL. Future data
compilations could take advantage of this by making files
available through this center. (Alternate access would still be
necessary since a few users and the ICF community do not yet use
the NMFECC facilities.)

To date most data have been distributed through reports and a
standard format has not been developed. Consequently, this
appears to be an opportune time for compilers, evaluators, and
users to set up guidelines for development of a national data bank
and format for fusion applications.
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CONCLUSIONS

Based on the review presented here, we conclude t h a t :

• The ex is t ing data f o r the basic fusion fue l cycles
are "adequate" f o r present ca lcu la t ions , but should be
improved as the f i e l d matures.

• The growing in te res t i n AF fuel introduces new needs due
to gaps in both react ion rate and scat ter ing cross
sections f o r the var ie ty of ion species and energy range
of interest.

• Evaluations of the accuracy of charged-particle cross
sections in the regime of interest to fusion have been
"sparse" to date and should be intensif ied in the
future.

• Thus far no attempt has been made to develop a guideline
for presentation of data in a form that is most con-
venient to workers doing plasma calculations. The use
of the NMFECC computer for files appears as an important
opportunity in this respect. The variety of data and
various averaged quantities of interest require careful
consideration by both compilers and users.

In summary, the opportunity to establish a national data bank in
the rapidly growing area of charged-particle cross sections for
fusion represents an exciting challenge for the nuclear data
community.
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Table I

Some Key Advanced Fuel Reactions

CONVENTIONAL

Prime '

Exotic

D + T -*• n 4 a

Advanced

D*"D D+D

CAT-D Burn

D' ID

p+»B p+"l

D-T

He — o +

product T
in situ

J — 3 a

P

8 3He

"I...

QFlMeV

17.6

3.6

18.3

21.6

<5.0

8.7

'c

0.2

0.33

1.0

0.62

-0.9

1.0

Nott
QF: total fusion energy released
fc: frocflar? @f energy to charged particles
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Discussed

here

TABLE I I

Data Requirements

Fusion Cross Sections cf

React i v i t i es (Maxwellian) <ov>n

Beam-Target (Maxwellian Target)

Specialized Reactivities
(j:non-Maxwellian distribution)

High-Energy Scatter ing

Coulombic os

Nuclear E las t i c o j E

Nuclear Ine las t i c act

Charge-Exchange

Ionization
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TABLE III

Evaluated Charged Particle Induced Reactions in
The LLL Evaluated Charged Particle Library (ECPL). Ref. 11

Reaction

D(d,n)3He

D(t,n)4He

D(d,p)T

T(p,n)3He

T(d,n)4He

3He(d,p)T

6Li(d,n)7Be

6Li(T,2n)7Be

6Li(d,p)7Li

6Li(He3,d)

6Li(d,p+t+4He)

6Li(d,4He)4He

7Li(p,n)7Be

7Li(p,2n)7Be

7Li{t,3n)7Be

7Li(3He,t)7Be

10B(d,n)UC

10B{d,p)nB

10B(p,3He+24He)

10B(p,4He)7Be

10B(d,34He)

11B(p,n)11C

UB(d,n)12C

HB(d,p)12B

UB(p,34He)

Q-Value
(MeV)

3.37

17.59

4.034

- 0.764

17.59

18.354

3.382

- 2.87

5.027

0.11

2.558

22.374

- 1.64

- 3.86

-10.13

- 0.88

6.47

9.23

- 0.44

1.15

17.914

- 2.77

13.73

1.14

8.683

Range
(MeV)

.001-20.

.001-20.

.001-20

1.025-20.

.001-20.

.005-20.

.001-20.

4.31 -20.

.001-20.

.2 -20.

.001-20.

.001-20.

1.88 -20.

4.97 -20.

14.47 -20.

1.25 -20.

.001-20.

.1 -20.

.484-20.

.1 -20.

.001-20.

3.02 -20.

.001-20.

.1 -20.

.068-20.

c/s,

C/S

c/s

c/s,

c/s,

c/s,

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

c/s

Properties

ang. dist.

anq. dist.

ang. dist

ang. d^st.

of n

of n

of n

of p
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TABLE IV

Overview of Fusion Reaction Data

D

T

3He

6Li

7Li

7Be

9Be

10B

U B

D

0.013-141"
( 50-90)*

0.01 -15
(94-112,

0.25-15
(117-125)

0.1 -1.0
(213-225)

0.6 -2.6"
(287-300)

0.8 -1.7X

(331-332)

0.15-19
(351-370)

0.14-12"
(394-415)

0.3 -10x

(441-453)

T

/

0.04-2.2
(143-146)

.15-1.9
(149-154)

0.3- 20x

(226-230)

0.23-2.5"
(301-310)

None"

0.52-2.1
(371-372)

0.8-2.0"
( 416 )

1.0-2.1"
(454,455)

3He

/

/

0.06-2.2
(159-163)

1.2 -4.2X

(232-245)

0.8 -6.0X

(312-325)

None"

1.6-20"
(376-380

2.0-19"
(424-430)

0.9-18"
(456-460)

P

1.1 -10
( 31-45)

-

0.14-12
(197-210)

0.8 -15"
(255-285)

X

0.028-2.0
(341-345)

0.06-6.3"
(388-390)

0.17-10X

(434-440)

Based on data in Ref. 4.

^Energy range of measurements, MeV

•Reference numbers (keyed to listing in Ref. 4)

xMeasurements insufficient and/or inconsistent
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TABLE V

Summary of Key Reactions for the p-6Li Fuel Cycle

Primary »
p + 6Li - *3 H e (2.3 MeV) + a (1.7 MeV)

3He + 6Li - p (11.3 MeV) + 2a (2.81 MeV)

-> p + %e (various nuclear levels)

- d (.088 MeV) + 7Be (.026 MeV)

Secondary and Tertiary Reactions
r - n + 7Be (.42 MeV)

p (4.4 MeV) + 7Li (.63 MeV)

d + 6Li I - p (1.6 MeV) + t + a

n + 3He + a

2a (11.2 MeV)

d + 3He - p (14.6 MeV) + ct (4.7 MeV)

n + 3He (.82 MeV)

p (3 MeV) + t (1.01 MeV)

d + 7Be -»• p (11.2 MeV) + 2a (2.8 MeV)

d + t - n + 4He (3.5 MeV)

.8 MeV)

d + d

t +
f-* d (9.6 MeV) + a (4J

3He<
V.-* p + n + a

3He + 3Ke -* 2p (5.7 MeV) + a (1.4 MaV)

3He + 7Be -*2p (4.5 MeV) + 2a (1.1 MeV)

t + 7Be - p (4.2 MeV) + 2a

d + 7Li - n + 2d (2.52 MeV)

Other Reactions: over 30 side

reactions plus thirt
exothermic reactions
reactions plus thirteen Li + Li
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TABLE VI

Key Cross-Section Requirements for the p-^Li Reactor

REACTION

3He + 6Li -• d + 7Be

3He + 6Li •* n + 8Be

3He + 6Li •* p + 2a

6Li + 6Li •* p + a + 7Li

-* 3He + 9Be

-> 2p + 10Be

-* n + 3He + 2a

d + 7Be •* p + 2a

3He + 7Be ->• 2p + 2<x

a + 3He •+ a + ̂ e

a + t •* a + T

d + ̂ Li •*• 5 channels

3He + 3He -*• 2p + a

REASON FOR
IMPORTANCE

A,B,

B

A,C,D

A.CD

A

A,B,C,D

A,B

A.C.D

A,C,D

D

D

A,B5C,D

A,C,D

ADEQUATE X-SECTION DATA

INCOMPLETE

INCOMPLETE

INCOMPLETE

NO

NO

NO

NO

NO

NO

NO

NO

NO DATA ABOVE 1 MeV

NO DATA ABOVE 2.2 MeV

A - HAS IMPORTANT EFFECT ON EQUILIBRIUM PLASMA PARAMETERS
THROUGH <atf>th

B - NEUTRON AND RADIOACTIVE MATERIAL PRODUCTION

C - AFFECTS FAST FUSION PROBABILITY

D - NUCLEAR ELASTIC SCATTERING
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TABLE VII

Energetic Fusion Products in D-D and Catalyzed-D Reactors*

d + d r -* n(2.45 MeV) + 3Re (.87 MeV)

I . - p~(3.01 MeV) + F( l . MeV)

d + t •* n(14.06 MeV) + a(3.5 HeV)

d + 3He •* p"(14-68 MeV) + a(3.67 MeV)

A bar signifies an energetic ion capable of undergoing nuclear
elastic scattering. The tritium and 3He can also undergo
fast fusion.
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TABLE VIII

Summary of Nuclear Elastic Scattering

D

T

3He

6Li

7Li

Be

9Be

10B

D

2.0 -20t
(46-49)*

0.013-10
( 91-93,

0.38-20
(113-116)

2.0 -7
(211-213)

0.4 -1.8X

( 286 )

0.4 -7
(346-350)

1. -16X

(391-393)

T

'

1.58-2
(141-142)

5.0 -19
(147-148)

None"

Nonex

0.6 -2.1
(371-372)

1.5-3.3X
(416-418)

3He

5.0 -20
(155-158,

8.0 -20x

( 231 )

10 - 11X

( 311 )

Measurement"

1.2-20x

(373-375)

4.0-20x
(419-423)

— No Data
Reported

4He

0.3 -20
(164-178)

1.2 -18.2X

(179-182)

1.72-20
(183-190)

2. -7.5
(246-250)

1.6 -20X

(326-330)

1.4 -20
(381-384)

2.0 -20x
(431-433)

P

0.2 -30
( 1-20 )

0.05-8.3
( 21-30 )

0.1 -20
(126-140)

0.5 -16
(191-196)

0.4 -20x

(251-254)

0.2 -10
(333-340)

0.15-10.5X
(385-387)

Based on information in Ref. 4.

"•"Energy range of measurements, MeV

•Reference numbers (keyed to listing in Ref. 4)

xData insufficient and/or inconsistent
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and

Extrapolation

Microscopic
Cross Section Data

(o)

Data Evaluations

• Intercomparisons

• Theoretical comparison

• Integral experiments
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a-data Set

1
Tabulation and

Reduction

Library of Averaged

or

"Group" Cross Sections

Figure 1 . Data Flow Chart

User
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PROBABILITY OF p6Li FAST REACTION

to
in
t©



10 100
TEMPERATURE (keVj

1000

Figure 4. Reaction raps for ^B reactions. The primary
1JB + p •* 3JHe reaction is given to facilitate
comparison with the
various nuisance reactions.
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E (MeV)

Figure 5. Energy Loss Rates for Test Ions in D-Plasma (ne =
rifj = 1014 particles/cm3). From Ref. 3.
Assumes Hn A-je ~ an A,,- - 20- Note that at
higher energies where electron "drag" is the
predominant Coulombic loss rate, nuclear elastic
scattering is comparable in magnitude with electron
drag.
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Figure 6. Effective reactivity for p-^B including a non-
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Discussion

Burrows

I believe that there have been several measurements for the D+D
and D+T reactions (MeV range) since 1960.

I am glad to hear that. Also, one of the attendees at the meeting
pointed out Co me that some new measurements are in progress. Let
me hasten to add that the literature review of this paper was
simply done by me as a user to quickly survey the field. Indeed,
for reaction rate data I largely depended on Shuy's excellent
earlier survey (Ref. 4 ) . Some important work may have been
overlooked by me in this process. Still one purpose of having a
user present this view was to find out what information is
generally known by workers in the field. I would hope that this
will provide an incentive to others to point out oversights.

Bhat

Can you comment on the use of nuclear reaction for plasma
diagnostics especially for short time response?

Actually, atomic phenomena are most frequently involved in plasma
diagnostics. Examples include detection of charge-exchange
neutrals escaping the plasma and spectroscopic studies of
radiation from partially ionized impurities and from fuel at the
cold outer layer of the plasma. Two measurements involving
nuclear reactions come to mind—detection of alpha particles and
also of neutrons from fusion reactions. In inertial confinement
experiments, the use of magnetic spectrometer and time of flight
measurements of the energy spectrum of alphas created by D-T
reactions has enabled a measurement of fuel ion temperature,
tamper p R, and the buildup of electrostatic potential on the
target. Measurements of neutrons can also yield ion temperature
data, either based on the spread of the D-T energy distribution or
on the ratio of 2.54-MeV D-D neutrons to 14-MeV D-T neutrons. In
conclusion, though, I would agree that more thought should be
devoted to the possible use of nuclear reactions for diagnostics.

Bhat

For p+ B reactions, are the nuclear data reaction needs less for
inertial confinement as opposed to plasma reactions?
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The potential use of p- B as a "neutronless" fuel was initially
stressed by Wood and Weaver at LLL who were interested in its use
in inertial confinement fusion (ICF) pellets. A major advantage
of the ICF approach is that losses due to synchrotron radiation
are eliminated since no confining magnetic fields are used. The
disadvantage is the large input energy required to burn p-11B
(assuming ignition is indeed possible). One approach that we have
been considering at Illinois is the use of a small D-T "seed" in
the center of the pellet that is shock heated to ignition. It
then, in turn, heats a surrounding p- B layer. This compromises
some of the advantage of p- B since neutrons are produced by the
D-T seed. However, the neutron flux is still relatively low. To
attempt to burn p- B with magnetic confinement would require a
very high 3 (plasma pressure/magnetic pressure) device such as the
Surraacs under study at UCLA. Regardless of the approach, the
nuclear data needs are much the same. As pointed out in the talk,
continued refinement of data for the basic reaction as well as
parasitic reaction data are needed. Distortion of the tail of the
ion distribution faction due to nuclear elastic scattering events
is especially important, so refinement of scattering cross section
data also becomes crucial.

Larson

The importance of specification of and inclusion of variances and
covariances in evaluation of neutron data has been stressed at
this meeting. Are you considering inclusion of this information
in charged-particle evaluations from the beginning of this effort?

I have not considered this possibility in any detail. Off-hand,
however, its inclusion sounds good to me, speaking mainly as a
user of the data. We are in a fortunate position since, compared
to the area of neutron reaction data, we are just at the beginning
of formularizing charged particle data "banks" for fusion.
Consequently, this is a good time to incorporate new procedures
that take advantage of experience gained in the neutron area.

Hale

You mentioned the possible need for new measurements of the T(d,n)
cross section since it had not been done since around 1960. As
you may know, these measurements are being carried out now at Los
Alamos for T(d,n) and also for D(d,n) and T(t,2n) at energies in
the 10-100 keV range. The results of these measurements should be
available in about a year.
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I was not aware of this work and am certainly pleased to hear that
it is being done. As I stated in the paper, continued refinement
of these basic cross sections is very desirable.

Hale

When you talk about "inelastic" scattering, do you really aean
scattering from excited levels in the light targets, or do you
refer to secondary reactions induced by the products of the
(primary) fusion reactions?

I refer to collisions that result in excited levels in the
target. These levels can, in principle, decay in a variety of
ways e.g., emission of gamma rays or via "break-up" into charged
products.
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SUMMARY REVIEW FOURTH DAY (25 September)

(Photon Production, Special Fission Properties, Neutron
Activation Cross Sections, Charged Particle Induced Reactions)

J.J. Schmidt

Nuclear Data Section
International Atomic Energy Agency

Vienna, Austria

Today's talks again reviewed several interesting and
important evaluation topics ranging from photon production data to
light-charged particle reaction data of interest to fusion with
most of the papers dealing with fission properties. Let me
consider with you some of the high-lights contained in these
papers.

Photon production data form an important part of evaluated
nuclear data libraries since photon production constitutes a
significant portion of the overall reaction energy output. From
Fu's concise review of the major methods for the evaluation and
estimation of photon production data the large progress in recent
years in the understanding of photon spectra became apparent,
particularly, through the introduction of the precompound model,
It appears, however, that only part of the present day's detailed
knowledge and methodical capability has entered into the evaluated
data libraries.

In his lucid review of problems encountered in the evaluation
of fission cross sections for secondary actinides Weigmann
contested the assertion by the Harwell group that present fission
theory predictions of o^ can be as accurate as ±252 by pointing
out the large systematic discrepancies in data on the fission
barrier heights as deduced from resolved resonance, (d,pf) and
other measurements. In the subthreshold range a 0.5 MeV
discrepancy in barrier height may lead to an uncertainty of a
factor of five in the fission width. He furthermore emphasized
that the question of the transition state density above the
fission barrier is still far from being solved and expressed the
hope that this problem would find adequate attention at the
planned IAEA meeting (1983) on nuclear level density.

Rider reminded us of the importance of accurate fission
product yield data for the calculation of reliable decay heat
curves which are indispensable for emergency cooling design for
nuclear power reactor corss.

An impressive amount of experimental and theoretical model
data has been accumulated in the 1980 version of ENDF fission
product yields, for thermal, fission spectra and 14 KeV
neutrons. While little work has yet been devoted to modelling
yield data outside these three energy regions, Rider warned
against over-emphasizing the importance of the energy dependence
of fission yields which affected essentially only the rather
unimportant low-yield region around symmetric fission.
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The energy release in fission and its partition into fragment
kinetic energy and radioactive decay energy are important for
determining nuclear reactor power and for considerations of
nuclear safety, Sher pointed out. He demonstrated that with the
recent improved knowledge of fission product yields and mass
defects, fission energy releases for the major fissile and fertile
isotopes can presently be calculated to accuracies of fractions of
one MeV, and to somewhat poorer accuracy for other actinide
isotopes. However, some problems remain in the accurate knowledge
of some of the components such as fission fragment kinetic
energies, beta and delayed gamma decay energies, and the prompt
gamma energies.

Mad land gave a fine review of the methods used in evaluating
prompt fission neutron energy spectra and prompt neutron
multiplicities. Particularly, his and Nix's recent work based
upon a physically refined application of standard nuclear
evaporation theory allows a fairly simple yet accuarate
simultaneous description of the energy dependence of these two
quantities and promises to lead to a considerable improvement of
prompt fission spectrum data as contained in present evaluated
data files. As far as the low-energy part of the spectra is
concerned recent experimental work at Leningrad and other places
seems definitely to rule out the existence of any structure in the
energy dependence.

Maureen Gardner underlined the important role which nuclear
model calculations and systematics play in interpreting and
complementing the available experimental material on neutron
activation cross sections. Users' accuracy needs and available
money should determine the choice of using more sophisticated,
accurate and expensive model calculation or less expensive seai-
empirical methods. In special cases e.g., the estimation and
summation of reaction cross sections over many fission product
nuclides, the use of a semi-empirical approach such as that
contained in Pearlstein's THRESH-2 code has proven to be
successful and continues to be adequate.

Mi ley ended the workshop by reviewing the requirements and
status of charged particle nuclear data for conventional and
advanced nuclear fusion reactor concepts. While the data for the
basic (d,t) fusion reaction are rather adequately known, advanced
fuels introduce new needs for still largely unknown charged
particle reaction and scattering data. Hiley expressed the hope
that the LASL R-matrix analysis of light isotope cross sections
would help to fill the gap. He also emphasized the need to
include, from the beginning, variance-covariance data in the
evaluation.
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CHARGED PARTICLE REFERENCES

No Lab Work Reference Eain G u t Author. Coaaents
Type (IHfV) (HeV)

*H{p.2p)n o(E.Ef.O)

1 LAS Revw S BNL-SCS-51363 517 81 1.4+1 S t e w i r t . CURV.PHASE CALC.CFD EXP
3H(p,n)3Ha o(E)

2 LAS Revw S BNL-NCS-51363 517 81 NDC S t e w a r t . DEDUCED INVERSE

3 Ul Revw S BNL-NCS-51363 915 81 1 1*0 1.0*1 M i l e y NDG.SURVEY- DATA FOR FUSION
3Hc{p.clastic)3He a(E)

4 LAS Revw S BNL-NCS-51363 494 81 1 0 - 2 I 1-1 Hale. R-MATRIX CHARGE SYMMETRY

"Liip.x) a(E)

5 HI Revw S BNL-NCS-51363 915 81 1 4 1 1 2*1 Miley. SDC.SURVEY-DATA FOR FUSION
eIMp.3He)*He a(E)

6 L'l Rev» S BNL-SCS-5i363 915 81 SDG Miley NDG.KEV SICS FOR P-L16
7l.l{p.x) a{E)

7 Ul Revw S BSL-NCS-51363 915 81 6 .0 1 1.5*1 Mi iey NDG.SURVEY-DATA FOR FUSION

8 Ul Rev» S BNL-SCS-5I363 915 81 NIC Miley NDG.SURVEY-DATA FOR FUSION"
9Be(p.r) a{E)

9 Ul Revw S BNL-NCS-51363 915 81 2 8-2 2.0*0 Miley NDC SURVEY DATA FOR FUSION

'°B{p.n)'°C a(E)

10 Ul Revw S BSL-NCS-513S3 915 81 6 . 0 - 2 6.3*0 ill l ley NDG.SURVEY-DATA FOR FUSION

"Blp.n)"C a(E)

11 til Revw S BNL NCS-51363 915 81 1.7-1 1 0*1 Mi iey . NDG.SURVEY-DATA FOR FUSION

*H{d.p)3H a(E)

12 Ul Revw S BNL-NCS-5J3C3 915 81 NOG Miley NDC.KEY SICS FOR P-l .16

*H{d.n)3Hc a(E)

13 lil Revw S BNL-NCS-51363 915 81 1.3-2 I 4*1 Mi ley . NDCSURVEY-DATA FOR FUSION
Revw S BNI.-NCS-51363 915 81 NDK Miley NDC.KEY SICS FOR P-LI6

3H[d.n)4He a(E) • factor

14 LAS Revw S BNL-NCS-51363 494 81 0.0*0 3.5-2 Hale. CURV.R-MAT.S-FCT. CFD OTH

3H{d.n)4He a(E)

15 Ul Revw S BNL-NCS-51363 915 81 1.0-2 1.5*1 Miley NDC.KEY SIGS FOR P-LI6.

Revw S BNL-NCS-51363 915 81 NDC Mi iey . NDG.KEY SIGS FOR P-L16
3'Held, elastic)3 He a(E )

16 HI Revw S BNL-NCS-51363 915 81 NDC Miley NDC KEY SIGS FOR P L16
3He{d.p)4He a(E)

17 Ul Revw S BNL-NCS-51363 915 81 2.5-1 1.5*1 Miley . NDG.SURVEV-DATA FOR FUSION
Revw S BNL-NCS-51363 915 Bl NDC Mi ley . NDG.KEY SICS FOR P 1 . I 6

a(E)
18 Ul Revw S BNL-NCS-51363 915 81 NDG Mi ley . NDG.KEY SIGS FOR P-L16
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CHARGED PARTICLE REFERENCES

No Lab Work Reference Gain E n x Author. Coments
Type (MfV) (HeV)

el.i(d.p+:)'He a(E)

19 UI Revw S BNL-NCS-51363 915 81 SDG Mlley NDC.KEY SICS FOR P LI6
el.x(d.a)4He cr{E)

20 UI Rev* S BNL-NCS-513S? 915 81 SDC M i ley NDG.KEV SICS FOR P-LI6
6Li{d.p)7Li a(E)

21 UI Rev* S BNL-NCS-51363 915 81 SDC Mlley. NDG.KEY SICS FOR P Llfi
6i,i(d.n)7B( a{£)

22 VI Revw S BNI.-NCS-51363 915 81 1.0-1 1.0*0 Mi If.v NDC.SURVEV DATA FOB FUSION
Revw S BNL-NCS-51363 915 81 SDC Mi ley NDG.KEY S1GS FOR P-LI6

7Li{d.n + 2d)*He a(E)

23 UI Revw S BNL-NCS-51363 915 fil NDG Mlley . NDG.KEV SICS FOB P-L16
7L\(d.n)BBe a{E)

24 UI Revw S BNI.-NCS-5I363 9ID 81 6.0-1 2.6*0 Mlley . NDG.SURVEY DATA FOR Ft'SION
7Be{d.x) a(E)

35 UI Revw S BNL-NCS-51363 915 81 8.0-1 1.7*0 Mi ley. NDG.SURVEY - DATA FOB PirslON
7fle(d.p»aj";/t a(E)

26 UI Revw S BNL-NCS-51363 915 81 NDG Mlley NDG KEY SICS FOR P-LI6
9Be(d.z) a(E)

27 L'l Revw S BNL-NCS-51363 915 81 1.5-1 1.9*1 Ml ley . NDG.SUBVEY-DATA FOR FUSION
28 UI Revw S BNL-NCS-513S3 915 81 1.4-1 1.2-1 Mlley . NDC.SURVEY DATA FOR FUSION

"B(d.n)'zC a(E)

29 III Revw S BNL-NCS-51363 915 81 3 .0-1 1.0+1 Ml ley . NDC.SUR VEY - DATA FOR FUSION
3H(t.2n)*He a(E)

30 UI Revw S BNL-NCS-51363 915 81 4 . 0 - 2 2.2+0 Mlley NDG.Sl.RVEY DATA FOR FUSION
3He(t.x) a(E)

31 UI Revw S BNL-NCS-51363 915 81 1.5-1 1.9+0 Ml ley . NDG SURVEY -DATA FOR FUSION
3ilc(t.n*p)4Hr a(E)

32 UI Revw S BNL-NCS-51363 915 81 NDG Mi ley . NDG KEY SIGS FOR P-LI6.
3He(t.d)'lic a{E)

33 UI Revw S BNL-NCS-5I3B3 915 81 NDG Mlley NDG KEY SICS FOR P 1.16.
6Li(t.i) a{F.)

34 UI Revw S BNL-NCS-5l:K>3 915 81 3 .0 1 2.0+1 Mi ley . NDG SURVEY - DATA FOR FUSION
7Li(t.x) CJ(E)

35 UI llevw S BNL-NCS-51363 9 1 5 81 2 . 3 - 1 2 . 6 + 0 Mi l e y . NDC S I R V E Y - D A T A FOR FCSION

7Bc(t.z) a(E)
36 UI Revw S BNL-NCS-51363 915 81 NDG Ml ley. NDG.SUKVEY DATA FOR FUSION

7Be(t.n*p + a)'Hc a(E)

37 UI Revw S BNI.-NCS-51363 915 HI SPG Ml ley . NDG.KEY SICS FOR P 1.16.



CHARGED PARTICLE REFERENCES

No Lab Work Reference Enin Emax Author. Couents
Type (MeV) (HeV)

9B?(t.x) a(E)

38 Ul Revw S BNL-NCS-51363 9 ! 5 B! 5 2 ! 2 . 1 * 0 M i l e y . NDG.SL'R V E Y - D A T A FOR V I S I O N

'°B{t.x) o{E)

39 L'l Revw S BNL-NCS 51363 9!5 8! !.6'G 2.0-1 Miley NDG.Sl'RVEY • DATA FOR FUSION

"B(t.x) o(E)

40 Ul Revw S BNL-NCS 51363 9 ; j P! 1.0-0 2 1-0 Miley . NDG.SL'R VEY - DATA FOR FUSION
3He(3Hex) a(E)

41 Ul Rev* S BNL-NCS-51363 9!5 61 6 0-2 2.2*0 Miiey. NDG.SURVEY-DATA FO!i FUSION
3He{3He.2p)4He a(E)

42 Ul Revw S BNL-NCS-51363 9!5 8! NDG Miley. NDG.KEY SICS. FOR P-LI6.
6li(3He.x) <T(E)

43 Ul Revw S BNL-NCS-51363 915 81 1.2+0 4.2+0 Miley. NDC.SURV Y-DATA FOR FUSION
6Li(3He.p + a)4He a(E)

44 Ul Revw S BNL-NCS-51363 9!5 8! NDG Miley. NDG.KEY SIGS FOR P-L16
eLi(3He.d)7Be a(E)

45 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LI6
6LH3He.n)BB o(E)

46 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LI6
7Li(3He.x) a(E)

47 Ul Revw S BNL-NCS-51363 915 81 8.0-1 6.0+0 Miley. NDG.SURVEY-DATA FOR FUSION
7Be(3He.x) a(E)

48 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.SURVEY-DATA FOR FUSION
7Be(3lfe,2p + a)4He a(E)

49 Ul Revw S BNL-NCS-51363 915 81 NDG Milcy. NDG.KEY SIGS FOR P-LI6
9Be(3He.x) a(E)

50 Ul Revw S BNL-NCS-51363 915 81 1.6+0 2.0+1 Miley. NDG.SURVEY-DATA FOR FUSION

">B(3He.x) a(E)
51 Ul Revw S BNL-NCS-51363 915 31 2.0+0 1.9+1 Miley. NDG.SURVEY-DATA FOR FUSION

"B(3He.x) a{E)

52 Ul Revw S BNL-NCS-S1363 915 Bl 9.0-1 1.8+1 Miley . NDG.SURVEY-DATA FOR FUSION

3H(a,elastic)3H a(E)

53 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LI6
sLi(eLi.n + 3He + a)4He a(E)

54 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LI6
6Li{6Li.p+a)7Li <r(E)

55 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LIC
sLi(sLi.3He)9Be a(E)

56 Ul Revw S BNL-NCS-51363 915 81 NDG Miley. NDG.KEY SIGS FOR P-LI6
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CHARGED PARTICLE REFERENCES

No l.ab Work Reference Emjn Bitax Author.
Ty|ie <MfV> OleV)

e/.i{6l.i 2p)">!}t a\E)

r>7 VI Rpvw s BNL NCS-51363 315 BI SDC Miley NDC KEY SIGS FOR f LI6
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NEUTRON DATA REFERENCES

Element Q u a n t i t y Energy (eV> Type Documen ta t i on Lab
Mm Max Ref Vo I Page Date

'H CTtot 1 0 + 6 2 . 0 + 7 Revw BNL-51363 51? Sep80 LAS
Stewart.EVAL CS CFD H.HE GRPHS REV W

!H arl 1 .0+3 2 . 0 - 7 Revw BNL-51363 1282 Sep80 BNL
Bhat.EVAL METHODS REVIEWED

2H <r t o t 1 .0+6 2 . 0 + 7 Revw B N ! - 5 1 3 6 3 517 Sep80 LAS
Stewart.EVAL CS CFD H.HE GRPHP REVW.

2H CTe, 5 . 5 + 6 Revw BNL-51363 517 Sep8O LAS
Stewart N-D ANGDIST FROM P D CRAPH

ZH <7n .2n 1.4 + 7 Revw BNL-51363 51? SepBO LAS
Stewart.P SPEC PHASE SPACE CALCCRPH

3H er t o , 1 .0+6 2 . 0 + 7 Revw BNL-51363 517 Sep8D LAS
Stewart.EVAL CS CFD H.HE GRPHS REV W

JH CT,O( 1 . 0 - 2 1 .0+1 Revw BNL-51363 494 Sep80 LAS
Hale.R-MATRIX CALC.GRPHCFD EXPT

3 He a , o t 1 .0+6 2 . 0 + 7 Revw BNL-51363 517 SepBO LAS
Stewart.EVAL TS CFD H.HE.GRPHS REVW

2 . 5 - 2 5.0+4 Revw BNL-51363 282 Sep80 BNL
Bhal.EVAL METHODS REVIEWED

1.0+1 5 0 + 3 Revw BNL-51363 494 Sep80 i.AS
Hale B 10 NA HE 3 NP R MATRIX .CFD

5 . 0 + 3 2 . 0 + 6 Revw BNL-51363 517 .SepSO LAS
Stewart EVAL CS CFD H.HE.CRPHS REV W

1.0+6 2 . 0 + 7 Revw BNL-51363 51? SepBO LAS
Stewart.EVAL CS CFD H.HE.CHPHS REVW

5 . 0 + 4 5 . 0 + 5 Revw BNL-51363 494 S e p 8 0 LAS
Hale R-MATRIX CALC.CRPH CFP KXPT

, o , 1 .0+6 2 . 0 ^ 7 Revw BNL-51363 51? SppSO .••..<
Stewart.EVAL LI.BE CS CFD.GRI'F • t • v

6 Li CTel 1 .0+6 2 . 0 + 7 Revw BNL-51363 517 -SepH. u
Stewart.EVAL CFD EXPT (i RPHS Rh . »

6 L i a i n i 2 .5+6 2 .0+7 R e v BNL-51363 51? Sep80 LAS
Stewart EVAL CFD EXPT GRPHS.REVW

6Li CTn n d 2.5+6 2.0+7 Revw BNL-51363 51? Sep80 LAS
Stewart.EVAL CFn EXPT GRPHS REVW

6Li an , 2 .5 -2 1.0+5 Revw BNL-51363 282 —o80 BNL
Bhst.EVAL METHODS BE'.'. it*Kl)

6 Li crn , 5 . 0 + 4 5 . 0 + 5 Revw BNL-51363 494 Si'pBO I.AS
Hale.R-MATRIX CALC.GRPH.CFD EXPT
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NEUTRON DATA REFERENCES
Eleaent Quantity Energy

M m
(eV)
Max

Type Documentation Lab
Ref Voi Page Date

7Li

7Li

7Li

sBe

9Be

ioB

ioB

ioB

" B

" B

U B

12C

I 2C

12C

I 2C

12C

^n.l

« r . . .

"n.n-r

"n.nl

- t o .

^n.a

7 Spectra

^tol

1.0+0

1.0+6

5.0+5

1.0+7

1 .0+6

2.5+6

1 .0+5

2.5-2

1.0+1

1 .0+0

1.0+5

Maxw

Maxw

1 .0+5

5.0+6

1.0+3

2.0+7

1.0+7

2.0+7

2.0+7

2.0+7

2.0+7

1 .0+5

5.0+3

1 .0+3

2.0+7

2.0+7

1.8+6

2.0+7

any Maxw

7 Spectra Maxw

*„.„.,, 4.8+6 2.0+7

Revw BNL-51363 494 Sep80 LAS
Hale.B-10 NA/LI-6 NA.R-MATRIX.CFD.

Revw BNL-51363 517 S e p 8 0 LAS
Stewart.EVAL LI.BE CS CFD.GRPHS.REVW

Revw BNL-51363 517 SepSO LAS
Stewart.EVAL CS CURVE DISCUSSED.

Revw BNL-51363 517 SepSO LAS
Stewarl.EVAL CFD EXPT.CRPHS.REVW.

Revw BNL-51363 517 Sep80 LAS
Stewart.EVAL LI.BE CS CFD.GRPHS.REVW

Revw BNL-51363 517 S e p 8 0 LAS
Stewart.EVAL Li.BE CS CFD-GRPHS.REVW

Revw BNL-51363 517 S e p 8 0 LAS
Stewart.EVAL ENDF-B/V.GRPH.REVW.

Revw BNL-51363 2 8 2 SepBO BNL
Bhat.EVAL METHODS REVIEWED.

Revw BNL-51363 4 9 4 S e p 8 0 LAS
Hale.B-10 NA/HE-3 NP.R-MATRIX.CFD.

Revw BNL-51363 494 Sep80 LAS
Hale.B-10 NA/LI-6 NA.R-MATRIX-CFD-

Revw BNL-51363 517 SepBO LAS
Stewart.EVAL ENDF-B/V.GRPH.REVW.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

Revw BNL-51363 331 SepBO BNL
Mughabghab.C INT CALC CFD EXPT.TBL.

Revw BNL-51363 517 Sep80 LAS
Stewart.EVAL ENDF-B/V.GRPH.REVW.

Revw BNL-51363 2 8 2 S e p 8 0 BNL
Bhat.EVAL METHODS REVIEWED.

Revw BNL-51363 517 Sep80 LAS
Stewarl.EVAL.PARTIAL REACTIONS.CRPH

Revw BNL-51363 331 Sep80 BNL
Mughabghab.PARTlAL CS CALC.CFD.TBL.

Revw BNL-51363 331 S e p 8 0 BNL
Mughabghab.G INT CALC CFD EXPT.TBL.

Revw BNL-51363 517 S e p 8 0 LAS
Stewart.EVAL. 4.4 MEV STATE.GRPH.
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NEUTRON DATA REFERENCES

Element Quantity Energy
Mm

(eV)
Max

Type Documentation Lab
Rrf Vol Page Date

1 3 C

I 6 r

I9p

22 N e

2 3Na

2 6Mg

" A l

3 4 S

Ca

*°Ca

4 2Ca

4»Ca

4BCv

4 5 S c

Ti

Maxw Revw BNL-51363 331 S e p 8 0 BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

1 . 0 + 6 2 . 0 + 7 Revw BNL-51363 517 Sep80 LAS
Stewart.EVAL.PARTIAL REACTIONS.GRPH

a n x 1 .0+6

anX * . 0 + 6

Res.Params. 2.7+5

any Maxw

<rn ., Maxw

2 . 0 + 7 Revw BNL-51363 517 Sep80 LAS
Steivarl.EVAL.PARTIAL REACTIONS.GRPH

2 . 0 + 7 Revw BNL-51363 517 S e p 8 0 LAS
Stewart.EVAL.PARTIAL REACTIONS.CRPH

Revw BNL-51363 331 Sep80 BNL
Mughabghab.WN.WG CALC FROM THERMAL.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

Revw BNL-51363 331 SepSO BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

1 .3+7 2 . 1 + 7 Revw BNL-51363 241 S e p 8 0 ANI.
Poenitz.VARIOUS EVALS CFD.GRPH.

Maxw Revw BNL-51363 331 Sep80 BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

1.5+7 Revw BNL-51363 647 Lep80 LAS
Arthur.HF CFD EXPT EVAL REVW.GRPH.

Maxw Revw BNL-51363 331 S e p 8 0 BNL
Mughabghab.PARTIAL CS CALC.CFD.TBL.

8.0+6 2.0+7 Revw BNL-51363 738 SepBO ORL
Fu.HF CALC CFD EXPT.GRPH.REVW.

Maxw

Maxw

Maxw

Maxw

Maxw

1.0+7

3.3+6

1

1

.8+7

.8+7

Revw BNL-51363 331 SepBO BNL
Mughabghab.CALC CS CFD EXPT.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.CALC CS CFD EXPT.

Revw BNL-51363 331 SepSO BNL
Mughabghab.CALC CS CFD EXPT.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.COK SCT AMP CALC.

Revw BNL-51363 331 SepSO BNL
Mughabghab.COH SCT AMP CALC.

Revw BNL-51363 647 Sep80 LAS
Arthur.CAiLC/EXPT RATIO.EVA1. REVW.

Revw BNL-51363 738 Sep80 ORL
Fu.EVAL CFD EXPT.GRPH.REVW.
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NEUTRON DATA REFERENCES

Element Quantity Enercy
Min

(eV)
Max

Type Documentation Lab
Ref Vol Page Date

T i

Ni

Ni

Ni

Ni

Ni

58N j

1 . 5 + 7 Revw BNL-51363 647 SepSO LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

Cr <Ttot

Cr cr n e m

F e ^tot

Fe acl(e

Fe ffn.m

1 . 0 + 4 8 . 0 + 4 Revw BNL-51363 365 Sep80 KFK
Froehner.MLBW.R-M.KAPUR-PIERLS CFD.

1 .5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

1 .0+6 1 . 5 + 6 Revw BNL-51363 561 Sep80 ANL
Guenlher+GRPH.CS EXTRAP FOR EVAL.

1 .5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.HF CFD EXPT.EVAL REVW.CRPH.

1 .0+6 2 . 8 + 6 Revw BNL-51363 561 S e p 8 0 ANL
Guenther + GRPH.CS EXTRAP FOR EVAL.

1.5+7 1.8+7 Revw BNL-51363 647 Sep80 LAS
Arthur.CALC VS EXPT.EVAL REVW.

1.5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

Fe Evaluat ion 1.0+7 4.0+7

2.2+4 2.5+4

4.8+6

4.0+6

1 .3+6

1.0+6

Revw BNL-51363 647 Sep80 LAS
Arthur.GNASH CALC.EVAL REVW.

Revw BNL-51363 401 SepSO RPI
Block.FILTERED BEAM MEVHOD-REVW.

Revw BNL-51363 561 SepBO ANL
Guenther+GRPH.CS EXTBAP FOR EVAL.

Revw BNL-51363 561 Sep80 ANL
Guenther+BEST VALUE EVAL EXAMPLE.

CU CTn.X>

1 . 0 + 6 4 . 0 + 6 Revw BNL-51363 561 Sep80 ANL
Cuenthsr+BEST VALUE EVAL EXAMPLE.

1.0+6 4.0+6 Revw BNL-51363 561 Sep80 ANL
Guenther+BEST VALUE EVAL EXAMPLE.

1 .5+7 Revw BNL-51363 647 SepSO LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

1.3+7 2.2+7 Revw BNL-51363 647 Sep80 LAS
Arthur.GNASH CALC VS EXPT.EVAL REVW.

5 . 0 + 5 5 . 0 + 6 Revw BNL-51363 561 SepSO ANL
Guenther+GRPH.OPTMDL CALC FOR EVAL.

1.5+6 4.0+6 Revw BNL-51363 561 SepSO ANL
Guenther+ANGDIST.GRPH.OPTMDL FOR EVL

1.2+7 1 .8+7 Revw BNL-51363 738 SepBO ORL
Fu.ENDF/B-V CFD EXPT.GRPH.RSVW.
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NEUTRON DATA REFERENCES
Element Quantity Energy (eV) Type Documentation Lab

Min Max Ref Vol Page Date

Cu ern e m 1.5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

6 3Cu anZn 1.2+7 3 .0+7 Revw BNL-51363 614 Sep80 IRK
Vonach + EVAUMETHODS.PROCEDURES.CRPH.

6 4 Zn ffnp 3.0+6 1.5+7 Revw BNL-51363 614 Sep80 IRK
Vonach + EVAL,METKODS,PROCEDURES.GRPH.

8 5Rb any 1.0+4 3.0+6 Revw BNL-51363 647 Sep80 LAS
Arthur.CS CALC FROM G STF.CFD.

8 5Rb any 1.0+4 3.0+6 Revw BNL-51363 882 Sep80 LRL
Gardner.CALC FROM G STF VS EXPT.GRPH

8 7Rb aniT 1.0+4 3.0+6 Revw BNL-51363 647 Sep80 LAS
Arthur.CS CALC FROM G STF.CFD.

8 7Rb any 1.0+4 3.0+S Revw BNL-51363 882 Sep80 LRL
Gardner.CALC FROM G STF VS EXPT.GRPH

8SY °n 2n 1.0+7 1.8+7 Revw BNL-51363 647 Sep80 LAS
Arthur.CALC/EXPT RATIO.EVAL REVW.

89Y <r n 2 n 1.2+7 2 .0+7 Revw BNL-51363 647 Sep80 LAS
Arthur.GNASH CALC VS EXPT.EVAL REVW.

9 0Zr c r n 2 n 1.2+7 1.8+7 Revw BNL-51363 882 Sep80 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

9 0 Zr ( 7 n 2 n 1 .2+7 1 . 9 + 7 Revw BNL-51363 614 S e p 8 0 IRK
Vonach + EVAL.METHODS.PROCEDURES.GRPHS

9 0Zr o - n p 2 .0+6 2 .0+7 Revw BNL-51363 882 Sep80 LRL
Gardner.CS SYSTEMATICS.GRPH.REVW.

9 3 N b £7n 7 1 . 0 + 3 3 . 0 + 6 Revw BNL-51363 8 8 2 S e p 8 0 LRL
Gardner.CS CALC FROM G STF.GRPH.

9 3Nb o-n e m 1.5+7 Rev* BNL-51363 647 Sep80 LAS
Arthur.HF CFD EXPT.EVAL REVW.GRPH.

9 4Nb any 1.0+3 3 .0+6 Revw BNL-51363 882 Sep80 LRL
Cardner.CS CALC FROM G STF.CRPH.

9 5Nb c r n 7 1.0+3 3.0+6 Revw BNL-51363 882 SepSO LRL
Gardner.CS CALC FROM G STF.GRPH.

92Mo <re, 2 .0+6 1.6+7 Revw BNL-51363 882 Sep80 LRL
Gardner.PCT CS OF REACTION CALC.GRPH

92Mo t r l n , 2 .0+6 1.6+7 Revw BNL-51363 882 Sep80 LRL
Gardner.PCT CS OF REACTION CALC.GRPH

82Mo a n y 2 .0+6 5.0+6 Revw BNL-51363 882 Sep8O LRL
Gardner.PCT CS OF REACTION CALC.GRPH
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NEUTRON
Eleaent Quantity

9 aMo < x n 2 n

"Mo a t,.p

9aMo 0 n . n p

"Mo <rn.a

1S3Rh atl

IO3Rh <rpot

I 0 3Rh a d l f i n l

l 0 3Rh <r>/D

! 0 7Ag a l o l

l 2 6 Sn <rny

1 3 2 T e CTn

IS8Xe o-n-T

138X'e 7 Spectra

l 4 2Nd o - n 2 n

l 4 4 Nd <xnan

I 4 eNd cr n 2 n

148Nd <rn 2 n

l50Nd o n 2 n

l4«Sm an.2n

Energy
Min

1.3+7

2.0+6

1.0+7

4.0+6

2.0+5

2.0+5

2.0+5

2.0+5

1.0+5

Maxw

Maxw

Maxw

Maxw

1 .5+7

I .5+7

I . 5+7

1 .5+7

1 .5+7

1 .5+7

DATA REFERENCES
(eV) Type Documentation Lab
Max Ref Vol Page D*te

2.0+7 Revw BNL-51363 882 Sep80 LRL
Gardner.CALC CFD EXPT.GRPH.R5VW.

1 .6+7 Revw B N L - S J 3 6 3 8 8 2 S e p 8 0 LRL
Cardner.PCT CS OF REACTION CALCGRPH

1 . 6 + 7 Revw BNL-51363 8 8 2 S e p 8 0 LRL
Cardner.PCT CS OF REACTION CALC.CRPH

1 . 6 + 7 Revw BNL-51363 8 8 2 SepSO LRL
Gardner.PCT CS OF REACTION CALC.GRPH

1 . 6 + 6 Hevw BNL-51363 5 9 2 S e p 8 0 BRC
LaGrange.OPT-STATMDL CALC.GRPH.CFD

1.6+6 Revw BNL-51363 592 Sep80 BRC
taCrange.OPT-STATMDL CALC.TBL.CFD

1.6+6 Revw BNL-51363 592 Sep80 BRC
LaGrange.OPT-STATMDL CALC.GRPH.CFD

1 . 6 + 6 Revw BNL-51363 5 9 2 SepBO BRC
LaGrange.OPT-STATMDL CALC.TBL.CFD.

1 .0+7 Revw BNL-51363 5 9 2 SepSO BRC
LaGra nee.CC.OPTMDL CFD.GRPHS.REV W.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.LANE-LYNN TH CALC

Revw BNL-51363 331 Sep80 BSL
Mu«habghab.LANE-LYNN TH CALC

Revw BNL-51363 331 Sep80 BNL
Mughabehab.PARTIAL CS CALC.CFD.TBL.

Revw BNL-51363 331 SepBO BNL
Muehab(hab.LANE-LVN3I TH VERIFIED.

Revw BNL-51363 882 SepSO LRL
Cardner.CALC CFD EXPT.GPiTH.REVW.

Revw BNL-51363 8 8 2 S e p 8 0 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

Hevw BNI.-51363 8 8 2 S e p 8 0 LRL
Cardner.CALC CFD EXPT.GRPH.REVW.

Revw BNL-51363 882 SepBO LRL
Cardner.CALC CFD EXPT.GRPH.REVW.

Revw BNL-51363 8 8 2 SepSO LRL
Cardner.CALC CFD EXPT.GRPH.REVW.

Revw BNL-51363 8 8 2 S e p 8 0 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.
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NEUTRON DATA REPERENCES

Eleaent Quantity Enercy
Kin

(eV) Type Documentation Lab
Mix Ref Vol Pate Date

l 5 0 Sm

' " S i n

151Eu

l 56Gd

1S8Gd

160Gd

1 6 BEr

CTn2n 1.5+7 Revw BNL-51363 882 SepBO LRL
Gardner.CALC CFD EXPT.GRPH.REVW

c r n 2 n 1 .5+7 Revw BNL-51363 8 8 2 S e p 8 0 LRL
Gardner.CALC CFD EXPT.GRPH.REVW

an2n 1 .5+7 Revw BNL-51363 882 Sep8O LRL
Gardner.CALC CFD EXPT.GRPH.REVW

e r n 2 n 1.5+7 Revw BNL-51363 882 SepSO LRL
Gardner.CALC CFD EXPT.GRPHREVW

anZn 1 . 5+7 Revw BNL-51363 8 8 2 S e p 8 0 LRL
Cardner.CALC CFD EXPT.GRPH.REVW

<7n 2 n 1 .5+7 Revw BNL-51363 8 8 2 SepBO LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

CTn2n 1 . 5 + 7 Revw BNL-51363 8 8 2 S e p 8 0 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

<rn 2 n 1 . 5+7 He"< BNL-51363 8 8 2 S e p 8 0 LRL
Cardner.CALC CFD EXPTGRPH-REVW.

Res.Params. O.O+O 4.7+3 Revw BNL-51363 450 Sep80 BNL
Liou.METHODS TO CALC D.TBLS.GRPHS.

<r>/D

I 8 2 W

I83 W

184W

I 8 4 W

I 8 4 W

184 w

1B4W

184W

1.4+2 4 .6+3 Revw BNL-51363 450 Sep80 BNL
Liou METHODS TO CALC D.TBLS.CRPHS

1.0+5 2.5+6 Revw BNL-51363 56t Sep80 ANL
Cuenther+GRPH.FLUCT CORRC FOR EVAL.

1.5+7 Revw BNL-51363 882 SepBO LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

1.5+7 Revw BNL-51363 882 Sep80 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

1.0+5 2.5+6 Revw BNL-51363 561 Sep80 ANL
Cuenther+GRPH.FLUCT CORRC FOR EVAL.

1.5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.N SPEC.ENDF.CALC VS EXPT.

1.5+7 Revw BNL-51363 647 SepBO LAS
Arthur.N SPEC ESDF.CALC VS EXPT.

1.5+7 Revw BNL-51363 882 Sep80 LRL
Gardner.CALC CFD EXPT.GRPH.REVW.

1.5+7 Revw BNL-51363 647 Sep80 LAS
Arthur.N SPEC.ENDF.CALC VS EXPT.

1.5+7 Revw BNL 51363 647 SepSO LAS
ArthurrN SPEC ENDF.CALC VS EXPT.
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NEUTRON DATA REFERENCES

Element Quantity Enerey
Mm

(eV)
Max

Type Docuaentation Lab
Ref Vol Paee Date

1 8 4 W

I 8 6 W

186W

' A u

9 B i

n.np 1.5*7 Revw BNL-51363 647 Sep80 LAS
Arthur.N SPEC.ESDF VS EXPT.CRPH

1.0+5 2 . 5 * 6 Revw BNL-51363 561 S e p 8 0 ANL
Cuenther-*GRPH.FLUCT CORRC FOR EVAL

3.0+6 Revw BNL-51363 561 SepBO ANL
Guenlher + TBLS.MULT EVENT SCT CORBC

3 0*6 Revw BNL-51363 561 S e p 8 0 ANL
Cuenther + TBLS.MULT EVENT SCT CORRC

1.5+7 Revw BNL-51363 882 SepBO LRL
Gardner.CALC CFD EXPT.GRPH.REVW

1 . 0 - 1 1 2 + 7 aevw BNL-51363 647 S e p 8 0 LAS
Arthur CC CALC VS EXPT.EVAL REVW.

2 . 0 ^ 5 3 . 5 + 6 Revw BNL-51363 282 SepBO BNL
Bhat.EVAL METHODS REVIEWED.

2 . 4 + 6 2 . 5 + 6 Revw BNL-51363 5 9 2 Sep8O BRC
LaCrange.GRPH OPTMDL VS EXPT.REVW.

trn 2 n 1 .0+7

Fiss.Yield Maxw

Spect.f iss n Maxw

Fiss.Yield Maxw

1.8+7 Revw BNL 51363 647 Sep80 LAS
Arlhur.CALC/EXPT RAT1O.EVAL REVW.

Eval BNL-51363 779 Sep80 GEV
Rider + HEAVY.LIGHT MASS YLDS.T3LS.

Revw BNL-51363 843 SepBO LAS
Madiand.SPEC CALC 3 NUCLIDES.REVW.

Eval BNL-51363 779 SepBO GEV
Rider + HEAVY.LIGHT MASS YLDS.TBLS.

6 . 0 - 3 2 . 0 + i Revw BNL-51363 401 Scp80 RP1
Block.CORRC REVW.GRPHS.CFD.

6.0-3 2.0+1 Revw BNL-51363 401 SepSO RPI
Block.SCT=TOT-NG.CRPHS.CALC CFD EXPT

vd 3.4+6

232Th Spect.fiss n 3.4+6

232Th Fiss.Prod y 3.4+6

232Th Fiss Prod fi 3.4+6

Fiss.YieJd Fiss

E v a i B N L - 5 1 3 6 3 8 1 7 S e p B O STF
Sher LEAST SO EVAL OF E RELEASi. TBL

Eval BNL-51363 817 Sep80 STF
Sher LEAST SO. EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 Sep80 STF
Sher LEAST Sp EVAL OF E RELEASE.TBL

Eval BNL-51363 817 SepBO STF
Shcr.LEAST SQ EVAL OF E RELEASE TBL

1.4+7 Eval BNL-51363 779 SepBO GEV
RiderJ2ES.HEAVY.LIGHT MASS YLOS.TBLS
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NEUTRON DATA REFERENCES

Elenent Quantity Enerfy
Mir.

(eV)
Max

Type Documentation Lab
Ref Vol Page Date

1Pa

233 v

233U

233U

233U

Frag Spectra 3-4+6

Fiss.Yield F i s s

vA Maxw

Spect.fiss n Maxw

Fiss.Prod y Maxw

Fiss Prod ft Maxw

Fiss.Yield F iss 1.4+7

Frag Spectra Maxw

2 3 4 U

2 3 5 U

2 3 5 U

Z 3 5U

2 3 5 U

2 3 5 U

2 3 5 U

« u

2 3 5 U

2 3 5 U

2 3 5 U

Fiss.Yield

Evalua tion

CTn.r

CTn.f

"p

" d

Spect.fiss n

Spect.fiss n

Fiss.Prod y

Fiss Prod »

F^ss

1 .0+2

5.0+5

1 .0+5

1 .0+5

0.0+0

Maxw

5.3+6

Maxw

Maxw

Maxw

Eva I BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E RELEASE TBL.

Eva I BNL-51363 779 Sep80 GEV
Rider + HEAVY.LIGHT MASS YLDS.TBLS-

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 SepBO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 SepBO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EV*L OF E RELEASE.TBL.

Eval BNL-51363 779 Sep80 GEV
Rjder + THR E ALSO.HEAVY. LIGHT MASSES

Eval BNL-51363 817 Sep&O STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 779 Sep80 GEV
Rider+HEAVY,LIGHT MASS YLDS.TBLS-

5 . 0 + 5 Revw BNL-51363 6 8 3 Sep80 ORL
Weslon.ENDF/B-V CS GRPH.REVW.

1.5+7 Revw BNL-51363 702 Sep80 BAR
Palrick.CS SHAPE 3 NUCI.IDES CFD.REVW

2.0+7 Revw BNL-51363 241 Sep80 ANL
Poenitz.VARIOUS EVALS CFD.GRPH.

2.0+7 Revw BNL-51363 282 Sep80 BNL
Bhal.THR E ALSO.EVAL REVW.CRPHS.

1.5+7 Revw BNL-51363 843 Sep80 LAS
Madland.CALC CFD EXPT.CRPH.REVW.

Eval BNL-51363 817 SepSO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

1.4+7 Revw BNL-51363 843 SepBO LAS
Mad land.EVAL RECOMMENDATIONS CRPH.

Eval BNL-51363 817 S e p 8 0 STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 SepBO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 S e p 8 0 STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL
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Element Quantity Enerty
Win

(cV)
Max

Type Documentation Lab
Bef Vol Pate Date

238u

237Np

Fiss.Yield Fiss 1.4+7

».„
2 3 8 U

238 u

238U

2 3 8 U

a 3 8 U

a 3 8 U

2 3 8 U

238,j

238U

238U

Frag Spectra

Fiss.Yield

Evaluat ion

^tot

Spect.fiss n

Fiss.Prod 7

Fiss Prod fi

Fiss.Yisld

Maxw

F i s s

5.0+3

5.2-1

5.0+5

1.0+5

1 .0+4

3.1+6

3. 1+6

3.1+6

3.1+6

Fi ' s

5

1

1

3

1

1

.0+5

.0+5

.5+7

.0+6

.0+6

.4+7

Frag Spectra 3.1+6

Res.Params. 1.0+2 4.5+3

Res.Params. NDG

<r>/D 1.0+2

1.0+2

4.5+3

1.1+5

Fiss.Yield Fiss

Eva I BNL-51363 779 Sep8C GEV
Rider+THR E ALSO.HEAVY. LIGHT MASSES

Eval BNL-51363 817 S e p 8 0 STF
Sher.LEAST SQ EVAL OF E PELEASE.TBL.

Eval BNL-51363 7 7 9 S e p 8 0 GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.

Revff B N t - 5 1 3 6 3 6 8 3 Sep80 ORL
Weston.ENOF/B-V CS GRPH.REVW.

Revw BNL-51363 401 SepBO RPI
Block.CORRC REVW.CBPHS.CFD.2 E RANGE

Revw BNL-51363 7 0 2 S e p 8 0 HAR
Patrick.CS SHAPE 3 NUCL1DES CPD.REVW

Revw BNL-51363 241 SepSO ANL
Poenitz.EVAL FROM MDL+EXPT.CRPH.

Revw BNL-51363 551 S e p 8 0 ANL
Guenther+CS DIFFERENCE FROM 2 CALCS.

Eval BNL-51363 817 Sep80 STF
SherXEAST SQ EVAL OF E RELEASE.TBL.

Eval ENL-51363 817 S e p 8 0 STF
Sher.LEXST SQ EVAL OF E RELEASE.TBL.

Eval BNI-51363 817 S e p 8 0 STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 Sep80 STF
Sher.LEAS! SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 7 7 9 SepSO GEV
Rider+2'iiS.HEAVY.LlGHT MASS YLDS.TBLS

Eval BNL-51363 817 S e p 8 0 STF
Sher .LEAST SQ EV \L OF E RELEASE.TBL.

Ravw BNL-51363 4 5 0 Sep80 BNL
Liou.METHODS TO CALC D.GRPHS.

Revw BNL-51363 760 Sep80 GEL
Weicmann.WF CALC CFD EXPT.TBL.REVW.

Revw BNL-51363 4 5 0 Sep80 BNL
Liou.METHODS TO CALC D.GRPHS.

Revw BNL-51363 6 8 3 SepSO OftL
Weston.EVAL.RES FIT CFD EXPT

Eval BNL-51363 779 SepBO GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.
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NEUTRON DATA REFERENCES
Element Quantity Enerey (eV)

Min Max
Type Documentation Lab

Ref Vol Pa«e Date

a38Np

239pu

239pu

239pu

239pu

239pu

239pu

239pu

239pu

240pu

240pu

240pu

Z4lpu

241pu

24Ipu

24lpu

Res.Pa rams.

Fiss.Yield

Evaluation

NDG

Fiss

Revw BNL-51363 760 Sep80 GEL
Weigmann.WF CALC CFD EXPT.TBL.REVW.

Eva I BNL-51363 779 Sep80 GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.

1.0+2 5 .0+5 Revw BNL-51363 683 Sep80 ORL
Weston.ENDF/B-V CS GRPH.REVW.

5.0+5 1.5+7 Revw BNL-51363 702 Sep80 HAR
Patrick.CS SHAPE 3 NUCLIDES CFD.REVW

1.0+3 2 .0+5 Revw BNL-51363 683 Sep80 ORL
Weston.EXPTS GRPH.EVAL REVW.

Spect.fiss n

Spect.fiss n

Fiss.Prod 7

Fiss Prod ft

Fiss.Yield

Frag Spectra

CTn.7

Fiss.Yield

Res.Params.

Evaluation

Maxw

Maxw

Maxw

Maxw

Maxw

Eval BNL-51363 817 SepSO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Revw BNL-51363 843 Sep80 LAS
Mad land.SPEC CALC 3 NUCLIDES.REVW.

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E BELEASE.TBL.

Eval BNL-51363 817 SepSO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL.

F i s s 1.4+7 Eval BNL-51363 779 SepSO GEV
Rider+THB E ALSO.HEAVY. LIGHT MASSES

Maxw Eval BNL-51363 817 SepSO STF
Sher.LEAST SQ EVAL OF E RELEASE.TBL

1.0+3 3 .0+5 Revw BNL-51363 683 SepBO ORL
Weston.EVAL CFD EXPT.GRPH

F i s s

NOG

Eval BNL-51363 779 Sep80 GEV
Rider + HEAVY.LIGHT MASS YLDS.TBLS.

Revw BNL-51363 760 Sep80 GEL
Weicmann.WF CALC CFD EXPT.TBL.REVW.

1.0+2 5.0+5 Revw BNL-51363 683 Sep80 ORL
Weston.ENDF/B-V CS GRPH.REVW.

4 . 0 + 0 2 .7+1 Revw BNL-51363 365 Sep80 KFK
Froehner.MLBW.R-M.KAPUR-PIERLS CFC.

4.0+0 2.7+1 Revw BNL-51363 365 Sep80 KFK
Froehner.3 CHANNEL R-M.TURING METHOD

1.0+4 1.1+7 Revw BNL-51363 683 SepBO ORL
Weston.EVAL CFD EXPT.GRPH
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NEUTRON DATA REFERENCES

Element Quantity Energy
Min

(eV)
Max

Type Documentation Lab
Bef Vol Page Pa te

241p u

2 * . p u

4.0+0 2.7+1 Revw BNL-51363 365 Sep80 KFK
Froehner.3 CHANNEL R-M,T'JRISG METHOD

fa Maxw

Spect.f jss n Maxw

Fiss.Prod y Maxw

2 4 lPu Piss Prod fi Maxw

2 4 lPu Fiss.Yield Maxw Fiss

2 4 lPu Frag Spectra Maxw

Eva! BNL-51363 817 Sep80 STF
SherXEAST SQ EVAL OF E RELEASE.T8L

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E RELBASE.TBL.

Eval BNL-51363 8 ! 7 Sep80 STF
Sher.LEAST SQ EVAL OF E HELEASETBL.

Eval BNL-51363 817 SepSO STF
Sher.LEAST SQ EVAL OF E BELEASE.TBL.

Eval BNL-51363 7 7 9 SepBO GEV
Bider+EES-HEAVV.LIGHT MASS YLDS.TBLS

Eval BNL-51363 817 Sep80 STF
Sher.LEAST SQ EVAL OF E HELEASE.TBL.

3.0+4 2.0+7 Revw BNL-51363 561 Sep80 ANL
Guenther+GBPH.OFTMDL CALC FOR EVAL.

242Pu Fiss.Yield Fiss

Res.Parama. NDG

2 t l A m

' " A m

241Am

1 .0-5

4.0+6

1.0+1

2.0+7

1.0-5 1.0+1

Fiss.Yield Maxw

Fiss.Yield Fiss 1.4+7

2 4 Z A m Fiss .Yie ld Maxw

2 4 3 A m Fiss .Yie ld F i s s

2*aCm Fiss .Yie ld F i s s

2 4 5 C m Fiss .Yie ld Maxw

Eval BNL-51363 779 SepSO GEV
Bider+HEAVY.LIGHT MASS YLDS.TBLS.

Revw BNL-51363 760 Sep80 GEL
Weigmann.WF CALC CFD EXPT.TBL.BEVW.

Revw BNL-51363 365 Sep80 KFK
Froehner.MEAS AND EVAL CS CFD.GBPH.

Revw BNL-51363 7 0 2 S e p 8 0 HAR
Palrick.CALC CS GBPH.EVAL REVW

Revw BNL-51363 365 Sep80 KFK
Froehner.MEAS AND EVAL CS CFD.GRPH.

Eva! BNL-51363 7 7 9 SepSO GEV
Rider+HEAVY.LtGHT MASS YLDS.TBLS.

Eval BNL-51363 7 7 9 Sep80 GEV
Rider+2ES.HEAVY,LIGHT MASS YLDS.TBLS

Eval BNL-51363 7 7 9 SepSO CEV
Rider+HEAVY.LrGHT MASS YLDS.TBLS.

Eval BNL-51363 779 SepSO GEV
Bider+HEAVY.LIGHT MASS YLDS.TBLS.

Eval BNL-51363 7 7 9 Sep80 GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.

Eva] BNL-51363 7 7 9 Sep80 GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.
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2 4 9 Cf

a49cr

a54Es

Many

Many

Many

Many

S p e c t . f i s s n Maxw

Fiss .Yie ld Maxw

251Cf Fiss .Yie ld Maxw

a 5 aCf Spec t . f i s s n Spon

Fiss .Yie ld Spon

Fiss .Yie ld Maxw

' pot NDG

1 . 5 + 7

1 .5 + 7

1 .5 + 7

Revw BNL-51363 843 Sep80 LAS
Mad land.SPEC CALC 3 NUCLIDES.REV w.

Eval BNL-51363 779 Sep80 GEV
Rider + HEAVY.LIGHT MASS YLDS.TBLS

Eval BNL-51363 779 SepBO GEV
Rider + HEAVY.LIGHT MASS YLDS.TBLS

Revw BNL-51363 843 S e p 8 0 LAS
Mad land.SFEC CALC CFD EXPT.GRPH.

Eval BNL-51363 779 Sep80 GEV
Rider+HEAVY,LIGHT MASS YLDS.TBLS.

Eva l BNL-51363 779 S e p 8 0 GEV
Rider+HEAVY.LIGHT MASS YLDS.TBLS.

Revw BNL-51363 331 Sep80 BNL
Mughabghab.LOW E.POT VS A GRPH.CFD.

Revw BNL-51363 882 S e p 8 0 LRL
Gardner.CALC METHODS REVW.GRPHS.

Revw BNL-51363 882 Sep8O LRL
Gardner.CS SYSTEM AT [CS.GRPH.RE V W.

Revw BNL-51363 882 S e p 8 0 LRL
Gardner.CALC VS EXPT.GRPH.REVW.
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