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FOREWORD

Acting on the recommendation of the International Nuclear Data
Committee (INDC) the Agency convened a Panel Meeting in Vienna,
20-24 November 1972, to review the progress in the field of neutron standard
reference data. The meeting was a follow-up of a previous Agency panel
entitled Nuclear Standards for Neutron Measurements, held 8-12 May 1967
in Brussels. The reportof that meeting was issued as a technical document,
IAEA-107.

Both meetings were convened as part of the Agency's general responsi-
bilities to promote and coordinate the evaluation and exchange of scientific
informationin the field of nuclear data. Between 1967 and 1972 the initiative
for reviewing improvements in neutron standard reference data was shared
among many organizations. The 1970 symposium at the Argonne National
Laboratory, which was sponsored by the European American Nuclear Data
Committee, was devoted exclusively to neutron standards, and sessions
covering various aspects of standards were included in several other
meetings.

The present Proceedings contain all papers presented at the November
1972 meeting as well as the essential details of the technical discussions.
In addition to the conclusions and recommendations the final section con-
tains brief summaries of the status of currently available data for light-
element standards -and fission and capture standards. Some important con-
clusions of the meeting are the following.

The determination of the neutron flux no longer appears to be an out-
standing source of uncertainty in standard cross-section measurements.
Continued improvement in these data must be accomplished through small
improvements in many aspects of the measurements.

Forthe light-element standard 8Li(n,a)T, recent measurements of the
(n,a) cross-section near the 250-keV resonance appear to agree within
experimental error. These measurements tend to call into question either
the total cross-section data or the assumptions of the theory used to inter-
pret the total and (n,@) cross-sections.

Below about 500 keV it was concluded that the fission cross-section of
285U was sufficiently well known for an evaluation of the available data to
achieve 5% accuracy. However, it was emphasized that consequences of
fluctuations in the cross-section must be carefully considered when 235U is
used as a standard below about 100 keV.

Measurements of the gold capture cross-section by counting prompt
capture gamma rays appeared to be more consistent than measurements by
the activation technique. It was concluded that resolution of discrepancies
‘between the two methods would be a significant contribution toward making
gold a more reliable standard.

Differences between values of v for spontaneous fission of 252Cf deter-
mined by direct measurement and values derived indirectly from measure-
ments of the parameter n are many times larger than the total errors



assigned to each method. The vV experts attending the Panel, all of whom
had made direct measurements of 7, challenged the indirect determinations
or the uncertainties assigned to those measurements.

The Panel recommended that a standard fission neutron spectrum be
included among the neutron standard reference data. The spectrum of
neutrons from spontaneous fission of 252Cf was proposed as the primary
standard, and the neutron spectrum from fission of 235U induced by neutrons
of energy less than 150 keV was recommended as an associate standard.

When reporting experimental work on neutron standards, the partici-
pants insisted that it was essential to include detailed information about
sources of uncertainty and possible systematic errors.

A third Agency-sponsored meeting devoted to nuclear standard reference
data is tentatively planned for late 1976. The somewhat earlier date recom-
mended by the participants and reported in these Proceedings has been
postponed because of the possible partial overlap of subject matter with
other meetings already scheduled during the intervening period.

The INDC has recommended that the scope of the next meeting be
expanded to include all nuclear standard reference data instead of being
restricted to the acknowledged neutron standards discussed at the present
meeting. It was emphasized thatthe standard reference data to be discussed
should have direct relevance to practical problems in nuclear science and
its peaceful applications, which constitute the continuing responsibilities of
the International Atomic Energy Agency.
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I. SUMMARIES OF
PRESENT AND PLANNED WORK
ON NEUTRON STANDARDS
IN VARIOUS COUNTRIES
AND
RELATIONSHIP TO
NATIONAL NUCLEAR ENERGY PROGRAMMES






IAEA-PL-248-2/1

CURRENT ACTIVITIES IN THE
NEUTRON STANDARD DATA FIELD
~IN THE UNITED STATES OF AMERICA

W.P. POENITZ ' ¢
Argonne National Laboratory,

Argonne, IIL,

United States of America

At the time of the first IAEA Panel on Nuclear Standards for Neutron
Measurements, held in 1967 in Brusselsl, very few endeavours in the
standard field were being carried out in the United States of America. There
were some measurements of the light nuclei reaction cross-sections and
capture measurements on gold. However, a major effort was being made
to determine 7 of 25%C{.

Activities in the standard field have rapidly increased in recent years,
reflecting the importance of this area for nuclear data in reactor evaluation
and design. Starting with only one project on the absolute fission cross-
section of 235U in early 1968, we now have a wealth of experiments being
carried out, presently under way or being planned for the near future.

Some work on the light elements and other standard quantities is also being
carried out; the work on ¥ of 252Cf was concluded.

LOW-ENERGY RANGE

The standard cross-section programme at Gulf Radiation Technology,
San Diego, Calif., includes measurements of capture cross-sections and
reactions in the light-nuclei region. Absolute measurements of the capture
cross-section of gold (and 238U) and 3He(n, p) were concluded and reported
at the 1970 Helsinki IAEA Conference, the 1970 Argonne Symposium and
the 1971 Knoxville Conference., Newer measurements were carried out for
10B(n, @) in the 4- to 150-keV energy range relative to the hydrogen
scattering cross-section with an uncertainty of 2-3%. The 19B(n, a'y) cross-
section was measured in the 4- to 1000-keV energy range with 1-2%
uncertainty. Measurements of the 1.i(n, @) cross-section are planned for
the future.

Measurements are in progress at the Lawrence Livermore Laboratory
which will yield ratios of the capture cross-section of gold to ®Li(n, a) and
235 (n, f). These measurements extend from 100 eV to 1 MeV. Measure-
ments of the fission cross-section of 25U relative to the hydrogen scattering
cross-section are now under way in the 50-keV to 16-MeV energy range.
Results with anaccuracy of better than 2% are expected in 1974,

At Oak Ridge National Laboratory, measurements of the 235U cross-
section are being carried out up to 80 keV relative to the 1°B(n, a) cross-
section. Three different groups are working on this problem and are

1 INTERNATIONAL ATOMIC ENERGY AGENCY, unpriced document IAEA-107 (1968).
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attempting to resolve the present international discrepancies. Work on
2387(n, y) is continuing and being extended to the 0.5-MeV region, Total
cross-section measurements of 6L.i are presently under way in the 20- to
500-keV energy range, and the poss1b111ty of measurements of ( °B(n ay) /
(19B(n, @) is being considered.

INTERMEDIATE AND HIGH-ENERGY RANGE

The standard cross-section programme at Argonne National Laboratory
(ANL) includes measurements on the light nuclei, the fission cross-section
0f 285U, capture measurements on gold and 238U, and several standard-
related quantities. Measurements of the total cross-section of Li in the 100-
to 1500 keV range were completed and published. Recent measurements
of the L1(n a) cross-section between 90 and 600 keV are presented in paper
IAEA-P1.-246-2/16 in these Proceedings. The absolute cross-section of”
285U was measured between 30 keV and 3.5 MeV by applying three absolute
and two relative measuring techniques.” Some of these data are presented in
‘paper IAEA-PL.-246-2/25 in these Proceedings. Measurements of the fission
cross-section in the higher MeV energy range are planned, as well as
10B(n, @, ¥) measurements in the keV energy range.

Recent measurements of the 23U fission cross-section at Los Alamos
Scientific Laboratory were carried out relative to the hydrogen scattering
cross-section in the 1- to 6~-MeV energy range. An uncertainty of about
3% is anticipated. Preliminary values will be presented subject to final mass
assay of the fissile samples.

Atthe University of Michigan, a programme is under way in which
absolute 235U and 239Pu cross-section values are measured using radioactive
(v, n) neutron sources, absolutely calibrated with a manganese bath, At
present, a value of 1.216 £ 2% for 288U using a NaBe source (966 keV) was
obtained. The next measurement will be on?**U using a NaD source,

TOTAL ENERGY RANGE

At the National Bureau of Standards (NBS), measurements are planned
utilizing a white-neutron source (linac) and a monoenergetic neutron source
(Van de Graaff). The measurements are planned to start within about one
year and will cover the energy range from 1 keV to 16 MeV. An accuracy of
1% is anticipated. Presently, measurements of the total, scattered and
(n, v) cross-sections of SLi are being carried out. The objective is to
establish these cross-sections in the 1-keV to 1-MeV range with better than
2% accuracy.

OTHER STANDARD DATA

Additional measurements of ¥ of 2%2Cf were proposed recently. Such
measurements are also being considered at the University of Michigan.

Measurements of the fission cross-section averaged over the 25%Cf
specira were carried out at NBS., Age measurements are planned for the
near future.
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Measurements of the branching ratios of the associated activities "Be
and %Zn were completed at ANL., The value for "Be is 0.1042 + 0.0018,

UTILIZATION OF DATA

Two different committees are concerned with the nuclear standard data
field. The US Nuclear Data Committee (USNDC)is reviewing and fostering
experimental work on standard data. The Cross-Section Evaluation Working
Group (CSEWG) is concerned with the evaluation of data to be included in the
ENDF?B data file. Both committees have subcommittees on standards
with overlapping membership.

CSEWG has recently reviewed the standard cross-sections of H(n, n),
3He(n,p), SLi(n,e), 1°B(n, o), C(n, n), and 23%U(n, f). The data were included
in ENDF/B-III and are thus utilized by reactor evaluators. This data set was
made avaijlable by the USAEC to the IAEA,

DISCUSSION

C.D. BOWMAN: I have a comment on the age measurement of
californium. Those measurements at the Bureau of Standards are complete,
The analysis is not yet finished, but I would like to present some results
from that work which I think have significance for the fission spectrum
of californium.

I also have a comment on the measurement of the fission cross-section
which is being made at the University of Michigan. Recently, this group
attended the American Nuclear Society Meeting in Washington, D.C., and
the result presented was 1,223 b at 960 keV, whichis higher than the value
quoted by Mr. Poenitz.

W.P. POENITZ: Mr. Knoll of the University of Michigan called me
especially about this point, A correction was omitted from the value of .
1.223b, The correctvalueis1.216 b+2%at 966 keV, which is what I quoted.
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PRESENT AND PLANNED WORK
ON NEUTRON STANDARDS IN AUSTRALIA

J. W, BOLDEMAN

Australian Atomic Energy Commission,
Lukas Heights, NSW,

Australia

This is a short summary of work on standards in Australia over the
last few ¥ears. We have made several v measurements for thermal fission
of 28y, 3%y, 29py and 24Py, all relat1ve to 22Cf, We have also measured
v for spontaneous fission of 240Pu and #2Pu, We have measured the varia-
tion with neutron energy of ¥ for 23%U, 235U and ?¥*Pu relative to 252Cf. As
a complementary work, we have measured the var1at1on of the average total
kinetic energy of the fission fragments for 23y and *°y, -Recently, we
have measured the absolute number of neutrons emitted in the spontaneous
fission of 252Cf, This measurement is almost complete although there are
a few little things that must still be examined. A full report on that work
is given in paper IAEA-PL-246-2/33 in these Proceedings.

For the future, there are plans to consider fission neutron spectra
(2520f and 235U), primarily because these are of interest in our v measure-
ments and could result in quite significant corrections; they might possibly
cause difficulties, There are also plans to measure the capture cross-
section of 238y using a white source. We are not yet quite sure who will
supply us with a white source but we plan to use one and to check some spot
points with a Van de Graaff, Depending upon the results of this Panel, we
may in fact examine some fission cross-sections of 35 U. We hope that
we will have more people working in this area for the next years.

DISCUSSION

A.J. DERUYTTER: Do you mean that you have absolute measurements
on 2% at 2200 m/s or only ratios to californium?

J.W. BOLDEMAN: We have the original ratios to californium; we
have not repeated the measurements recently. However, we have used the
data which we obtained in the recent californium measurements to correct
the early 2837 and 235y data. In other words, these measurements can now
be quoted independently of californium, '
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WORK ON NEUTRON STANDARDS
AT THE KERNFORSCHUNGSZENTRUM
KARLSRUHE

F. KAPPELER
Kernforschungszentrum Karlsruhe,
Karlsruhe,

Federal Republic of Germany

At the Kernforschungszentrum, the fission cross-sections of B8y
in the energy region above 500 keV are being measured. One measure-
ment between 500 keV and 1,2 MeV is reported in paper IAEA-PL.-246-2/27
in thege Proceedings. Other work is being done at higher energies, up to
about 20 MeV, using the cyclotron. Furthermore, the total cross-section
of 1B was measured between 10 and 300 keV. For future activities, there
are plans to measure the capture cross-section of 238y up to about 500 keV
and also the capture cross-section of gold up to that energy.

DISCUSSION

T.A. BYER: When do you begin the measurements on the capture
cross-sections of 233U and gold?

F. KAPPELER: We hope to start these experiments at the end of
this year or the beginning of next year.
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PRESENT AND PLANNED NEUTRON
STANDARD REFERENCE DATA AT THE CENTRAL
BUREAU FOR NUCLEAR MEASUREMENTS

A,). DERUYTTER, H, LISKIEN

Central Bureau for Nuclear Measurements,
Euratom,

Geel, Belgium

One of the main objectives of the Central Bureau for Nuclear Measure~
ments (CBNM) was and remains to provide experimenters within Euratom
(and also outside on request) with very well defined targets that may be used
for neutron standard reference data evaluations. In particular, the CBNM
provides alloys and layers of fissile materials and absorption standards
such as boron and lithium. More information on these services can be
obtained upon request from our laboratory.

For neutron standard reference data evaluations, certain quantities
are sometimes needed in'cross-section calculatlons such as alpha half-
life values. The half-life for alpha decay of U was recently publ1shed
and is relevant to the standard 2200-m/s figsion cross-section of 2%y
which, in its turn, is used for the normalization of this cross-section in
the resonance region and even higher up in energy. The CBNM is at
present measuring the alpha half-life values for 233U and 239Pu which are
also needed for a similar purpose. In both cases, the recent calorimetric
measurements of Oetting are lower than the best values obtained from
precise alpha-counting combined with destructive methods of target definition,

Concerning the low neutron energy standard act1v1ty, two papers were
recently published in the Journal of Nuclear Energy! on the normalization
of the fission cross-sections of 235U and 239 Pu to the 2200-m/s values for
these isotopes, and values of suitable resonance integrals are suggested .
for further normalization of these cross-sections, Two detailed papers
were prepared on the CBNM measurements to deduce the 2200-m/s fission
cross-sections of 22°U and 2Py, They were discussed in detail in the
Concultants' Meeting on the Third Evaluation of the Thermal Fission
Constants, held in Vienna from 15 to 17 November 1972,

Our low- energy programme 1ncludes measurements of the 2200-m/s
og-values of 233y and #1puy, Especlally 1Pu is important as there is
practically no precise direct measurement available,

Recently, transmission experiments were performed on solutions of
Liy SO, in heavy water for natural and highly enriched lithium in the neigh-
bourhood of 2200 m/s, However, for the highly enriched solutions, the
results obtained for the 2200-m/s absorption cross-section of 8Li were
quite different from the generally accepted value. For this reason, we
are now planning transmission experiments on bLiF layers to try to resolve
this discrepancy.

1 DERUYTTER, A.J., WAGEMANS, C,, J. Nucl, Energy 25 (1971) 263,
- DERUYTTER, A.J., etal., J. Nucl. Energy 26 (1972) 293,
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Further, we plan to study the scattering of a collimated beam of fission
fragments from different scatterers (A and Z values) and under different
angles to try to improve the precision of 27, 47 and low-geometry fission
counting experiments,

Measurements on the fission resonance integrals of 233y were made
with a linac,and further measurements are planned on %“1py in the low-
resonance region with the intention of normalizing them to the reference
2200-m/s values and of suggesting absolute resonance integrals for further
normalization. .

It is also planned to measure the 8Lj(n,e) to 1°B(n,a) ratio with a linac
and to begin this direct comparison at 2200 m/s with well defined layers
and geometry. This implies an evaluation of the number of boron and
lithium atoms and the availability of sufficiently thin layers to resolve the
reaction product spectrum.

Further, we began to measure the fission cross-section of 25U relative
to B, including a low-energy part for normalization, and intend to go up
to 100 keV.

Measurements of o, (8Li) through the first resonance are being per-
formed by Bockhoff et al.

Our programme of comparing the results of different flux determination
methods (associated-particle method, proton recoil telescope, methane- or
hydrogen-filled proportional counter) at different neutron energies is des-
cribed in the proceedings of the 1970 Argonne symposium. In the meantime,
we have added to this series a comparison at 250 keV (between the associated-
particle method and a proportional counter with y-discrimination). A cor-
responding paper has been accepted by Nucl, Instrum, Methods, At present,
these flux methods are applied to the determination of 1%7Au(n,«) cross-
sections in the energy range 0.1-1 MeV by the activation method, but no
results exist so far.

Some effort has been put into compiling and evaluating the information
on differential cross-sections for the source reactions T(p,n), D(d,n) and
T(d,n). Preliminary results have been published as EANDC(E)-"L" docu-
ments. New or additional information has been received in the meantime,
and at present a re-evaluation is performed. The final results will be
published in Nuclear Data. Using the reciprocity theorem, the results of
the T(p, n)3He and D(d, n)%He evaluation may also be interpreted as evalua-
tions for differential cross-sections of the reactions 3He(n,p) and 3He(n, d).
A report of this investigation is presented in paper IAEA-PL-246-2/21 in
these Proceedings.,

Finally, there are experiments under way to determine the fission
.neutron spectra for 235U and 2%2cf,

We also helped in a comparison with a high-intensity neutron beam
of a Szabo and White fission chamber with the aim of resolving some
systematic differences between the two chambers for 23

As concerns the relationship of the CBNM activities to the national
nuclear energy requirements, it can be said that, on one side, the activities
in the field of standards have always been guided by the European-American
Nuclear Data Committee (EANDC) and especially its subcommittee on
standards. On the other side, the recommendations of the Joint European
Nuclear Data and Reactor Physics Committee (JENDRPC) and the Euratom
Working Group on Reactor Dosimetry have always been carefully considered.
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DISCUSSION

E. MIGNECO: Do you plan to push the measurements on the ratio
of the (n,) cross-sections of 6Li and 19B to 100 keV?

A.J. DERUYTTER: Measurementsupto 100 keV are intended for the
2351; figsion cross-section relative to 19B(n,a). The work on the ratio of
WVB(n,a) to 9Li(n, ) is still being planned. We intend to begin with a
comparison at thermal energies. Then using the same technique, we shall
try to go to higher energies, The ratio will be determined directly by
counting the alpha particles,

E. MIGNECO: Some years ago, precision measurements at high
energies were difficult because of the gamma flash., Has this problem
been solved?

A.J. DERUYTTER: Thatisthe reason why our previous measurements
did not extend to higher energies; we could not measure closely enough to
zero-time. We now have a much improved arrangement for gamma-ray
shielding.
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NEUTRON STANDARD REFERENCE DATA
ACTIVITIES IN JAPAN

K. TSUKADA

Japan Atomic Energy Research Institute,
Tokai Research Establishment,
Tokai-Mura, Tokyo,

Japan

The present activities in Japan concerning neutron standard reference
data deal with the evaluation of 6Li(n, o) and 235U(n, f) cross-sections. The
evaluation work is one of the activities of the Japanese Nuclear Data
Committee, It is expected that some of the neutron standard reference
data, such as the ®TAu(n, v) cross-section, can be measured using the
JAERI electron linear accelerator.

1. Evaluation of the 6Li(n,a) cross-sections
in the range of 10-500 keV [1]

The cross-section of this reaction is one of the important nuclear
standards. However, the number of cross-section measurements in the
range of 10-100 keV is rather meagre, and the experimental values are
scattered considerably. Furthermore, a resonance around 250 keV has
not yet been fixed unambiguously, In the presént evaluation work, the
cross-sections in the region where the 1/v law applies (< 100 keV) and the
250-keV resonance are analysed with the following formula

(const.l)JE +(const.2)_
(B,-ER+3T?  JE

0,4 (E) = Ac (1)

Here, the 250-keV resonance is considered to be p-wave, and the energy
dependence of I" and Ty, is neglected. The so-called Shapiro term Ao is
taken into account. The five parameters, i.e, Ey, I, const, 1, const. 2,

and Ao, are derived from the observed cross-sections by using the least-
squares method. The experimental data collected in the range of 10-500 keV
are grouped into two parts, i.e. data obtained before 1964 and those obtained
after 1964. The difference between the two groups is much larger than the
experimental errors shown by the authors, For the present work, the data
after 1964 were chosen, i.e. those published by Schwarz (1965), Fort (1970)
and Sowerby (1970). (Condé (1965) and Barry (1966) are excluded because
of scarcity of the data points.) These data are treated with equal weight.
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The result of the evaluation is given in the following equation:

0.0144 NE 0.1491

(0.245-E)2 + (0.107)2/4 o -0.033 (2)

G (B) =

where the energy is expressed in MeV,

The x2-value in the range of 0.001-500 keV is 1.45 per point, The
obtained value of I, i.e. 107 keV, is narrower than previously reported
values, while the resonance energies agree well with each other. The
thermal value, oy = 937.5 b, which is obtained by extrapolating Eq, (2),
agrees well with directly measured values, i.e. 938 £ 6 b by Meadows et al.
(1970), 936 £ 4 b by Meadows (1970), and 944 b + a few per cent by Becker
(1970), as well as a recommended value in Rep. BNL-325, i.e. 945 b,

We are expecting the results of newmeasurements oftheGLi(n, a) cross-
sections by the Harwell group.

2, Ewvaluation of thé 235U(n,f) cross-sections
in the range of 1 keV - 20 MeV [2]

The review and evaluation work by members of the Japan Nuclear Data
Committee (JNDC) is progressing, Most of the experimental data on fission
cross-sections of 235U reported before 1965 are compiled in Rep. BNL-325,
2nd Edition and Supplement No,2., The JNDC has collected the cross-section
data after 1965 as far as possible. 32 data have been collected. In the
same period, three important evaluations have been published, i.e. Davey's
(1966, 1968), ENDF/B-III (1972), and Konghin and Nikolaev's (1972). These
three evaluations disagree discernibly in the range of 10 to 50 keV and
around 1 MeV, In the same energy region, the experimental values also
show rather large discrepancies. '

In the present work, data other than the fission cross-section, i.e.
total cross-section, capture cross-section and scattering cross-section,
will also be evaluated consistently with the fission cross-section. The work
is not yet completed.

REFERENCES

[1] NAKAGAWA, T., IGARASI, S,, oral report to 1972 meeting of Atomic Energy Society of Japan.
[2] MATSUNOBU, H,, NISHIMURA, K., to be published as JAERI report.
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NEUTRON STANDARD REFERENCE DATA
ACTIVITIES IN SWEDEN

H. CONDE
Research Institute of National Defence,
Stockholm, Sweden

Atpresent, nodirect measurements of neutron standard cross-
sections are being done in Sweden. However, there are some activities
which are related to problems connected with the determination and
evaluation of neutron standard cross-sections.

METHODS AND TECHNIQUES OF NEUTRON FLUX MEASUREMENTS

The Monte-Carlo program MULTSCAT for calculations of neutron
attenuation and multiple scattering effects has been further developed and
tested by Holmqvist et al. [1,2]. The program has recently been used to
correct data of fast neutron elastic and inelastic scattering mesasurements.
In these experiments, the cross-sections for the H(n,n) or C(n,n) reactions
have been used as reference data.

A proton recoil telescope [3] has also been developed to measure fast
neutron fluxes based on the (n,p) scattering cross-section. The telescope
is equipped with solid-state detectors.

FISSION AND CAPTURE STANDARDS

Strdmberg (4] gives a review of the experimental fission cross-
section data for 2%y, 29y, 28y, B9py, 2490py and 24'Pu. The review
points out the deviation between d1fferent evaluations and experimental
data in the region 10 - 200 keV for the %y fission cross-section and the
structure below about 100 keV.

It is intended to measure fission cross-section ratios at neutron
energies above 5 MeV at the pulsed neutron facility, Tandem Accelerator
Laboratory, Uppsala [5]. Experiments are planned on 236y, 238y ang

32Th, using the 235U fission cross-section as a standard but also
referring to the (n, p) cross-section by the use of a proton recoil tele-
scope. The 2577 fission foils were prepared at the Central Bureau for
Nuclear Measurements, Geel, and a back-to-back ionization chamber
with time-of-flight techniques will be used.

Different corrections to the measurement of ¥ for 2°2Cf by Asplund-
Nilsson et al. [6] have been investigated. The French effect was studied
experimentally, and in accordance with results by Soleilhac et al. (see
Ref.[7]) a correction of -0.6% in the absolute 7-value was found [8].

Axton [9] has calculated the leakage correction for a similar
scintillator as was used by Asplund-Nilsson et al. and got a different
result. The possibility to re-investigate the correction for the leakage

17
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of neutrons from the liquid scintillator is being discussed. The correc-
tion was necessary because the leakage of neutrons from the large liquid
scintillator was different in the case of isotropically emitted neutrons
from a Cf-source put in the centre of the tank and in the case of neutrons
scattered by an anthracene crystal. In the latter case, the neutrons enter
the scintillator at ceriain angles corresponding to certain energies of the
scattered neutrons. A Monte-Carlo calculation was made by Asplund-
Nilsson et al. which resulted in a leakage correction of (1.3 £ 0.3)%.

Furthermore, experiments by Bergqvist et al. of capture cross-
sections in the MeV-region are in progress, comparing results from
activation measurements with those from gamma-ray spectrum measure-
ments. A large contribution from thermal neutron capture has been
observed near the target in the activation measurements, stressing the
importance of a small thermal capture cross-section of the materials to
be used as standards in this type of measurements.

Finally, the measurement by Johansson et al. [2] of the 2%°U fission
neutron spectrum has been continued. Accurate results exist at 0.53 MeV
of incident neutron energy, which are in better agreement with a Watt
distribution than with a Maxwellian distribution. The spectrum has been
measured from 0.6 to 15 MeV of fission neutron energy, using time-of-
flight techniques and a liquid scintillator detector with pulse-shape dis-
crimination against gamma rays. The relative efficiency of the detector
was determined from n-p scattering.

STANDARD REFERENCE DATA REQUIREMENTS

The standard data activities reported above are related to a number
of relative neutron data measurements which are in progress, e.g. on
neutron elastic and inelastic scattering, fast neutron capture and fission
neutron spectra. These measurements are in general initiated as being
requested for reactor or shielding calculations.

The last Request List for Neutron Data Measurements from Sweden
was presented in October 1971 and is included in WRENDA. The fast
neutron data set of the SPENG library has also recently been discussed
by Higgblom [10,11] in two reports about adjustments of neutron cross-
section data by a least~squares fit of calculated quantities to experimental
results. Integral data obtained for some fast zero-power reactors including
the FR-0 reactor were used. The required accuracies of the neutron data
were determined from the effect of cross-section errors on the integral
data. Higgblom concludes in his report that the sensitivities to changes
in the neutron data of the fuel isotopes are very large, leading to very
small acceptable errors in these data. Some of the accuracies required
can probably not be achieved by differential measurements. In any case,
this emphasizes that very accurately determined standard cross-sections
are needed.
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PRESENT AND PLANNED WORK
ON NEUTRON STANDARDS
IN THE UNITED KINGDOM*

M.S. COATES, D.B. GAYTHER

United Kingdom Atomic Energy Authority,
Atomic Energy Research Establishment,
Harwell, Didcot, Oxfordshire,

United Kingdom

Part1

The present and planned standard neutron reference work in the United
Kingdom on the measurement of neutron flux and light-element standard
cross-sections is reported briefly. The experiments have been carried out
at the Atomic Energy Research Establishment, Harwell, and at the National
Physical Laboratory (NPL), Teddington. The work at NPL referred to
is condensed from a paper by Axton et al. [1].

First, the flux measurements in the two laboratories are described,
At Harwell, there are three experiments of interest,

(1) The Harwell long counter has been recalibrated absolutely on the
pulsed Van-de-Graaff IBIS over the energy range 50 keV to 1300 keV, using
the associated-activity technique. This work, done by Adams et al., has
been published as a Harwell report [2].

(2) The Harwell black detector, which is used to measure the relative
flux spectrum on the neutron booster of the 45-MeV linac, has been cross-
calibrated against the Harwell long counter on IBIS in the energy range of
64 keV to 2 MeV in order to test its theoretically predicted efficiency.

(3) Rose at Harwell has measured the relative efficiency of a liquid
scintillation counter to higher accuracy over the energy region of 100 keV
to 13 MeV using neutrons of known primary energy which are scattered
from hydrogen,

For the future it is hoped to build a type of proton recoil telescope for
use in time-of-flight work above 1 MeV, .

At NPL, facilities are provided to establish neutron flux density
standards at a number of neutron energies from thermal to 19 MeV. At
thermal energies, a standard neutron-flux facility has been successfully
commissioned which uses fast neutrons produced by a Van de Graaff
accelerator and moderated in graphite. Also an intense slowing-down flux
proportional to 1/E has been established using a similar fast-neutron
source moderated in water. For a great part of the higher-energy range
above about 100 keV and up to about 2 MeV, the primary standards are
neutron sources calibrated in a manganese sulphate bath. Work has been

"% partI: M.S. Coates, Part II: D.B. Gayther.
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done to establish long counters as secondary standards by calibration
against the standard sources and by direct comparison with the response
of a vanadyl sulphate bath over the energy range 150 keV to 630 keV. At
14 MeV, the neutron flux has been measured to higher accuracy by means
of proton recoil monitors, and progress has been made in estabhshmg iron
and aluminium foils as secondary standards,

For the future it is expected to use the associated- act1v1ty technique
as well as hydrogen proportional counters to improve the accuracy of
absolute measurements up to about 2.5 MeV. At higher energies it is hoped
to use the associated-particle technique on the D(d, n) reaction for neutrons
between 2,5 MeV and 5 MeV and on the T(d, n) reaction for neutrons between
14 MeV and 19 MeV.

The light-element standard cross-section measurements are all being
made at Harwell. Two experiments to determine the 6L.1(n a) cross-section
have been done. Firstly, Clements and Rickard have used 61 sandwich
detectors to obtain a measurement in the energy range of 160 keV to
3.9 MeV using Van de Graaff accelerators, and secondly, Coates et al.
have used ®Li glass scintillators on the electron linac to obtain measurements
between about 1 keV and 500 keV, This latter experiment is described in
paper IAEA-PL-246-2/17 in these Proceedings, The Clements and Rickard
data have been published as a Harwell report but this is not available for
general reference.

A preliminary measurement of the 1°B(n, @) cross-section has been
obtained between 1 keV and 300 keV on the electron linac using a B,O,
disc in conjunction with Nal scintillation counters, This is described in
paper IAEA-PL.-246-2/20 in these Proceedings. For the future, more
measurements on the 1°B(n, @) cross- sectlon are planned and also, if
necessary, further measurements on 8Li(n, @).

All of the work mentioned has direct relevance to the United Kingdom
‘nuclear energy programme. At Harwell, the work is directly'geared to
meeting the Category-1 and -2 requirements, Although the primary aim
of the NPL work is not the same, this part of their work effectively moves
towards the same objective,
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Part IT

As regards the fast fission cross-section of 23%J, the sole activity in
the United Kingdom consists of my measurements on the linac, These
are in the energy range of 1 keV to 1 MeV and are relative measurements
of the cross-section. The measurements are made by detecting prompt
fission neutrons with a pulse-shape discrimination system. As flux
standards, the black detector of Coates and Hart and the Harwell long
counter are used. An accuracy of between 3% and 4%, depending on the
energy, has been achieved for these measurements. Although we are
dealing here with standards, I think that these data should not be considered
completely in isolation. We have measurements of the 2®pu fission
cross-section and of its ratio to 235U, but these are not completely analysed
yet.

In the future, with highest priority, we hope to improve our knowledge
of the lower-energy end of the iricident neutron spectrum using a thin b
glass detector. Because the neutron beam which is used for these measure-
ments will also be used in the future for important capture cross-section measure-
ments, we hope to do further work on the neutron flux spectrum at higher
energies, possibly with the proton recoil detector used by Rose for the
f1sszon neutron spectrum work. With less urgency we hope to measure the

35y fission cross-section in the 1- to 5-MeV region on the Harwell

synchron-cyclotron using flux measurements with the proton recoil detector
mentioned in Part I,

This type of measurement is a priority-1 request in the UK Nuclear
Data Request List. An accuracy of £3% is being asked from 100 eV to
5 MeV and is not presently available in evaluated cross-sections.

Ferguson has done work on the fission neutron spectrum, Currently
his group is continuing measurements on the Harwell pulsed Van-de-Graaff
IBIS on the 23%U fission neutron spectrum at an incident neutron energy
of 550 keV, This energy was chosen to be exactly comparable with the
measurements of Holmgqgvist. It was found that a double Watt spectrum is
required to fit the data. These measurements were made with a solid
cylindrical sample. Measurements above 550 keV with a 23U fission
charhber were also made. Finally, high resolution measurements on 252Cf
with a 3-m-long flight path are made to investigate data from Russian
reports on structure at high energies.

Again the motivation for this work comes from the UK Nuclear Data
Request List. Although the request is not priority 1 at the moment, it is
considered of great urgency to make the experimental measurements. The
request is for a mean energy of the neutron spectrum to better than +2%.

DISCUSSION

E.J. AXTON: This comment is an extension of what Mr, Coates said
about the NPL work, The work at NPL is mainly oriented towards its own
problems and not specifically aimed at neutron data measurements. Never-
theless, where NPL techniques can be used to make a significant contribution
to the nuclear data field, specific nuclear data measurements are undertaken.
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The main items are the 238U capture cross-section in the range 150 keV

to 600 keV and the measurement of 7 of 252Cf, The ¥ measurements are
described in paper JAEA-PL-246-2/31 in these Proceedings. The 238y
activation cross-section measurements are not covered because this is not
a standard cross-section. Detailed papers describing the keV measure-
ments with the long counter and vanadium bath and also the 14-MeV work
are available, Since these have been submitted to journals, they are not
presented here,

H. LISKIEN: You mentioned that it is planned at Harwell to construct
a proton recoil telescope for time-of-flight measurements. What type of
fast detectors do you plan to use for such a device and what resolution do
you expect?

M.S. COATES: We have not yet considered the details of the construc-
tion but we would expect it to be a telescope of the type used by Macklin at
Oak Ridge which has a hydrogenous foil radiator and semi-conductor
detectors to detect the recoil protons.

H. LISKIEN: Also for the dE/dx counter?

M. S. COATES: Ido not think we will use a dE/dx counter,

H. LISKIEN: So telescope in this sense does not mean that a coincidence
condition is required? ,

M.S. COATES: The geometry of the detector would be used to define
the energy received, so that an essentially monoenergetic pulse would be
produced rather as in the Kdppeler telescope, Time-of-flight methods
would be used to determine the actual energy,

H. LISKIEN: What sources were used in calibrating the Harwell long
counter by the associated-activity method?

M.S. COATES: Targets of vanadium and iron were activated by the
reactions 51V(p,n)51Cr and 57Fe(p,n)5'7Co. The activated targets were
compared with standard sources of 5Cr or 5'Co.

H. LISKIEN: These measurements are extremely difficult, partly
because they are so sensitive to background neutrons, The sources are
very weak, and the long counter has no directional selectivity.

M.S. COATES: To overcome this difficulty, a second experiment was
performed in which a b glass scintillator plus time-of-flight analysis
were used to check for false neutron groups.l

F. KAPPELER: What is the energy range in which you plan to use the
proposed telescope?

M.S. COATES: It would be used above 1 MeV because of the difficulty
of getting a thin enough foil, and we hope to go up to about 5 MeV,

F. KAPPELER: I am wondering how you plan to discriminate against
the background caused by neutron reactions in the silicon of your detector,

M.S. COATES: The detectors would be out of the beam.

L. STEWART: Will this telescope be used in the linac measurements ?

M.S. COATES: Yes. Perhaps it will also be used on the synchro-
cyclotron, certainly for time-of-flight work. This is re'ally very much
in the future; we have not the effort at the moment to actually do it. All
we have done is to order the foil from Geel.

! Editor's note: In Ref.[2] of Part I it is stated that the angular distributions of neutrons from each
of the activating reactions were measured at a number of incident proton energies: "The background angular
distributions, measured with a paraffin absorber between the target and detector were essentially isotopic
in ali cases."
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PRESENT AND PLANNED
NEUTRON STANDARD DATA
ACTIVITIES IN FRANCE

J.L. LEROY
CEA, CEN de Cadarache,
France

1. DEVELOPMENT OF NEUTRON FLUX MEASUREMENT
TECHNIQUES AT CADARACHE .

During the last few years, the reaction cross-section measurements
were an essential part of our programme. Therefore it was necessary to
have a reliable and precise device for measuring neutron fluxes, The
results of this research effort have partly been published, but more work
has been done recently with the aim of enlarging the available energy range
and obtaining more stringent cross-checks. Especially, associated-
particle counting with the T(p,n)%He reaction was used. These develop-
ments are reported in angther paper in these Proceedings [1]. It is
planned to continue this work during the next year,

Some investigations are also planned at Bruyéres-le-Chétel, the aim
of which is to cover the energy range of a few hundred keV to 15 MeV, This
work will begin with associated particles at low energies.

2., LIGHT-ELEMENT STANDARDS

The 6Li.(n,ar) cross-section has been measured with the associated-
particle technique in the energy range 80 keV to 500 keV, and in the energy
range 20 keV to 1700 keV by comparison with the calibrated flat response
counter developed at Cadarache, This is discussed in detail in two papers
by Fort in these Proceedings [2]. From the éxperimental point of view,
this work is nearly finished, although a few minor checks are still to be
done.

The 10B(n,a) cross-section has also been measured from 20 keV to
150 keV by Szabo at Cadarache. The reaction products emitted from a
boron layer were counted in a multi-wire proportional counter. This layer
was made and calibrated at Geel, The geometry of the experiment and the
procedure used were as close as possible to those of the fission cross-
section experiment, and most of the systematic errors are essentially the
same. - The aim of this experiment was to compare this technique with the
measurements based on the difference between total and scattering cross-
sections, The values obtained are still preliminary because the calibration
of the foil has to be improved by comparing it with a reference foil in a
thermal flux. Presently, the results are in agreement with the evaluation
by Gubernator and Moret [3] and slightly higher than the recommendation of
Sowerby et al. [4] below 80 keV, The calibration of the foil will be completed
and a few more points measured during the next year.
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3. TFISSION AND CAPTURE STANDARDS

The 2350 fission cross-section has been studied extensively at Cadarache
by Szabo and his co-workers; for a discussion of these studies, see the
paper by Szabo et al. in these Proceedings [5]. As this cross-section is
of great importance for the measurement of other fission cross-sections,
this programme will be continued m a larger energy range,

The absolute measurement of 7 for 2%2Cf was contemplated at
Bruyeres-le-ChAitel, but this experiment has been delayed because the
large liquid scintillator is being used at the 60-MeV Saclay linac for one
and a half years The experiment is a measurement of the variations of
7 for 2 Pu and 2% over the resonances. The results obtained are
interesting and the experiment is still in progress. The decision to
undertake an absolute measurement of v for 25Cf will be reconsidered.

The fast neutron capture cross-section of 197A4 has been measured
at Cadarache by two different techniques, between 70 keV and 550 keV,
This work is described in detail in a paper by Fort et al, in these Pro-
ceedings [6]. It is a part of an important programme of capture cross-
section measurements which will be continued for several years. The
energy range will be extended from a few keV to 700 keV.

4. RELATIONSHIP OF THESE ACTIVITIES TO THE NATIONAL
NUCLEAR ENERGY REQUIREMENTS

Accurate standards are useful for cross-section measurements for
the development of nuclear energy. For instance, neutron standards
can be used in the field of fast reactor physics. The material buckling
of a fast reactor can be obtained from neutron flux distributions in a
critical assembly like MASURCA. The measured distribution must be
corrected for spectral perturbations near the boundary of the medium,
The correction can be computed from the spatial distributions obtained
using several detectors with different energy response, for instance
235y and 28y fission chambers. An improvement of the method would
be to use an extra®Li detector whose maximum sensitivity corresponds
roughly to the peak of the imperturbed neutron energy spectrum, The
shape of the 8Li cross-section has to be accurate around the 250-keV
resonance,

81.i and 1°B samples will be used in the core of the PHENIX fast
reactor as integrated flux monitors, After irradiation, a comparison
of the burn-up of these materials with the burn-up of the other materials
irradiated at the same place will allow effective cross-sections of practi-
cal interest for reactor operation to be derived.

The thermal fission and capture cross-sections of fissile elements
are used as standards for calibrating the detectors used to measure spectral
indices.
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DISCUSSION

A.J.DERUYTTER: Youmentioned the evaluations of the 19B(n, &) cross-
- section by Gubernator and Moret and by Sowerby et al, How do the pre-
liminary values measured at Cadarache compare with these evaluations
with regard to structure up to about 100 keV?

J.L. LEROY: Pending final calibration of the foil, our values are
slightly higher, by about 2% I believe, than those recommended by
Sowerby et al. There is no definite structure, but our points are not
close enough together to eliminate the possibility.

E.J. AXTON: I would like to know the dimensions of the liquid
scintillator tank used in the measurements of v'for 2%2Cf and 2*U and
to inquire whether provisional values are available,

M. SOLEILHAC: The large liquid scintillator is spherical with a
diameter of 70 ecm, Since it is now being used at the Saclay linac, absolute
values for the Bruyéres-le-Chitel measurements are not yet available.






GENERAL DISCUSSION

B.D. KUZMINOV: At the Institute of Physics and Energetics in
Obninsk, reference-data efforts are directed at the present time to research
on the fission neutron spectrum from spontaneous fission of 25%Cf, We
consider californium to be a very good reference for calibrating neutron
detectors. We measure neutron fluxes using n-p scattering in a thin stilbene
crystal, and we also use a proportional counter containing hydrogen, Briefly,
this is our programme for the next few years.

C.D. BOWMAN: I would like to comment on the needs and justifications
for some of the measurements currently going on in the United States. Two
rather important developments in the past year have caused an emphasis
on the region from about 3 MeV to 15 MeV. There are sizable engineering
efforts under way in the controlled thermonuclear reactor programme which
require higher-accuracy data in this energy range. The second matter is the
strong interest in using 14-MeV neutrons for cancer therapy. Both of these
relatively new needs, I think, will place a great deal more emphasis, at
least in our country, on measuréments of cross-sections with greater
accuracy in the higher-energy range so that the question of standards in’
that energy range will become far more important than in the past.

J.J. SCHMIDT: I would like to ask for comments on the impact of
WRENDA!, the World Request List for Nuclear Data measurements for
reactors, on national measurement programmes. May I invite comments
of speakers who have not dealt with this before. The question I would like
to have answered is, ''Is WRENDA really used as a guide for national
measurement programmes? Or is it just a list about which nobody really
cares?"

- E.J. AXTON: The two nuclear data items which I mentioned in my
summary were both Priority-1 'starred' requests in WRENDA. In addition
to these, there are many Priority-1 'unstarred' requests and many Priority-2
and -3 requests. It seems to me that there are so many requests in this
document that anything which does not have at least Priority 1 will not attract
very much effort,

J.J. SCHMIDT: Would you say that, for example, you yourself would
consult this list to see if there is a Priority-1 item which fits into your
general field of measurements? Would you then consider it?

E.J. AXTON: Yes.

L. STEWART: Having currently been working on the US Request List,

I certainly agree with Mr. Axton. There are so many requests in WRENDA
that the only things that have received any attention at all have been, in

my opinion, Priority-1 items. For that reason, I think a great deal of
effort needs to be extended to reduce the request list or at least to re-judge
the priorities. The funding in the USA is such that the Priority-1 items

are about the only things that are touched. I think some people have the
tendency to use our request list merely to look at.

J.L. LEROY: In France, the WRENDA list is related to the programme
of measurements., The number of requests is so large that we must use
some criteria to discriminate among them, Our own requests, which of

! RENDA was changed to WRENDA when the IAEA assumed responsibility for the publication of the
world-wide request list, i, e, at the end of 1972,

29



30 GENERAL DISCUSSION

course are included in the list, are one criterion. In other cases, for
example the neutron capture programme which is expected to cover a large
number of isotopes, the consideration of all requests for a particular type
of measurement has resulted in the completion of some measurements which
might otherwise never have been made at all, )

A.J. DERUYTTER: The WRENDA list is not restricted to standards
and is used at our laboratory as a guide for other types of measurements.
For planning of standard measurements we have relied until now on the
International Nuclear Data Committee (INDC) Standards Subcommittee .and
on the Joint European Nuclear Data and Reactor Physics Committee.

E. MIGNECO: I remember that when I worked in Geel, we considered
the WRENDA list very carefully in order to find experiments which we could
perform effectively. We noticed that feedback to us, concerning our experi-
mental results, from those people who originated the requests, was extremely
slow, This gave us a very poor impression of the effectiveness of the request-
list procedure.

J.L. LEROY: I think that what people really need are evaluations;
users should not have to ask for measurements, The reason for long feed-
back times is that new measurements usually are not considered by reactor
physicists directly and therefore remain unused until a new evaluation is:
made, Maybe it would be more effective if requests were made at a meeting
of evaluators rather than by the users of the data.

B.D. KUZMINOV: We envisage a means of taking into account the
established priorities with an objective theory of the planning of experiments.
Usachev has done relevant work in this field. I agree with Mr. Leroy to the
extent that requirements established theoretically should be supplemented
by an evaluation of the data acquired. In this evaluation, discrepancies and
errors should be considered. The evaluation should not give a single figure
but should include a representation of the statistical and systematic errors.

E. MIGNECO: If one considers requests for resonance parameters,

I think the confusion is complete because of the importance of the formalism
used to analyse the resonance. The results depend not so much on the experi-
mental data as on the way in which the analysis is applied. When I see a

list of requests for resonance parameters with specified precision, I wonder
whether it makes sense to ask for such high experimental precision when

we know that we cannot analyse the results with equivalent precision.

J.J. SCHMIDT: Mr. Migneco's comment relates to the credibility
of the request, which should be assured by discussions between the requestor
and experimentalists who could actually perform the measurements before
the request is put-on the list. '

H. LISKIEN: I want to return to the point which Mr. Leroy has raised.

I remember that two or three years ago, there were two problems: first,

to make a world-wide list out of the EANDC's RENDA, and second, to agree

on the contents of the list, i, e. whether it should contain requests for experi-
ments or for evaluations. At that time it was decided not to attack both
problems at the same time but first to attempt to enlarge the geographical
scope of the list. I now want to ask what is foreseen, by INDC or others, to
solve the second problem, namely the flow of information from experimenta-
lists to evaluators to reactor physicists? I direct this question to Mr. Schmidt
in particular. '

J.J. SCHMIDT: One part of our programme for co-ordination of the
flow of information among measurers, evaluators and users is the new



GENERAL DISCUSSION 31

WRENDA system, which is currently under development by the Agency's
Nuclear Data Section with the co-operation of the Nuclear Data Centre in
Saclay. This project was begun after recommendation by the European-
American Nuclear Data Committee (EANDC) that the scope of its RENDA
list be expanded, and following a subsequent recommendation by the Agency's
own advisory group, the International Nuclear Data Committee (INDC). I
shall not describe the programme in detail, but I would like to mention some
features which are directly related to Mr. Liskien's question,

One weakness of the old RENDA list was that it was not updated and
edited every year, and we consider yearly updating essential if the list is
to be useful. This means that the users, requestors, evaluators and
measurers of data must be contacted at much shorter intervals.

Another problem is the credibility of the requests which are put into
the list,  What are their justifications within the scope of the various national
programmes? We feel that the credibility of the requests must be the
responsibility of the national nuclear data committees and ultlmately of
the requestors themselves,

Of course, a request list must be reviewed periodically to determine
which requests are filled, or partially filled, and which should remain open.
The review procedure could operate either on a national basis or could
employ topical reviewers to review all requests of a certain type. This
matter continues to be under discussion.

One criticism of the RENDA list is that it contains too many requests;

I think the present number is almost 400, Many of the requests refer to
essentially the same quantity but differ slightly, in detail. We plan to
subdivide the new list into blocks which would contain all the requests

for the same quantity. For example, there would be one block for the

239Py fission cross-section which would contain the approximately 15 requests
for that quantity which appear in RENDA. This subdivision should make the
list more readable and should eliminate duplication of much redundant
information.

As you know, there are four neutron data centres in the world who
are supposed to compile all experimental neutron physics data and to

* exchange them as rapidly as possible. Whether these centres do this
effectively is not my point, but th1s is the aim of what we call 'four-centre
co-operation’,

Some of these data are then evaluated by more or less national evaluation
groups. The evaluated data are used in computer programs for reactor
physics, and the reactor physicists compare their calculations with, for
example, the results of critical experiments and other integral measure-
ments, In co-operation with the evaluators, they then reformulate their
requests for different or more accurate experimental data.

We are devising a scheme where all these requests will be put together
in the WRENDA system and published annually, The neutron data centres
may participate in the collection and exchange of data-request information
as well as in the exchange of experimental data.

At the IAEA, we will use the WRENDA list as a means of promoting
and implementing the nuclear cross-section measurement programme which
we operate primarily in the developing countries, Presumably, other
countries might make similar use of the list to obtain the data which are
needed in the context of their own national programmes,
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I hope this has explained briefly the kind of information exchange which
we envisage and which we are trying to promote and facilitate.

Outside of this close group co-operation there is one further way, which
was mentioned in informal discussion, to accomplish maximum dissemination
of new experimental information. Anyone who has completed, or who has
under way, measurements which directly relate to a WRENDA request
should inform the requestor directly.



II. METHODS AND TECHNIQUES
OF NEUTRON FLUX MEASUREMENTS
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PROGRESS IN THE ESTABLISHMENT
OF NEUTRON STANDARDS AT
THE NATIONAL PHYSICAL LABORATORY

E.J. AXTON, J.B. HUNT¥, J.C. ROBERTSON, T.B. RYVES
National Physical Laboratory,

Teddington, Middlesex,

United Kingdom

Abstract

PROGRESS IN THE ESTABLISHMENT OF NEUTRON STANDARDS AT THE NATIONAL PHYSICAL
LABORATORY.

Facilities are provided at the National Physical Laboratory to establish neutron flux density standards
at a number of neutron energies from thermal to 19 MeV. A 3-MeV Van de Graaff and a 150-keV Sames
positive ion accelerator are used in conjunction with analysing magnets to direct beams of accelerated
charged particles along a number of flight tubesto irradiate neutron-producing targets in a number of neutron
production and measurement facilities. Standards already available in the thermal, intermediate, and fast
neutron energy ranges are described, together with plans for their extension and for calibration in the 1-ev
to 1-keV energy range. A kerma standard for neutron therapy is also envisaged.

The full text of this paper has been published in Neutron Monitoring for
Radiation Protection Purposes (Proc, Symp. Vienna, 1972) 2, [AEA,
Vienna (1973) 431.

* Present address: Dundee College of Technology, Dundee, United Kingdom. -
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INTERNATIONAL INTERCOMPARISON
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SPONSORED BY BUREAU INTERNATIONAL
DES POIDS ET MESURES

E.]J. AXTON

National Physical Laboratory,
Teddington, Middlesex,
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Abstract

INTERNATIONAL INTERCOMPARISON OF FAST NEUTRON FLUX DENSITY SPONSORED BY BUREAU
INTERNATIONAL DES POIDS ET MESURES,

An international intercomparison of fast neutron flux density has been undertaken at nine laboratories
under coordination by the Bureau International des Poids et Mesures. Neutron energies and transfer instruments
related for the intercomparison are discussed briefly.

INTRODUCTION

During the past few years, the Consultative Committee for Measurement
Standards of Ionizing Radiations (Section III, Neutron Measurements) of the
Bureau International des Poids et Mesures (BIPM) has had under consideration
the organization of an international intercomparison of fast neutron flux
density. The main difficulty was to reach an agreement on a suitable trans-
fer instrument with which to effect an intercomparison of the absolute flux
density measurements in the various countries. Other difficulties were the
choice of monoenergetic neutron energies, and whether or not to include
pulsed white spectra from linear accelerators. At the April 1972 meeting of
the committee, some firm decisions were made with a view to completing
an intercomparison during 1973. Since such an intercomparison is considered
relevant to the subject matter of this panel it seems pertinent to report the
present status of this exercise.

CHOICE OF NEUTRON ENERGIES

To keep the intercomparison to a reasonable size and yet represent
energies of interest to nuclear energy, neutron protection, and neutron
therapy, three neutron energies were selected. These are shown in Table I,
together with the dates at which the participating laboratories expect to
complete the measurements.

The committee wishes to adopt a non-exclusive policy concerning the
participation of other laboratories and so the chairman was authorized to
put additional participants on the list with the proviso that the number of
participants should remain small.
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TABLE I. SELECTED ENERGIES AND COMPLETION DATES OF
INTERCOMPARISON MEASUREMENTS AT NINE LABORATORIES?

Energy CBNM BIPM " CEN ETL MM NBS NPL NRC PTB
250 keV 1972 - 1972 1972 - 1973 1972 1972 19747
2.5 MeV 19732 1972 1972 - 1972 1974 1972 1972 1974
14.5 MeV 1972 - 1973 ? 1972 1974 1972 - 1974

2 CBNM— Central Bureau for Nuclear Measurements, Euratom, Geel, Belgium.

BIPM — Bureau International des Poids et Mesures, Paris, France.

CEN — Centre d*études nucléaires de Saclay, Gif-sur-Yvette, France.
ETL— Electrotechnical Laboratory, Tokyo, Japan.

MM — Institute for Metrology, D.1. Mendeleev, Leningrad, USSR.
NBS — National Bureau of Standards, Washington, D.C., USA.
NPL— National Physical Laboratory, Teddington, UK.

NRC— National Research Council, Ottawa, Canada.

PTB~ Physikalisch-Technische Bundesanstalt, Braunschweig, FRG.

TRANSFER INSTRUMENTS

After considerable discussion it was decided to enter a phase of study of
the properties of transfer instruments in order to select an optimum instru-
ment or instruments and then later proceed with the intercomparison. It
seemed desirable to adopt one moderation method and one reaction counting
method at each energy, and Table II shows the instruments which were
proposed for each energy. The long counter was eliminated for a number of
reasons. There would be uncertainties in its energy response, no two
laboratories possessing counters of exactly the same design. The problem
of determining the effective centre is a major operation, and also it was felt
that the flat response was not necessarily an advantage. To circulate one
long counter to each participating laboratory in turn would extend the time-
scale of the intercomparison beyond acceptable limits.

The gold-foil-sphere combination, and the indium and the nickel foils
were eliminated because of the low count rates expected from the available
flux levels. The 235U fission chambérs were rejected for the two higher
energies and 238U fission chambers selected instead, the reason being that
although the 28U cross-section is lower, there are no problems of thermal
neutron background. The sphere-counter combination was eliminated at
14,8 MeV because the sphere size would be very large and would introduce
severe scattering problems., Therefore, the following transfer instruments
have been selected: )

250 keV Sphere and counter 235U fission chamber
2.5 MeV Sphere and counter 238U fission chamber
14.8 MeV  Iron foil 238y figsion chamber



TABLE II. POSSIBLE TRANSFER INSTRUMENTS

Energy

Moderation methods

Reaction counting

250 keV

CH; sphere

(Au foil, BF; counter,
LiI scintillator,
Li glass scintillator)

Long counter

Yinm, )" M1y foil

(54-min B-y activity,
irradiated in Cd cover)

3He gas

(scintillator or
proportional counter)
25y, f) fission
ionization chamber

2.5 MeV

CH, sphere

(Au foil, BF;counter,
LiI scintillator,

Li glass scintillator)

Long counter

5 Ni(n, p)® Co foil
(70-d EC activation
detector)

2Byn, f) fission
ionization chamber

By, ) fission
ionization chamber

14.8 MeV

CH; sphere

(Au foil, BF4 counter,
LiI scintillator,

Li glass scintillator)

Long counter

% Fe(n, p)** Mn foil
(2.6-h B~y activation
detector)

2T Al(n, &t)** Na foil
(15-h B-y activation

detector)

2385 (n, f) fission
ionization chamber

238y, f) fission
ionization chamber

01/2-9%2-1d-vVavl

6¢
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Various thermal neutron counters are being investigated by four
laboratories in an effort to find a sufficiently stable detector for the sphere-
counter combination:

BIPM BF, and 3He proportional counters

CEN 6L1 glass scintillator with photomultiplier
CBNM 3He gas scintillator

NPL Solid-state semiconductor with L1 layer

.

The use of 1ron foils at 14,8 MeV is subject to prior agreement on the
beta counting of %Co foils which will be issued by the National Physical
Laboratory.

The reaction counter methods will be investigated by three laboratories
as follows:

CBNM %He gas scintillator

NRC 3He proportional counter

NBS 57 fission chamber
2387 fission chamber

It is hoped that the feasibility studies will be completed by late 1972
so that the intercomparison measurements can get under way in 1973,
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Abstract

EXPERIMENTAL TEST OF THE CALCULATED EFFICIENCY OF THE HARWELL BLACK DETECTOR AT HIGH
NEUTRON ENERGIES USING THE HARWELL LONG COUNTER.
The Harwell black detector has an essentially constant time response in the neutron energy range
10 eV to 700 keV with a fast enough time response to be used in time-of-flight experiments. Recently
the theoretical efficiency calculated by Monte-Carlo techniques has been confirmed experimentally. It
is considered that the relative efficiency has been established to # 2%,

The Harwell black detector has been described in detail elsewhere [1,2]
and only a brief summary is given here. The detector is designed to have
an essentially constant efficiency over a wide neutron energy range (10 eV -
700 keV) and a fast enough time response to be used in time-of-flight experi-
ments on the neutron booster of the Harwell 45-MeV linac.

The device consists of a homogeneous mixture of vaseline (effectively
CH, ¢5) and 1°B contained in a thin spherical aluminivm shell. A radial
re-entrant hole allows a parallel neutron beam to fall on the inner end near
the sphere centre. Neutrons are moderated and captured in 1°B to produce
478-keV gamma rays, which are detected at the surface of the sphere in Nal
scintillation counters., By suitably varying the parameters of the detector
and calculating the properties with a Monte-Carlo code, a design was chosen
in which the efficiency had the required energy characteristics., The neutron
lifetime in the system (time to capture 99% of incident neutrons) is ~0.,7 us,
The calculated properties of the detector were shown to be insensitive to
changes in the relevant nuclear data over the region of flat energy response,
The parameters of the experimental detector are listed in Table I,

The calculated efficiency is known to an estimated accuracy of +1 - 2%.
This precision can be reached with other detectors only over relatively
limited energy ranges, which gives rise to normalization problems in the
regions of overlap, Therefore, the wide energy range covered by the present
detector will prove particularly useful. It must be demonstrated experi~
mentally, however, that the calculated efficiency is correct, At low energies,
measurements with detectors based on standard cross-sections provide a
test, and some data are reported elsewhere in these Proceedings. At higher

* On attachment from Imperial College, University of London.
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TABLE I. PARAMETERS OF THE EXPERIMENTAL DETECTOR

Sphere radius 12 cm nominal

Re-entrant hole depth 8 cm nominal

Re-entrant hole diameter 2.5 cm nominal

Containment shell Aluminium, 0,175 cm thick

Boron content 2 1059 g powder (nominally 90% pure boron with 90%
%8 content,

Impurities: C (2%), Fe (0.7%), Ni (0.3%),
Si (2.4%), O, (1%), (Cr+Al+Co+Cu) (1.9%)

Vaseline content 5389 g

Nal crystals Four crystals symmetrically placed and essentially
in contact with the sphere surface. Each crystal
is 10. 8 cm in diameter and § cm thick.

Comments: The re-entrant hole is formed by placing a thin-wall (0. 0125 cm) stainless-steel
tube across the sphere on a diameter and inserting into this an aluminium cylinder
(0. 025-cm-thick walls) containing !%B-vaseline. The Nal crystals have 2, 5-cm-
thick lead collars to ensure that they detect only gamma rays from the required
area on the sphere surface.

3 The isotopic content and the presence of impurities were included in the calculations.

energies, the Harwell long counter has been used as the calibration detector
in measurements on the pulsed Van de Graaff IBIS over the energy region
from 68 keV to 2 MeV. Recently, the efficiency of the long counter has been
re-measured [3] in this energy range to an accuracy of £1=-2%, using the
technique of associated activity.

For technical reasons the black detector could not be installed easily
on IBIS, so a secondary detector was used for the comparison. This secon-
dary detector is a 1B-vaseline cylinder, 7 cm dia. and 10 cm long, sur-
rounded by four Nal scintillation counters to detect the 478-keV gamma rays
following neutron capture in 1B, It had been calibrated previously against
the black detector on the 300-m flight path of the neutron booster [2], In
the IBIS measurements the Li(p,n) and the T(p,n) reactions were used to
cover the required neutron energy range, with the secondary detector and
the long counter set at 20° to the incident proton beam to allow a simul-
taneous accumulation of counts at a given neutron energy., Nanosecond
time-of-flight analysis was used with the secondary detector in order to
obtain accurate background determinations, The data and representative
error bars are shown in Fig.1, where the continuous curve gives the secondary
detector efficiency deduced from the black detector calibration, and the
points give the efficiency obtained with the long counter, The two data sets
are normalized to give the best eye fit of the continuous curve through the
points between 68 keV and 700 keV, The experimental data confirm within
the errors of measurement that the theoretical efficiency is correct, It is
considered that the relative efficiency has been established to ~+ 2%. It
is'to be noted that above 700 keV the IBIS measurements can be regarded .
as a calibration of the black detector efficiency in a region in which it cannot
be calculated with confidence,
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DISCUSSION

W.P, POENITZ: How large were the deviations between the measured
efficiency and the calculated efficiency in the higher energy range?

M.S. COATES: We have a calculation of the efficiency above 700 keV
which extends to something like 1.5 MeV. As far as I remember, the devia-
tion from the measured efficiency was not more than about 2%, but it was a
systematic deviation. I would have to confirm that value. I really would not
want to believe the calculated efficiency above 700 keV, partly because the
efficiency begins to change more rapidly there and also because one can
get gamma rays from inelastic scattering in the sodium iodide crystals at
that energy. And so one would tend, perhaps, not to believe the data anyhow,

W.P, POENITZ: But you are really measuring the 411-keV gamma ray
from the boron. You should have considerable discrimination against back-
ground from sodium iodide.

M.S. COATES: No, this is not true because the gamma rays coming
from the sodium iodide are approximately of that energy.

J.L. LEROY: Is it correct that you have no experimental check below
300 keV?

M.S. COATES: No, this extends down to 68 keV,

J.L. LEROY: Do you plan to have more experimental checks below
this energy?

M.S. COATES: Below this-energy region the standard cross-sections
are assumed to be known to better accuracy than we know the calculated
efficiency. In the region below 10 keV the results which I shall present on
thin lithium glasses tend to confirm that the efficiency is correct there,
because the measured values are proportional to 1/V. To bridge the gap
between 10 keV and the lowest energy obtainable with a Van de Graaff, one
must take the calculated shape as the best available. It is possible to make
measurements to lower energies on a Van de Graaff, but I tend to be sceptical
of making measurements at backward angles when this sort of accuracy is
required, Perhaps one could go down to 20 keV, but that is not much further
down.

J.L. LEROY: Is it a question of background?

M.S. COATES: Yes.

J.L. LEROY: Some special arrangements would be requu-ed It is
possible, but it is difficult.

M.S. COATES: For the benefit one would get from extending the experi=
mental check from 70 keV down to 20 keV, I think it would require unreasonable
effort,
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W.P, POENITZ: In addition, in this low energy range the calculated
efficiency should be increasingly reliable, There should be essentially no
question about the calculations if they are checked at higher energy.

R.W, PEELLE: Did I understand that the calibration of the black detector.
is via a second detector of similar type, then a long counter and then some
source to calibrate the long counter?

M.S. COATES: Yes, that is more or less correct. The long counter
was calibrated absolutely. The step in going from the black detector to the
secondary detector was done on the linac with very good statistics, better
than 1%. Systematic effects enter from the measurement of background and
are the major sources of error in transferring the calibration from one
detector to the other. This error must then be compounded with the statis-
tical error of the points on the long counter calibration curve considering
that there are several points. Finally this error must be compounded with
the systematic error quoted for the long counter.

4
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Abstract

TWO FLAT-RESPONSE DETECTORS FOR ABSOLUTE AND RELATIVE NEUTRON FLUX MEASUREMENTS,

The application of the Grey Neutron Detector at higher neutron energies is considered, The detection of
different capture y-rays provides for a satisfactory check of the evaluated efficiency functions, A new detector,
the Black Neutron Detector, was designed for absolute neutron flux measurements in the MeV energy range,

The detector has a fast time response and converts the primary neutron energy into proton recoil energy. The
energy sum spectra obtained from these proton recoils allows a simple extrapolation to zero energy and thus
an accurate absolute count-rate determination. The detector is a promising instrument for accurate cross~
section experiments in the MeV energy range,

1. INTRODUCTION

Since the earliest days of neutron physics there is a need for neutron
detectors with a smooth and flat efficiency over a large energy range.
One of the first detectors designed for this purpose was the long counter,
which was applied in a large number of experiments in the past. However,
soon it became apparent that this detector had several shortcomings,
mainly associated with its heterogeneity. Thus, different concepts were
introduced in a variety of detector designs, including among others the
Marion counter, the Macklin sphere, the boron pile, and the large liquid
scintillator [1]. An exceptional position has the manganese bath [1],
which not only has a superior flat efficiency curve over a large energy
range but also can be used to measure absolute neutron fluxes.

Here, two detectors are considered, which were designed as relative
and absolute neutron flux detectors in neutron cross-section experiments.

2. THE GREY NEUTRON DETECTOR

The Grey Neutron Detector concept combines the flat efficiency
curve of a manganese bath with the semi-prompt detection technique of
a large liquid scintillator. Indeed, the first design provided a manganese
bath surrounded with a thin shell of liquid scintillator for the detection
of the capture y-rays of manganese. Inthefinal stage, the liquid scintillator
was substituted by one or more Nal detectors. This provides for a better

* Work performed under the auspices of the US Atomic Energy Commission.
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FIG.3. Ratio of the relative neutron flux as a function of energy determined with the y-spectra and
efficiencies shown in Fig. 2,

background identification. This detector was discussed in detail else-
where [2-4], and only some additional considerations, mainly concerning
the application at a higher neutron energy, are given here.

A Grey Neutron Detector consists of a moderator with an entrance
channel for a collimated neutron beam. The neutrons are slowed down in
the. moderator to thermal energy and subsequently captured in the moderator
material. The capture y-rays are detected at the surface of the moderator.
Whereas the capture process corresponds to the capture of the neutrons
in a manganese bath and thus has a flat efficiency curve (see Fig.1,
curve a), the detection of y-rays leaking through the surface of the
moderator is dependent on the y-ray absorption within the moderator.

This y-ray attenuation causes a second-order correction to the original
energy dependence of the efficiency and a rise of the efficiency with
increasing energy (see Fig.l, curve b).

The application of the detector at higher energies requires a larger
correction and thus an increased uncertainty. When using the detector
up to 3.5 MeV, several effects were considered:

(a) The correct description of the leakage by the flux function used
for the efficiency evaluation was checked by comparing the evaluated
leakage for a californium source with experimental values reported
recently by DeVolpi [5]. The evaluated leakage agreed within +0.5% with
the experimental values.

(b) Different moderators were used, including MnSO4, VOSO,, water
and paraffin. Because the 2.25-MeV capture y-ray of hydrogen is part
of the y-ray spectra obtained with the salt solutions, a direct comparison
of the relative neutron flux measured in either way could be made.
Because of the different y-ray attenuation coefficients the efficiency
curves are quite different as shown in Fig.2. The same is true for the
vanadium bath solution as shown in Fig.3. The ratio of the relative
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neutron flux determined with the high-energy capture y-rays of vanadium
to that determined with the hydrogen capture y-ray is shown in this
figure.

A version of the Grey Neutron Detector with a timing in the range of
0.5 ns was recently reported by Coates et al. [6]. As moderator, a
mixture of 1°B and vaseline was used and the 411-keV y-rays from the
B (n,ay) conversion reaction were detected. A detector containing a
mixture of various salts of elements with large (n,y) cross-sections in
the keV range was suggested [7]. This would allow the construction of
a much cheaper and thus larger detector with a flat and larger efficiency
in a more extended energy range.

3. THE BLACK NEUTRON DETECTOR

A disadvantage of the Grey Neutron Detector for use in fast-neutron
cross-section experiments at higher energies is its slow time response.
Several detector types are available which easily achieve the desired fast
time response. For example, plastic or liquid scintillators viewed by a
photomultiplier have usually a time resolution of few nanoseconds. How- .
ever, for absolute counting, such a system has several disadvantages.
Secondary effects cannot be sufficiently well evaluated because of
uncertainties in the carbon total cross-section and especially the angular
dependence of the scattering cross-sections. Owing to secondary pro-
cesses and the noise of the photomultiplier, the spectrum obtained with
such a conventional arrangement has a large percentage of low-energy
pulses, making it difficult to determine the total count rate.
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FIG.6. The Black Neutron Detector.

3.1. Design and principle of the Black Neutron Detector

A detector, called the Black Neutron Detector, is designed to maintain
the fast time response of a conventional scintillation detector while over-~
coming its weaknesses for absolute neutron-flux measurements. The
detector consists of a cylinder of hydrogenous scintillator material. The
neutron beam enters the detector system through a channel which’
terminates in approximately the centre of the detector. The system is
sufficiently large so that a neutron undergoes several successive collisions
before it falls below a low-energy threshold or leaks out of the system.

As a result, most of the primary energy of the majority of the neutrons
converts to hydrogen and carbon nuclei recoil energy and then to light.

The scintillation light is detected with several photomultipliers. The
qualitative difference in concept and response of the conventional scintilla-
tion detector and the Black Neutron Detector is illustrated in Fig.4.

The advantage of an additive device is appreciable. The extrapola-
tion to zero pulse height can be carried out with high accuracy because
there are very few small pulses if the detector system is sufficiently
large. The probability for a first collision can be in the range of 99-95%
for incident neutrons with energies of 1-10 MeV. Because of the small
opening angle of the neutron beam entrance channel with little back-
scattering escape and the mechanism of multiple collisions, the influence
of any involved cross-section is expected to be small.
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3.2. Monte-Carloevaluation

The use of the detector in absolute-flux measurements of good
accuracy requires a precise knowledge of the cross-section effects and
of the optimization of the various detector parameters. For these
purposes a Monte-Carlo code, CARLO BLACK, has been developed for the
evaluation of a Black Neutron Detector of cylindrical shape with an axial
neutron-beam entrance channel surrounded by a lead shield. The detector
cylinder has a height H and radius R and is filled with a scintillator having
the hydrogen and carbon atomic densities Ny and Nc. The neutron-beam
entrance channel has a radius R. and a height H,. The incoming neutron
beam is centred and has a circular, homogeneous distribution with a
radius R, . A neutron is described by its position parameters X, Y, Z,
its directional parameters U, V, W, and its energy E. The history of a
" neutron is followed until it either leaks out of the system, falls below an
energy threshold Ey,, , or exceeds a time threshold Ty, before it is lost
due to either of the two other reasons. The light produced by the recoil
particles or by other charged-particle reaction products during the history
of a neutron is summed and recorded at the end of the neutron history.
High probabilities for first and second collisions within the detector
require a large scintillation system. The size and thus the useful energy
range for the application of the Black Neutron Detector are limited by the
absorption of light within the scintillator and by the background, which
increases with the volume of the detector. In the present considerations,
a neutron energy of 10 MeV was chosen as a useful upper energy limit.



54 POENITZ

2500 -
I | ] ]
| Mev
2000 — —
2.5 Mev
4 MeV
1500 {— —
S
=
n
Z
w
z
= 1000 |— _—
4 MeV
500 -~ 2.5 MeV . -1
| Mev
{ | | |
0 20 . 40 60 80 100

RELATIVE PULSE HEIGHT

FIG.8. Pulse-height spectra evaluated for three different monoenergetic neutron beams.

Figure 5 shows the schematic flow diagram for the problem. The
frequency of the path a neutron may take in this flow diagram is indicated
by the thickness of the lines. The main loop is that in which a neutron has
to be followed through successive collisions. The average number of
collisions of a neutron before its history is terminated by one of the above
limitations is five to eight, depending on the incident energy. Usually
two-thirds or more of these collisions involve hydrogen. About 90% of
all collisions take place in Zone 1 of the detector which is the cylindrical
part without the channel. Most neutron histories are ended by the neutron
falling below Eg,. 10000 to 20 000 histories usually give sufficiently low
statistical errors. This is a computational reflection of the high physical
efficiency of the detector (> 90%). Some parts of the present problem are
extensively described along with their solutions in the general literature
dealing with Monte-Carlo problems [8-10]. A summary description of the
present evaluations is given elsewhere [11].

4. EFFICIENCIES AND SPECTRA

The efficiency of the Black Neutron Detector will depend mainly on
the choice of the parameters R, H, R, H., Ny, and N¢c. The detector
parameters should be selected in such a way that the efficiency has the
least dependence on the accurate knowledge of these parameters. Thus
an investigation of the dependence of the efficiency on these parameters
is of primary importance. As a result of these investigations [11], a
detector with a size fulfilling these requirements was built. This detector
is shown in Fig.6.
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4.1, Efficiency versus energy

Figure 7 shows the efficiency of the Black Neutron Detector as a
function of energy. A first glance at the structure of the efficiency curve
appears disturbing if a smooth efficiency is required for the detector.
However, the structure is very small and thus of minor importance. The
uncertainty of the efficiency curve is small because of the insensitivity
even to large changes in the cross-sections and parameters of the
detector. The change in the carbon cross-sections around 2.0-2.1 MeV
by a factor of 3-4 is reflected in the efficiency only by a change of about 1%.

4.2. Time distribution

The time resolution is mainly determined by the flight-time distribution
for the first collision within the system. Although the full width at half
maximum is 4 ns, an appreciable tail extends to about 10~12 ns. Still,
this time resolution is reasonable for most fast-neutron cross-section
experiments with monoenergetic neutron beams.

4.3. FEnergy spectra

Pulse-height spectra evaluated for three different primary neutron
energies are shown in Fig.8. The spectra are normalized to the same
maximum pulse height. The spectra still show the first-collision hydrogen
pulse-height specira underlying the more complicated sum spectra which
result from the multiple-scattering events. The centre of a spectrum lies
closer to the maximum pulse height for higher energies than for lower
energies. The spectra shown in Fig.8 were calculated under very simpli-
fied assumptions about light attenuation and light reflection. Thus, only
the gross structure of the spectra, that is, the peak at larger pulse
heights and the minimum for low pulse heights, can be expected to be
seen in experimentally obtained pulse-height spectra. -

5. CONCLUSIONS

The Black Neutron Detector promises to be a very useful instrument
for absolute neutron flux measurements in the MeV energy range. First
experimental checks of the design concept showed a time resolution for
the detector of 4 ns for the prompt y-flash. The energy spectra shown
in Fig.9 do not show a specific structure but confirm the expected low
number of counts of small pulse height.

The Black Neutron Detector appears to be a promising instrument
for the MeV energy region. Thus, ‘with the Grey Neutron Detector and
the Black Neutron Detector the whole energy range of interest for nuclear
data for reactors is accessible.
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DISCUSSION

B.D. KUZMINOV: In calculating the efficiency, did you consider
scattering from the lead shielding of the detector?

W.P. POENITZ: We did take into account scattering from the lead
shield by making some rough calculations. Changes in these correction
factors with neutron energy would cause changes in the efficiency. In
this energy range most of the neutrons fall below the threshold for light
production before they escape from the scintillator. Therefore changes
in efficiency due to changes in reflection from the shield are not expected
to be significant. At higher energies, this would be a problem if the size
of the scintillator were not increased.

B.D. KUZMINOV: Did you take into account the effect of the passage
of the neutrons through the collimator?

W.P. POENITZ: Not at the point where we evaluated the efficiency
of the detector itself, because there we assumed that we had an incoming
collimated neutron beam. But in the experiment in which the cross-
section was measured we have of course corrected for the effect of the
collimator.

C.D. BOWMAN: In the measured pulse-height spectra in Fig.9, the
intensity drops very much more rapidly on the high side than on the low
side. There appears to be a very remarkable difference between these
spectra and the calculated spectra of Fig.8.

W.P. POENITZ: I noticed this myself and made a small effort to
obtain a more linear spectrum. I was able to observe spectra in which
the centre was more on the other side, but still I could not directly make
out a bump on the higher-energy side.

I did not investigate further because the important thing is the extra-
polation to zero pulse height. We investigated the linearity on the low-
pulse-height side using a white source and the computer to isolate different
energy ranges. The linearity is satisfactory for extrapolation.

C.D. BOWMAN: But you must rely on your calculated efficiency to
take into account the effect of structure in the carbon cross-section, etc.,
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on the efficiency. It is important to'be able to calculate at least a close
approximation of what you measure.

W.P. POENITZ: Yes, but remember that the carbon light is not
included. The rise of the pulse-height spectrum at low pulse heights
is due to carbon light, and we measure outside this range. The carbon
light has only a secondary effect on the rest of the spectrum.

C.D. BOWMAN: But it changes the efficiency.

W.P. POENITZ: Not really. It is only the direct scattering effect
from the carbon which changes the efficiency. For example, if you have
a large resonance in the carbon cross-section, then it becomes increasingly
probable that a neutron will be scattered by carbon rather than by hydrogen.
Then maybe the scattered neutron could leak from the scintillator imme-~
diately. This is the effect, not the light production from the carbon. The
result is a drop in efficiency at the energies of the carbon resonances.

J.L. LEROY: Do you think that a direct experimental confirmation
of your efficiency curve would be useful? For instance, one could look
for this drop in efficiency at the energy of a carbon resonance.

W.P. POENITZ: It is an excellent idea to look for the effects of the
carbon resonances, and there is an experiment to do that. One measures
the yield of the "Li(p, n) reaction using the detector whose efficiency is
being studied and looks at the ratio of the second neutron group to the
first neutron group. If the ratio is a smooth function of energy, and there
is no reason to assume otherwise, there should be a noticeable effect
on the ratio when the energy of the primary neutron group passes through
a carbon resonance.

When we attempted this experiment, the results were insufficiently
accurate statistically, and we did not have time to perfect the experiment.
I was using a smaller detector at the time. The carbon resonances are
very narrow so that there is a resolution problem in addition. One must
use a very thin lithium target, but this causes statistical problems.

J.L. LEROY: Without any experimental check, -the shape of your
- efficiency curve is purely theoretical. Although there are many reasons
to believe that the calculations are good, can you guarantee an accuracy
of better than 2% without a direct experimental cross-check when so many
factors must be considered? .

W.P. POENITZ: The basic design of the detector prevents large
errors becatse in principle its efficiency should be 100%. If you vary some
of the contributing factors in the calculation, e.g. the total or angular
differential scattering cross-sections of carbon or the size of the detector,
the changes must become very large before the uncertainty reaches 1% or
the efficiency changes by 1%. We have studied these effects extensively.

J.L. LEROY: I agree that if you vary these parameters, the change
in efficiency is small. But does this prove that the absolute efficiency
is correct? You may have neglected something in your analysis which
may cause 1% error.

W.P. POENITZ: For just this reason it is our basic principle to
measure cross-~sections by as many different techniques as possible.
Reasonable agreement among the various results serves as an indirect
check of the whole procedure. v

F. KAPPELER: Did you have count-rate problems or pulse pile-up
problems because of the high efficiency of the Black Neutron Detector ?
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W.P. POENITZ: This problem is discussed in detail in my paper
on the 23%U fission cross-section. To reconcile the efficiencies of the
fission counter and the Black Neutron Detector, we used a double-collimator
system to limit the number of neutrons reaching the Black Detector.

F. KAPPELER: Did you have background caused by captured neutrons?

W.P. POENITZ: The time-of-flight spectra are also shown in my
paper on the 233U fission cross-section. We eliminated the background
caused by capture y-rays by the time-of-flight method. Of course, time
resolution is not so good as with a smaller scintillator because of the
time difference caused by the multiple-collision flight path. But it is
good enough to get a very narrow peak and to see the capture y-rays as
a broad, flat background underlying the neutron time-of-flight peak. The
capture y-ray background causes only a very small number of counts in
the narrow neutron time-of-flight peak although it may contribute some-
thing like 20-30% of the counts in the total time-of-flight range (500 ns)
which was recorded.

One could try to eliminate the background due to y-rays by applying
pulse-shape discrimination, but this might affect the efficiency. You
will see from the time-of-flight spectra that it is unnecessary anyhow.

C.D. BOWMAN: I have a question about the Grey Neutron Detector.
I was concerned about the problem which you might have with y-rays
detected in the sodium iodide crystal which do not come from the sphere,
for example the 2.2-MeV +vy-rays from capture in the concrete in the walls
of the accelerator room. The detector response, I think, is perhaps not
fast enough to eliminate this kind of background by timing alone. Also
with regard to the use of this kind of detector for linac measurements
with the black resonance technique, such as Mr. Coates described earlier,
I do not think one eliminates, with the black resonance technique, the
neutrons that come down the flight path, scatter off the detector, hit the
floor and come back within a time less than the width of the resonance.

W.P. POENITZ: Let me answer my part of this question first, and
then perhaps Mr. Coates may wish to speak.

We have completely surrounded our Van de Graaff source with
shielding. Our detector is behind a very big lead shield, which is part
of the large liquid scintillator located nearby, so that the detector is
shielded from vy-rays which come directly from the source shield.

Everything which goes into the room and which in some way comes
back into the detector would cause some background. It is measured by
plugging off the hole in the beam collimator. In addition, the time-
independent or machine- 1ndependent background is measured.

C.D. BOWMAN: But when you plug off the beam, you also eliminate
the neutrons which leak from the detector sphere and are captured in the
walls of the room and which therefore contribute to the background.

W.P. POENITZ: Very few neutrons, perhaps 1%, which enter the
detector come out of it.

C.D. BOWMAN: Is that true even at 1 or 2 MeV?

W.P. POENITZ: Our detector is much larger than the one which
Mr, Coates described. Ours has a 38-cm effective radius sphere.

C.D. BOWMAN: Would the plug also eliminate a neutron scattered
off the inner walls of the collimator?

W.P. POENITZ: That raises the question of collimators, which I
think is a separate one, but an important one for the use of this detector.
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It is difficult to see how the space angles which extend between the
collimator, the source and the detector could allow a background effect.
To check this, we measured a time-of-flight spectrum at the entrance
hole to the Grey Neutron Detector. At Karlsruhe we used a 1OB(n,az)
detector with about 1-'ns resolution. The timing equipment was available
because it was anyway used in the measurement of fission or capture
cross-sections. We could make sure that the known prompt or known
monoenergetic components were less than 1%.

M.S. COATES: Mr. Bowman inquired about the black-resonance
technique' s not picking up neutrons which were scattered within the time
band of the 'black' channels.

(1) The time band of the black channels is very short. It is difficult
to think how neutrons could be scattered and then enter the detector again
within this time limit.

(2) With the Black Detector onlya very small fraction of the neutrons
is scattered out of the detector.

(3) In the transfer detector, where many neutrons are scattered, it
was possible to inject a monoenergetic pulse of neutrons produced with
the Van de Graaff (IBIS) and to check the time distribution of the detector's
response. When we did this, we had exactly the same shielding around
the detector as when we used it on the linac. Very few neutrons are
detected in the period of time to which you refer.

C.D. BOWMAN: The time scale is not necessarily short. You proposed
to use a flight path of 100-200 m, so the time range might be of the order
of 1~10 us for an appropriate black resonance. Therefore you cannot rely
on timing alone to eliminate problems unless you use a sufficiently wide
time gate.

M.S. COATES: In the Van de Graaff work, the measurement of back-
ground depends on how infrequently the machine can be pulsed. Normal
operation was 1 us between pulses, and we increased this to 10 gs. If the
fraction of neutrons in the tail of the distribution does not change as the
repetition rate is changed, one can have some confidence in the results.

E. MIGNECO: With regard to the use of the black-resonance technique
in linac experiments, I share the same fears as Mr. Bowman, especially
for measurements in the lower-energy region. The only way to be sure
of the black-resonance technique is to keep the background so low that any
error introduced in the analysis is negligible. Some other way should be
found to verify at least once that the background really is low. Unless this
can be done in a rather obvious and simple way, I would be afraid to
assign high precision to an experiment which uses this technique.

M.S. COATES: I would agree with the point of keeping the background
low, and that is what one tries to do. I think it is certainly true that the
black-resonance technique is not perfect, but it is one of only two which
can be applied. The other way to tackle the background problem at higher
energies is to measure a well known cross-section, for example carbon
or hydrogen, where the cross-section is varying rapidly with energy.
Then by suitable combination of the results for different sample thicknesses,
one can arrive at some conclusion about what the background is and how it
is attenuated. One actually iries to feed in background neutrons. In the
case of the carbon cross-section, which increases with decreasing energy,
if the background is caused by faster neutrons colliding with collimators
of flight tubes or whatever, there will be relatively more of them when
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there is a sample in the beam. By varying the sample thickness, you can
work it out.

In fact, the black-resonance technique is the only one we used in this
particular set of experiments, although we are using the other one as well.

W.P. POENITZ: This discussion of background problems is relevant
for all data which come.from white source measurements; with a pulsed,
monoenergetic neutron source, one has a completely different background
problem which is much more difficult to check.
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Abstract

PRECISE NEUTRON FLUX MONITORING BY T(p, n)*He ASSOCIATED-PARTICLE COUNTING BETWEEN
0.25 MeV AND 1.3 MeV.

The associated-particle method has been used to monitor neutron flux produced by the T(p, ny* He
reaction in the energy range 0,25 MeV to 1.3 MeV, 3He** particles were counted with a solid-state detector
after unwanted charged particles had been eliminated with an analyser which employed both electric and
magnetic flelds, Associated-particle counting has been used independently to confirm a previous calibration
of a long counter by the MnSO, bath method within experimental errors of both methods,

1, INTRODUCTION

When the T(p, n)aHe reaction is used to produce neutrons, a 3He particle
is associated with each emitted neutron, This property can be used in two
different ways:

(1) When establishing coincidences between %He particles and neutrons,
the ratio of the nimber of coincidences to the .total number of counts given
by the 3He counter is equal to the neutron detection probability. This
probability is also the efficiency of the neutron detector if the arrangement
is such that every neutron associated with a counted 3He particle impinges
on the neutron detector and if the detection probability is independent of
the impact point. The associated-particle method has very often been used
with the D(d, n)3He and D(T, nftHe reactions, It has been used for the first
time with the T(p, n)®He reaction by Fort and Leroy [1, 2] for measuring
the efficiency of a ®Li glass scintillator.

(2) An absolute counting of the 3He particles can be made over a
definite solid angle. From this measurement and the kinematics of the
reaction, it is possible to calculate the neutron flux in the associated
direction. This method was used for the first time with the T(p, n)°He
reaction by Liskien and Paulsen [3, 4].

This paper describes a new version of the second associated-particle method.

2. DESCRIPTION OF THE METHOD (Fig. 1)

The He particles are detected at 10° or 30° from the direction of the
beam, The target is a 200 ug/cm? TiT layer on a 200 pg/cem? aluminium
foil, As the beam passes through the target, scattering of protons from
titanjum, aluminjum and tritium sends a large number of protons and
tritons towards the detector. An analyser combining electric and magnetic
fields is used to eliminate these unwanted particles,
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2,1, Description of the analyser

As an absolute counting is to be made, all the unwanted protons and
tritons have to be eliminated by the analyser without loosing any of the
3He particles emitted at the solid angle defined by the entrance collimator,
The trajectory deviations caused by the analyser are small, and therefore
the small-angle approximation is applicable. In this approximation, the
deviation given by the electric field is:

ZV K4,
E

The deviation given by the magnetic field is:

ZH Ko £9
NmE

As these deviations are of opposite direction, the total distance between
the centre of the detector and the collimator axis is:

__ZVEKil |, ZHKp !,

(1)

E JmE
where
Z = charge
E = energy} of the particle
m =mass
V ='voltage applied to the electrostatic analyser
H = magnetic field
£, = distances between the detector and the centre of the
£y = electrostatic (1) or magnetic (2) field
E; = } constants depending on the geometry

As the magnetic field is proportional to the current I in the coils,
from Eq, (1) the following equation can be obtained: '

I
Nt AR 2

where ¢ and B are constants of the apparatus. This relation is used as
a guide to make the necessary adjustments of the analyser for a given
energy (see Fig.2), The measured count rate is plotted as a function of I
in Fig.3. The width of the plateau of the curve is defined as the 'no-loss
domain'; this domain is also plotted in Fig, 2., As the thickness of the
target is often a significant fraction of the range of the 3He particles, the
energy spectrum of the particles is often broad.

The analyser should be adjusted in such a way that the energy dispersion
of the particles does not produce any spatial dispersion at the detector
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FIG, 2. Current supplied to the magnetic analyser as a function of the *He energy, E, for fixed
electrostatic-analyser voltage, V, and also as a function of V for fixed E, in the *no-loss domain® for
particles of charge 2+. A Functionof V for fixed E; B Function of E for fixed V.,

location. This condition is achieved in first order if the deviation due to
the magnetic field is twice the deviation due to the electric field. In this
case, da;/dg = 0.

The compensation obtained in this way is valid as long as the value of I
obtained for a fixed V from Egq.(2) remains inside the 'no-loss domain'
defined above. The dashed curve in Fig, 2 shows an example of I as a
function of E for a defined V. It can be seen from Fig. 2 that a variation
of E by a factor 1.8 is allowed without a significant counting loss.

2.2. Measurement of the analyser transmission

It is important to verify directly that all the 3He particles passing the
entrance collimator are collected at the detector. This was done with a
proton beam elastically scattered from an aluminium foil. The scattered



JAEA-PL-246-2/13 67

.’...............................

N
o ’He/N BF:

S5}

,01" L ory
270 2.80 290 3.00 3.10
1{A)

FIG.3, Variation of the *He count rate of the charged-particle analyser as a function of current supplied
to the magnetic analyser for a given *He energy and voltage applied to the electrostatic analyser, The

plateau in the curve is the 'no-loss domain®, Esy, = 1.95 MeV, Vanalyser =6kV,

protons passing through the collimator were counted in the usual arrange-
ment and directly without the analyser. Another solid-state detector
directed at the target was used as a monitor. The ratio of the two count
rates was 1.004 + 0.01. This result shows that there is no significant
loss of particles. The experiment was repeated with several energies of
the incoming beam without any change to the analyser adjustment in order
to check the energy variation allowed without loss. The results were in
agreement with section 2.1,

2.3. Charged-particle collimator

The useful solid angle of the analyser was defined by a rectangular
slit of 2 mm X 1 mm, placed at 1 m from the target, The surface of the
slit was measured using an opticalmagnifier, The diameter of the incoming
proton beam was limited to 2 mm by a diaphragm. If proton scattering
occurred at microscopic irregularities of the defining slit, some of these
protons could reach the detector, To eliminate this background, a second
slit, 3 mm wide, was placed at 20 cm from the defining slit.
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FIG.4. 3He pulse-height spectrum from the solid-state detector of the charged-particle analyser, Note
logarithmic ordinate,

2.4. %He absolute counting

" Figures 4, 5 and 6 show two examples of the pulse-height spectrum
" obtained from the solid-state detector. The main peak corresponds to
the ®He** associated with the neutrons. The smaller peak at higher energy
is due to ®He recoil produced by proton scattering on the small *He content
of the target from tritium decay.
When a non-tritiated target was used, the count rate at the place of
the main peak was divided by at least 1000, The peak-to-valley ratios of
the spectra were never worse than 50 and are generally between 100 and 1000,
The low-energy side of the main peak had a tail which extended to
lower energies than could be expected from the thickness of the TiT target,
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FIG, 5. *He pulse-height spectrum from the solid-state detector of the charged-particle analyser, Note
logarithmic ordinate,

The area under this tail was 2-3% of the total number of counts. When
the spectrum of the ®He particles in coincidence with neutrons was measured
in order to analyse the meaning of this tail, the tail was reduced to 0.5% of
the peak area. The low-energy 3He particles probably came from scattering
inside the target and should not have been counted. Therefore, the lower
limit of the peak was obtained from an extrapolation of the low-energy side
of the peak.

The target could tolerate a beam of 1-2 pA. A typical value of the
He count rate was 25 counts/uC.

2.5. Charge-exchange correction

Because of charge-exchange phenomena, some of the 3He particles
emerging from the target have captured one or two electrons, In the range
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FIG, 6. *He pulse-height spectrum from the solid-state detector of the charged-particle analyser, Note
linear ordinate,

of interest (1-3 MeV), the proportion of neutralized®He is very small.
The proportion of SHet can be measured directly when the electric and
magnetic fields used during the 3He"* counting are multiplied by two. The
ratio *He'/%He'* measured in this way is in good agreement with the values
given by Armstrong et al.[5]. According to them, the charge equilibrium
fraction for *He is given by: .

4or +
;——He =(0.273 + 0.005) E (% 00¢0-09) (m in MeV)
He++

This result was transposed for He, assuming that the effect depends only
on the speed and charge of the particle. The charge equilibrium fraction
for *He is then: . '
3He+
3He+ +

=0.154 E? (E in MeV)

3. APPLICATION OF THE METHOD TO THE CALIBRATION OF A
REFERENCE DETECTOR

The reference neutron detector, a collimated long counter, has been
described elsewhere [1]. It has been calibrated using the manganese
bath technique [2], This experiment was intended as a check.

’
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The efficiency of the neutron counter is

c =Cn(l-a) Qq

‘R.f
ch n afr
where
Cp = count rate of the neutron counter
C, = count rate of the %He detector
a  =fraction of single-charged ®He particles

Q, = solid angle of the analyser

Qn = solid angle of the neutron counter
R = laboratory to centre-of-mass conversion factor
fair = air-scattering correction factor

The solid angle of the neutron counter €, is computed according to
the method described in Ref, [2]. . It includes the edge-effect correction
factor. The neutrons scattered from the target holder and its surroundings
are eliminated by the collimator of the neutron counter, Shadow-bar
measurements are made to determine the remaining background.

A
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[T .|
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FIG.7. Comparison of the efficiency of a long counter determined by various experimental methods and
by Monte-Carlo calculation, [0 Monte-Carlo calculation, A Manganese bath (Oct, 1969),
O Manganese bath (Dec. 1970), ® Associated -particle (June 1972), 4 Associated-particle (Nov, 1972),
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TABLE 1. ESTIMATED ERRORS IN THE ASSOCIATED-PARTICLE
METHOD (%)

Possible

At present after further

development
Solid angle neutron counter 0.5 0.5
8 3He collimator 1.0 0.5
Analyser transmission L0 0.5
Contribution of *He™* 0.5 0.3
Tail of 3He" * peak 1.0 0.5
Background 0.1 0.1
Alr scattering 0.3 0.3
Statistics 0.5 0.5
n 4 —_— —_—
(2 og> = ~2,0 ~1.3

4. RESULTS

Measurements were made for neutron energies between 0.250 MeV
and 1.3 MeV. For the lower part of this range the 3He particles were
detected at 10°, for the higher part at 30°, The range could be extended
to cover the range 0.2 MeV to 1.75 MeV. The results are shown in
Fig. 7, together with the previous results from the MnSO, bath method [2].
Both experiments are in agreement, within the error bars, although the
values from the associated-particle method are 1% higher on the average.
The estimated error from the MnSO, bath was +1.8%. The typical errors
of the present experiment are given in Table I together with the errors
expected after further development.

5. CONCLUSION

Previous calibrations of a long counter by the MnSO, bath method
have been confirmed by the present measurements using the associated-
particle technique, a fully independent method.
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DISCUSSION

C.D. BOWMAN: How is the long counter used?

J.L, LEROY: It is used to measure the neutron flux, for example in
a fission cross-section measurement.

C.D. BOWMAN: Then the question of background becomes very
important since the long counter is a slow time-response system, The
calibration technique seems very clean without significant problems of
background.

J.L., LEROY: We put a shadow bar in front of the collimator. With
the collimator plugged like this, the background was 0.5% to 3% depending
on energy. Of course the background is greater at higher energies because
it is due mainly to neutrons going through the shielding, and this effect
is greater at 2 MeV than at 300 keV.

C.D. BOWMAN: You have just described the background during
calibration of the long counter. My point is that when you measure a
fission cross-section using the long counter for measuring the flux but
without the 'associated particle', the background conditions are different,

J.L. LEROY: No, the background measurement technique is the
same during a fission cross-section measurement, Neutrons may be
produced by the "Li(p, n) reaction, The flux is measured at 20°, for instance,
and the fission chamber is at 20° in another direction. It is easy to puta
shadow bar between the target and the neutron detector to make the back-
ground measurement. The device has a good signal-to-noise ratio; it is
not sensitive to neutrons scattered by the wall.

E.J. AXTON: Was the water shield in your detector loaded with a
thermal absorber?

J.L, LEROY: At present it is not. Maybe this would be an improvement.

E.J. AXTON: Then you get some thermal neutrons leaking from the
detector into the counter?

J.L. LEROY: Yes, but these are taken into account in the calibration.
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Abstract

ABSOLUTE NEUTRON FLUX DETERMINATION IN THE ENERGY REGION BETWEEN 0.4 MeV AND 2 MeV.

A detector for absolute neutron flux determination in the energy range between 0.4 MeV and 2 MeV
is described, It is based on the hydrogen scattering cross-section as a standard and works similarly to a
proton recoil telescope. The main advantage is that corrections are almost entirely avoided. To establish
its reliability, the influence of all parameters which determine the accuracy has been checked carefully.
In this way, an overall uncertainty of the determined neutron flux of about + 2% was reached.

1. INTRODUCTION

For the experimental determination of any partial neutron cross-section,
it is essential to know the value of the absolute neutron flux. The neutron
flux can be determined by counting the events of a neutron reaction, the
cross-section of which is well known as a function of energy and therefore
can be used as a standard, In the energy range above a few hundred keV,
the only standard cross-section with an uncertainty of less than 1% is the
hydrogen (n, p) cross-section [1]. In the case of thin samples, the neutron
flux can be determined from the simple relation

2z (1)
- oy Ny €y

where ¢ = neutron flux ‘

detector count rate

oy = hydrogen scattering cross-section

Ny = number of hydrogen atoms

€y = detector efficiency

N
n

The advantage of the hydrogen scattering cross-section as a standard
led to the use of the well known proton recoil detectors [2] in a variety
of experiments, However, except for energies above 2 MeV where telescope
counters can be used, the accuracy of the proton recoil detectors is limited,
Their low-energy background requires an extrapolation to zero pulse height
in the energy distribution of the recoil protons and hence a substantial
correction of €;. Moreover, the efficiency is dependent on threshold
stability as well as on neutron energy. Other problems arise from the
determination of the number of atoms in the case of a plastic scintillator
or from volume effects and scattered neutrons in the case of gas-filled
counters.

75
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To avoid these difficulties, various other methods have been developed
which are not based on the hydrogen scattering cross-section, Examples
are the associated-particle method [ 3], activation methods [4] or the use
of flat response counters [ 5], which allow a shape measurement that may
be calibrated at some well known points. But in most cases the accuracy
achieved was hardly better than that of the proton recoil detectors.

In this paper, the application of a method [6] is described which extends
the advantages of the proton recoil telescope counter to lower energies. Thus
it has been possible to use the hydrogen scattering cross-section as a
standard without the above-mentioned uncertainties of the ordinary proton
recoil detectors,

2. DESCRIPTION OF THE DETECTOR

The principal features of the detector can be seen in Fig.1. Recoil
protons are produced in a thin layer of hydrogenous material (the radiator)
and are detected by a solid-state detector placed at a certain distance from
the’ radiator, By this arrangement of radiator and detector, only those
recoil protons hit the detector which have been scattered through small
angles 0. Because of the kinematics of the scattering process, which can
be described by

Ep = E, cos? 9

these protons have the highest possible energies. Figure 2 shows the
pulse-height distribution of the recoil protons measured with this arrangement
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FIG.1. Schematic view of the proton recoil detector.
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FiG.2. Comparison of pulse-height distributions of recoil protons measured with the experimental detector and
of those measured with a common proton recoil detector.

and, for comparison, a schematic spectrum of all possible recoil protons
that would be expected for a gas-filled or plastic scintillation detector, It is
clear that the new detector shows the advantages of the telescope counter
concerning threshold and extrapolation problems. Some disadvantages are
incurred, however, i.e. coincidence measurements for background
suppression are not possible because of the low proton energy, and the
efficiency is relatively small since the radiator thickness is limited.

The background determination was performed by shielding the recoil
protons from the solid-state detector. A thin sheet of bronze was moved by
a small motor between definite positions, thus covering the solid-state
detector during every second cycle of an automatic sample changer. In this
way, the background spectrum could be measured directly, Test runs without
radiator ensured that there were no differences greater than a statistical
uncertainty of 0. 5% between the spectra measured with covered and uncovered
solid-state detector. These runs also showed that there were no hydrogenous
contaminations on the counter walls. During operation the counter was
evacuated to better than 1074 torr. A cooling baffle with liquid nitrogen
prevented the diffusion of oil vapour into the counter.

The recoil protons were registered in a surface barrier counter of
100 pum thickness and 450 mm? sensitive area (Ortec A-030). It had an
entrance window of 40 ug/cm2 gold and an energy resolution of 30 keV for
5.5-MeV a-particles,

The detector thus described was used in an absolute measurement of the
neutron fission cross-section of 233U, which is reported in paper
IAEA-PL-246-2/27 in these Proceedings. In section 3, the characteristic
features of the flux measurement are described in detail., All further state-
ments refer to the energy region of this experiment, between 0.5 MeV and
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1.2 MeV, although the whole useful energy region of the counter ranges from
0.4 MeV to 2 MeV. Itis limited at low energies because of background

problems and at about 2 MeV by the onset of neutron reactions in the solid-
state detector.

3. EXPERIMENTAL DETAILS

3.1. Neutron source

The measurement was performed at the Karlsruhe 3-MeV pulsed
Van de Graaff accelerator with a pulse-width of 1 ns and a repetition rate
of 2.5 MHz. Neutrons were produced by the 7Li(p, n)7Be reaction using
metallic lithium targets on thin tantalum backings. The target thickness
was between 40 and 50 keV.

The neutron spectrum was measured with the time-of-flight method by
a lithium glass detector at 3,20 m distance from the target and a time
resolution of better than 1 ns/m. This allowed the energy determination
with an uncertainty of somewhat less than + 5 keV. The width of the neutron
energy distribution was determined by the target thickness. It was calculated
from the time-of-flight spectra for each run separately with an uncertainty
of £ 10%,

3,2. Samples

The high hydrogen content makes substances of the type (CHj )y
especially suited as radiator samples. The radiators must be thin enough
so that the energy loss of the protons is small compared with their energy.
Therefore, evaporated layers of stearic acid (C;gHgg0g) as well as of
glycerol tristearate ([C,; Hy5COO]; C;H,) on thin stainless-steel backings
have been used as radiator samples. These substances are available in a
very pure chemical form, Their low melting point allows a clean evaporation
process free from contaminations,

TABLE I, THICKNESS, MASS AND UNCERTAINTY OF THE RADIATOR
SAMPLES Co

Substance Radiator thiczkness Total mass Uncertainty

(ug/cm’) (mg) (D

Stearic acid 218 5.715 0.5
230 3.191 0.9 ’

229 3.170 0.9

115 1,596 1.8

Glycerol 198 5.242 0.5

tristearate 152 4.012 0.7

140 3.685 0.8

102 1.888 1.4
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The samples were weighed with a microbalance before and after
evaporation, In this way, the sample masses were determined with an
uncertainty of about + 30 ug. To exclude systematic uncertainties, several
different radiators were used throughout the experiment. Their masses are
listed in Table I. -

After the measurements had been finished, the hydrogen and carbon
content of the radiator samples was determined by a standard chemical
microanalysis [ 7). For an analysed amount of 4 mg the standard deviation
was * 0, 18% for the carbon content and + 0,13% for the hydrogen content,
Deviations of between 1. 9% and 3, 0% from the stoichiometric amount were
found for the hydrogen content, dependent on how long the samples had been
in vacuum. An explanation may be that small amounts of gaseous carbon-
hydrogen compounds split from the large molecules during the evaporation
process and in vacuum. For these losses a correction was made assuming
a linear time dependence. The resulting uncertainty was estimated to be 0. 8%,

3.3. Efficiency

In the following, the counter efficiency, €y, is defined as the ratio of
detector events to all events which happened in the counter, As only the
forward-peaked recoil protons are detected, €y is determined by the inner
geometry of the counter., From the radii of radiator and entrance aperture
of the solid-state detector and the distance between them, the efficiency was
calculated using the Monte-Carlo program described in Ref.[6]. The values
of €, for the different counter geometries used are shown in Table II, In
the investigated energy range, the dependence of €, on the neutron energy:
was negligible (see also Ref, [ 8]).

The overall efficiency of the proton recoil detector depends on €y, on
the sample thickness and on the hydrogen scattering cross-section. Under
the conditions of this experiment, the overall efficiency was roughly 4 x 1076,

TABLE II. VALUES OF THE COUNTER EFFICIENCY ¢; FOR THE
DIFFERENT COUNTER GEOMETRIES USED DURING THE EXPERIMENT

sZ:ﬂifc::‘:::s; Efficiency, ey Uncertainty
(x 107%) (%o
(mm)
16.75 1,999 0.8
17.92 2.277 0.8
19.00 2.537 0.8

3.4. Electronics

After passing through the pre-amplifier and timing amplifier, the pulses
of the solid-state detector were divided into a pulse-height and a time branch,
The pulse-height and time signals of each event were coded in analogue-to-
digital converters TADC) and stored in the memory of a 16-K computer as a
two-dimensional spectrum, Independently, a second pulse-height spectrum
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was accumulated in a multi-channel analyser. This was used for control and
for a better survey. Every ADC was coupled with the automatic sample
changer mentioned above, so that the spectra, with the solid-state detector
covered and uncovered, were stored in two different fields of the respective
memories,

Figure 3 shows ahorizontal cut through the two-dimensional spectrum
of the proton recoil counter at a neutron energy of 909 = 22 keV., At low
pulse heights, there is an overlap between the band-like recoil proton
distribution and the broader background of the solid-state detector. In
Fig. 4, a cut along the pulse-height axis is shown, containing all events
with flight times between t; and t3. The corresponding distribution with
the solid-state detector covered is shown by the open circles, The
horizontal cut line of Fig. 3 is drawn as a dashed-dotted line in Fig. 4.

The background at low pulse heights is somewhat dependent on the
neutron energy. It generally limits the useful energy region of the counter
for low neutron energies, At about 400 keV, background and recoil protons
‘become comparable and this causes a very high statistical uncertainty. The
time resolution of the counter is about 12 ns in the energy range of this
experiment, .

3.5. Corrections

Besides the correction concerning the deviation from the stoichiometric
amount of hydrogen in the samples, there is another correction necessary
which accounts for the interaction of scattered neutrons with the detector,
Several different types of scattered neutrons may falsify the detector count
rate. The wall-scattered neutrons lead to a time-independent background
and can easily be subtracted in the time-of-flight spectra. Two other types
of scattered neutrons can be discriminated in the pulse-height distribution
because of their low energies, The maximum energies of these groups are
indicated in Fig, 4 by arrows, The first type are neutrons which have been
scattered in the target region, Their low energy is due to the kinematics of
the neutron-producing reaction, which causes a strong dependence of the
neutron energy on the angle with respect to the incident protons. The
second type originates from the "Li(p, n)?Be* reaction in which the beryllium
nucleus is left in its first excited state, For primary neutrons below 1.2 MeV,
this second group always has energies lower than the first type of background
neutrons. Therefore, the only correction necessary is for neutrons
scattered in the counter or by the nearby surroundings. In this case, the
working principle of the proton recoil counter restricts drastically the region
from which neutrons can be scattered and produce recoil protons with correct
energies. This region contains only the plane end of the cylindrical counter.
The contribution of these scattered neutrons to the count rate was calculated
by a Monte-Carlo program for a slightly simplified geometry from the
differential scattering cross-sections of the corresponding materials, The
result was that in the whole energy region from 400 keV to 1,2 MeV the
scattering correction is smaller than 0, 5%.

4, CONCLUSIONS

It was shown by experiments that the method described for absolute
neutron flux determination can be used in the energy range between about
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TABLE III, EXPERIMENTAL UNCERTAINTIES

Source of uncertainty Uncertainty
(V2]

Hydrogen (n, p) cross-section, oy 0.5
Number of hydrogen atoms, Ny

Sample mass 0.5-1.8

Stoichiometric correction 0.8
Efficiency, € . 0.8
Count rate, Zy

Statistical uncertainty . 1.0

Correction for scattered neutons 0.2
Overall uncertainty 1.7- 2.4

400 keV and 2 MeV. The reliability of the measurement was carefully
evaluated and checked by a systematic variation of all important parameters,
For this purpose, the experiment was performed with eight radiator samples
of two different materials and with a threefold varied counter geometry
leading to three different counter efficiencies. Inthis way, the results of
the sample mass determination, the stoichiometric correction and the
determination of the efficiency were proven to be consistent with the
experimental uncertainties summarized in Table III,

The achieved accuracy of the neutron flux determination was possible
because corrections could be reduced considerably. Extrapolation
corrections and corrections for volume effects have been avoided, the
scattering correction is almost negligible and the remaining correction for
the deviation of the stoichiometric hydrogen content is small and therefore
causes a relatively small uncertainty.

All these features make the described method suitable for absolute
neutron flux determinations with an overall uncertainty of about 2%.
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DISCUSSION

C.D. BOWMAN: Why are carbon recoils not observed?

F. KAPPELER: Recoil carbon atoms have about 1/12 of the energy
expected for protons and therefore do not appear in the observed energy
range. '

W.P., POENITZ: Can you explain the background in your experiment?
At the 1970 Argonne Symposium you showed proton-recoil time-of-flight
spectra in which the ratios of the real count rates to background count rates
were approximately 1:1, and you could not explain the origin of the background.

F. KAPPELER: The background depends on the neutron energy. At
Argonne, I showed spectra taken at 440 keV and at about 500 keV in which the
background was 1/3 to 1/2 of the proton-recoil contribution. The spectrum
presented in this paper was taken at about 900 keV, and therefore the back-
ground was much lower, I still cannot explain its origin.
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Abstract

NEUTRON FLUX MEASUREMENTS AT THE LLL LINAC. -

Three detector systems to cover three overlapping energy ranges will be used in high-accuracy
measurements of the 255U fission cross-section with the LLL linac: (1) Thermal to 100 keV — thin SLi glass
scintillator; (2) 50 keV to 2 MeV— gas-filled proportional counter; (3) 1 to 20 MeV— proton recoil
telescope. The status of each detector system is reported.

A programme of neutron-flux measurements is being carried out at
the Livermore linac in preparation for high-accuracy fission cross-section
measurements on 2°U,

It is planned to cover the neutron energy range from thermal to 20 MeV
in three overlapping energy regions using the following detector systems:
(1) thermal to 100 keV — thin 6Li glass scintillator, (2) 50 keV to 2 MeV —
gas-filled proportional counter, (3) 1 to 20 MeV — proton-recoil telescope.
The present state of development of these three systems is described below.

We have obtained and are currently using a 1 -mm-thick 6Li glass
scintillator which is viewed by two RCA-4525 phototubes optically coupled
to the scintillator edges as shown in Fig.la. The phototubes are 15 cm
apart and are placed outside of the neutron beam to minimize scattering,
Pulse-height resolution has been optimized by adding the pulses from both
phototubes and by surrounding the assembly with an aluminium reflector
foil. Figure 2 shows the resolution obtained with a 10-cm-dia. neutron
beam centred on the scintillator. The full width at half maximum is less
than 20% under these conditions. (Full irradiation of the 10 cm by 15 ecm
scintillator yields a resolution of 22%.)

Improvements in proportional counter response have concentrated on two
areas — decreasing the range of recoil protons and eliminating the effects of
recoil carbon nuclei inherent in methane-filled counters. Time-response
measurements indicate that a suitable time resolution can be obtained with
a broad range of methane-krypton concentrations. The goal of this study
is to extend the useful energy range above 1 MeV to afford a suitable overlap
with the proton recoil telescope. A search for high-drift-velocity gases
other than methane is in progress in an effort to eliminate the carbon
recoil problem.

A proton-recoil telescope currently,in use with a "Li glass scintillator
as the proton detector is shown in Fig.1lb. A 10-cm-dia. hydrocarbon
radiator is placed at the downstream end of a 6-cm-dia, by 50-cm-long
lead cylinder and is viewed by the scintillator from a distance of 10 em.
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The 4-cm-dia. scintillator and its attached phototube are shielded from
the direct beam by the lead cylinder. Figures 3, 4 and 5 show the pulse-
height response obtained at 2.9 MeV, 8.0 MeV and 17.5 MeV.

For all three detector systems, the data are recorded in a two-
dimensional mode to allow signal-to-background optimization and to reduce
systematic errors caused by base-line shifts.

Al Reflector Foil—\- (a)

RCA 4525 RCA 4525
Neatron  \_j.m Thick
Beam  6); glags Scintillator

Wire Supports7\ Vacuum Pipe7 (b)

L/ \ Neutron Beam
i+ | | Ph Shield ]
}\

RCA 8575—/ L An.a.. Al Support

7. L e
Li-Glass Scintillator. Gllz Radiator

FIG.la. The 1-mm-thick 6Li glass scintillator.
b. The geometry of the proton-recoil telescope.
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FI1G.3. Proton-recoil telescope pulse-hejght distribution. The neutron energy was 2.9 MeV with an energy
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FI1G.4. Proton-recoil telescope pulse-height distribution. The neutron energy was 8.0 MeV with an energy ’
spread of 1.2 MeV. The pulse-height separation between the proton and carbon events is evident.
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FIG. 5. Proton-recoil telescope pulse-height distribution. The neutron energy was 17,5 MeV with an energy
spread of 4.0 MeV. The data for Figs 3, 4 and 5 were not obtained with the same gain conditions.
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GENERAL DISCUSSION

H. LISKIEN: I would like to describe briefly some work done at Geel
which will appear very soon in Nuclear Instruments and Methods. At the
1970 Argonne Symposium, I described our programme to compare different
flux-measuring techniques at various energies in order to discover hidden
systematic errors. We have used the conventional recoil telescope above
1 MeV, hydrogen- or methane-filled proportional counters below 3 MeV and
the ‘associated-particle method with the T(p, n) and D(d, n) reactions. We had
made comparisons at 15 MeV, 2.5 MeV, 1 MeV and 0.5 MeV,

Since the 1970 Argonne Symposium, we have also made a comparison at
250 keV, which is exactly the lowest energy in the range which Mr. Leroy
has studied. Our methods were very similar to his; we used associated-
particle counting with the T(p, n)°He reaction. As a second method we used
a methane/hydrogen-filled proportional counter with pulse-shape discrimi-
nation against gamma rays.

Our associated-particle method differs from the Cadarache arrange-
ment in that, in addition to pulse-height discrimination, we also use an
electrostatic field and charged-particle time-of-flight methods for dis-
crimination among the various particles.

We claim 2% accuracy for the associated-particle method, which is
exactly the figure Mr. Leroy quoted earlier, and about 3% for the proportio-
nal counter.

Although it is always good to have a new device to check consistency,

I do not agree with Mr. Képpeler that extrapolation to zero pulse height is
such a great problem. We claim 3% for our proportional counter. Combining
this accuracy with that of the associated-particle method should give an
expected accuracy for the ratio of the two methods of 3.6%. We have made
six comparisons of the two methods at 250 keV and we find a precision of

*0.7%; for the ratio of the two methods, both of which are in themselves
absolute, we find 0.996. We would have expected the deviation of the ratio
from unity to be larger than this 0.4%.

J.L. LEROY: Down to what energy do you expect to be able to use the
associated-particle method?

H. LISKIEN: The next point where we plan to compare flux-measuring
techniques is 100 keV. A comparison at, say, 200 keV would not yield much
new information. We do not believe that the associated-particle method can
be used at 100 keV. Therefore we made preliminary tests with the associated-
activity method using vanadium but found difficulties with background neutrons
because the source was so weak. For comparison of the proportional counter
with other methods, we found that measurements with the proportional
counter were unreliable because of the poor foreground-to~background
counting ratio. :

Some other type of detector is required to make the measurements at
100 keV and then to make comparisons with the other methods at higher
energies. Such a counter either would have to be more efficient or would
have to be insensitive to scattered, background neutrons. However, with
a long counter and the vanadium source we found that the ratio of neutrons
coming directly from the target to those coming from the beam tubes
and other places was very unfavourable. This was the reason for my
earlier questions to Mr. Coates about calibration of a long counter at
Harwell using a vanadium source.
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M.S. COATES: This is the work of Adams et al. (UKAEA Report
AERE-R 6429). The actual measurements on vanadium were d.c. measure-
ments using proton currents of up to 50 yA., The background was studied with
afLi glass scintillator and time-of-flight equipment with the Van de Graaff
operated in a pulsed mode. It was assumed that if the background were clean
and the neutron groups were monoenergetic in the pulsed mode, then the same
conditions would appertain in the d. c. mode.

W.P. POENITZ: Mr, Liskien mentioned that he did not think extra-
polation of the recoil-proton pulse-height spectrum to zero pulse height
was a significant source of uncertainty with the proton-recoil counter which
he used. What uncertainty was actually assigned to the extrapolation?

H. LISKIEN: This extrapolation is always made with the aid of a
theoretical spectrum calculated with a Monte-Carlo program. The experimen-
tal spectrum is compared with the theoretical spectrum step by step. The
experimental spectrum is rather flat down to the point where the gamma-ray
contribution becomes very strong. Using gamma discrimination shifts this
point nearer to zero pulse height so that the gap which must be extrapolated
becomes smaller. There is a point where gamma discrimination no longer
works, and there extrapolation must begin. The parameters of the Monte-
Carlo program are then varied to determine reasonable limits and uncertain-
ties for the extrapolation. (Editor's Note: For details, see LISKIEN, H.,
PAULSEN A., Nucl. Instrum. Methods 69 (1969) 70.)

KAPPELER How did you determine the effective volume of the
proton recoil detector?

H. LISKIEN: The sensitive volume is defined by the 'field tubes' which
are inserted in the two ends of the counter to compensate for distortion of
the electric field because of end effects. The sensitivity of the counter is
then uniform over its entire length and falls off sharply at each end of its
effective volume. The effective volume was calculated from the geometry
of the counter and, in addition, was checked by scanning along its length with
an X-ray beam. The deviations of these methods were included in the
uncertainty of the total volume of the detector.

J.L. LEROY: In a proton-recoil counter a small number of lower-
energy neutrons can give an incorrect shape to the proton-recoil pulse-
height spectrum and thereby cause an incorrect extrapolation to zero pulse
height. For instance, a low-energy neutron group might come from
scattering of neutrons in the target backing, which is sometimes quite
thick. Since the scattering cross-section of hydrogen decreases with
increasing energy, the proton radiator has a higher efficiency for low-
energy neutrons. If the shape of the theoretical spectrum calculated by
the Monte-Carlo code is not exactly the shape of the experimental spectrum,
it is.very difficult to make the correct extrapolation. We tried to use a
proton-recoil counter and had trouble for these reasons.

W.P, POENITZ: We also tried a proton-recoil counter. The Monte-
Carlo evaluation could be adjusted in so many ways that we were a little
dissatisfied. with the extrapolation. That is why I prefer a counter such as
Mr. Kdppeler described. Incidentally,was not the counter used by White
of the latter type? (WHITE, P.H., J. Nucl. Energy 19 (1965) 325.)

F. KAPPELER: Yes, but White's counter had a very short distance
between the radiator and detector so it measured essentially the same
spectrum as a gas-filled counter,

W.P. POENITZ: So that was why its spectrum was much broader.
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H. LISKIEN: I do not know what Monte-Carlo programs each of you
has used, but I should point out one problem with the original Aldermaston
program. When the energy of a neutron does not correspond closely with
an energy of the program's data tables, the program makes a slight error.
The result is a theoretical spectrum with a slope which differs from the
experimental spectrum. When this error is corrected, the theoretical
spectrum is flatter. '

E.J. AXTON: What is the energy dependence of this effect?

J.L. LEROY: We made an overall background measurement and d1d
not measure components due to individual causes., However, I think the
effect of thermal neutrons would be small because our Monte-Carlo calcu-
lations show that the efficiency does not vary much, at least below 1 MeV;
for higher incident energies, thermal neutrons may have greater effect on
the background.

M.S. COATES: Was the 4% accuracy of individual points from the
Monte-Carlo calculations due to the complicated structure of the detector?

J.L. LEROY: No, it was because of statistics, To obtain an accuracy
of 4% for a single point requires 10 minutes of IBM 360/65 computer time,
Of course one could achieve better accuracy, but it would be expensive.

W.P. POENITZ: You have shown energy spectra of the 3He particles
which you detected. There was one peak due to recoil of ®He particles
following scattering of protons on 3He which was present in the tritium
target from B-decay of the tritium. As the primary (proton) energy was
changed, was there any regmn where the separation of the recoil peak and
the peak due to the T(p, n) He reaction was so poor as to make the technique
useless?

J.L. LEROY: The positions of the peaks change with incident proton
energy, but they were always sufficiently well separated With decreasing
proton energy the relative size of the recoil peak becomes larger.

W.P. POENITZ: Why did you measure fission cross-sections using the
calibrated detector as a flux monitor instead of using your associated-
particle apparatus to determine the flux directly?

J.L. LEROY: There are two reasons: (1) intensity; (2) the charged-
particle counting apparatus required a large amount of material — such as the
target assembly, the analysers, etc. —to be near the target. In cross-
section measurements with thin-walled, relatively unshielded fission
chambers, scattering from all this material would be troublesome. However,
in the calibration experiment this scattering is not a problem because the
collimator looks at the target only.

F. KAPPELER: The experimental proton distribution in a gas-filled
counter can be fitted very accurately in the upper energy range above the
threshold, My feeling is that most difficulties arise at low proton energies
where the adsorption of gas at the walls and other effects make it very
difficult to describe the processes which are occurring and hence to make
an accurate correction,

H. LISKIEN: Of course, we try to correct for adsorption on the housing
of the detector. We have compared the proton-recoil proportional counter
at 2.5 MeV with a counter telescope, at 1 MeV both with the telescope and
with associated-particle counting, and at 500 and 250 keV with associated-
particle counting. In all cases we have applied the same correction proce-
dures, and the results of the measurements have agreed within estimated
uncertainties: If we have underestimated some sources of error, the
consequences have certainly not made our results useless.
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Abstract

THE ©Li(n, ) CROSS-SECTION.

Measurements of the °Li(n, o) cross-section were carried out in the 30~ to 600-keV energy range
using the Grey Neutron Detector. Of major interest was the ratio between the peak of the resonance and
the minimum between 80 keV and 100 keV for which a value of 4. 96 was obtained. The present on, o
values were combined with recent cyo; measurements in an attempt to fit both cross-sections with one
set of resonance parameters. Both the fitting results and the absolute cross-section values are preliminary
and will be supplemented by additional work.

INTRODUCTION

The 6Li(n,a) cross-section is used as a reference cross-section for the
low keV energy region with increasing frequency. The cross-section is
sufficiently large and has a smooth energy dependence. MNoreover, the
utilization of this reference cross-section via lithium glass detectors pro-
vides for powerful neutron flux monitors in white neutron source flux
measurements, However, the possible extension of the usable energy range
to the higher keV energy range, as well as the accuracy of the cross-section
in the 50-100 keV range are restricted by large uncertainties in the resonance
energy range around 245 keV., Most notable are differences in the order of
20% for the peak value between recent measurements by Fort [1] and
Uttley et al. [2].

The present measurements were carried out in the energy range from
90 to 600 keV with the majority of the measurements in the resonance region,
The o, , values were combined with recent o,,, measurements in an attempt
to fit both cross-sections with one set of parameters

MEASUREMENTS

The schema of the set-up is shown in Fig.1. A collimated neutron beam
passes through a lithium glass detector and is captured in a 'beam-catcher!'
type neutron detector. The 7Li(p,n) reaction was used as a neutron sopurce,
Thin lithium metal targets yielding a resolution of 7 keV were used. Below
120 keV primary neutron energy, a second low-energy neutron group exists
which is, however, small in the case of the present measurements.

The lithium glass detector was positioned at the end of a 1.88-m flight
path, Besides passing through the 0,09-cm-~thick lithium glass (NE 905),
the neutron beam passes through two thin aluminium windows, thus neutron

* work performed under the auspices of the US Atomic Energy Commission,
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FIG.1. Schematic arrangement of the target, collimator, shielding, 5Li glass detector and neutron detector.

scattering in the detector is negligible except for scattering in the lithium
glass. The lithium glass was chosen sufficiently thin to keep the correction
for scattering in the lithium glass mostly below 5% and always below 10%.
Four photomultipliers view the scintillation light in the lithium glass through
air. A 'free' mounting of the lithium glass was chosen in order to best
approximate the assumptions of the Monte-Carlo evaluations for the efficiency
of the glass.

The Grey Neutron Detector [3] was used as a neutron flux monitor,
Both water and vanadium-bath solution were used as moderators. Over
the energy range of the present measurements the efficiency rises with
increasing energy by about 3,5% for the water moderator and 1.5% for the
vanadium bath, The Grey Neutron Detector should be extremely well suited
for this energy range, .

Measurements were carried out with a pulsed and bunched beam of about
1-2 ns duration. The time-of-flight spectra, the energy spectra of the lithiuvm
glass detector, and the energy spectra of the NaI(Tl) detector were recorded
with an on-line computer system. The same input terminal was used for
both signals, thus eliminating dead-time corrections.

The alpha count rate, C,, is given by

1 - exp(~ZLior d)
L. d

tot

Cu=Ngq, od-&- +CSe
= Ng-opod-8-k

where Ny is the number of 61.i atoms per cm?®, d is the thickness of the
glass, & the neutron flux per cm?, £, the macroscopic total cross-section
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of the lithium glass and Cic the contribution to the alpha count rate from
neutrons scattered in the glass, The correction factor

k= kl +k2
with
. = L= exp(~Liod)
! Lo d
and

ky = C3/L,da

consists of two parts, the first of which corrects for the attenuation of
the primary neutron flux (loss) and the second of which corrects for the
count-rate gain from scattered neutrons, The factor k; could be determined
in a transmission experiment-which yields directly exp(-Z,,d). This should
be done for thicker glasses, but was not necessary for the present experi-
ment where I, d was usually smaller than 0.05. The factor k as obtained
from a Monte-Carlo evaluation is shown in Fig.2, The figure suggests that
the energy range of the oxygen resonance for which the correction is largest
should be avoided. For the existing uncertainties in the input data the cor-
rection is undesirably large in this range.

The neutron count rate, C,, is

Cp = n(E,Ep) *n(Ep) - @

where n(E, Eg) is the energy-dependent efficiency, normalized at E; to 1.0,
and n(E,) is the absolute efficiency at this energy. n(E,E;) was considered
extensively in recent reports [3]l. n(E,) was obtained by comparing the activa-
tion of the vanadium bath from a 500-keV neutron beam with that of a 252Cf
source,
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FIG.2. The correction factor k versus neutron energy obtained by Monte~Carlo calculation.
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Corrections were made for the attenuation of the neutron beam in air
and in the lithium glass, which again causes the largest correction at the
oxygen resonance. Non-monoenergetic components in the neutron spectrum
were well monitored with the time=~of-flight method applied to the lithium
glass detector. Corrections of usually less than 3% were applied. A major
source for these neutrons is the in-scattering from the neutron source target
backing, '

The maximum neutron energy was determined from the magnetic field
of an analysing magnet measured by a Hall probe. The calibration was made
with the threshold of the "Li(p,n) reaction. The energy spread was deter-
mined once from the known target thickness and the spread due to bunching
of the primary proton beam, and again from the spread of the time-of-flight
spectra. Both values agreed within 1-2 keV, The energy uncertainty was
estimated to be 3 keV,

RESULTS

The experimental values are shown ih Figs 3 and 4. The energy uncer-
tainty of 3 keV is shown but not the resolution of about-7 keV. The present
values are compared in Figs 3 and 4 with other recent absolute measure-
ments and values obtained from fits of the total cross-section and other
data. At 100 keV, good agreement was obtained with recent measurements
by Fort and Marquette [10], Condé et al.[ 8], and Uttley et al. [2].

At the resonance peak, the present values are somewhat lower than
those by Uttley et al. [2] and higher than those by Fort and Marquette [10].
They agree best with the peak values obtained by Meadows and Whalen [4]
and Coates et al.[5]. The energy of the resonance is slightly lower than
that obtained by Meadows and Whalen (4], but not as low as that obtained by
Uttley et al.[2] and Coates et al. [5]. _ '

The present values for o, , were combined with previous measurements
of the total cross-section [4]. A preliminary fit to the data was made by
minimizing the function

E= Z 45 Wy

ai

where d,; is the difference between the calculated and experimental cross-
sections for reaction a at energy E;, and W,; is the weight. In this instance,
where the number of total cross-section data points was much larger than
the number of (n,a) points, the weights for each reaction were normalized,

so that.
z Wai =1
i

The fit was made using the same basic assumptions as previously used
in fitting the total cross~section only [4]:

(1) The sole contributor to the 5/2" channel is potential scattering
plus a single isolated resonance near 250 keV. The explicit equations are
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FIG.5. Results of simultaneous fit of the present measurements of the SLi(n, )T cross-section and the
experimental total cross-section data of Meadows and Whalen {4].

given in Section XII.1 of Ref.[11]. The variable parameters are the neutron
channel radius, R,, the reduced alpha and neutron width, -yg and 'yﬁ, and
the energy eigenvalue, E,. The alpha channel radius was fixed at 2.5 fermi
for reasons given elsewhere [4].

(2) The reactions in the other channels are described by complex
phase shifts of the form

- ; 2
6=§+i(aPy +bP, P,.)

where Py, and P,, are neutron and alpha-particle penetrabilities and have
hard-sphere scattering. The parameters are a and b, and the channel

radii R, and R,. However, these are fixed by other experimental data out-
side the range of this experiment such as the thermal (n,a) cross-section,
the low-energy elastic scattering cross-section and the angular distribution
of the tritons. The actual values are given in Ref, [4]. Figures 4 and 5 show
the result from this fit.
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DISCUSSION

L. STEWART: The data of Meadows and Whalen, which you used in the
fits of your data, apparently have an oxygen contamination above 400 keV
which has not been subtracted. Perhaps this affects the consistency of your
analysis of the total and (n,a) cross-sections.

W.P. POENITZ: We also have observed the oxygen resonance in our
experimental data; it appears as a very small bump around 440 keV. The
inconsistency between our (n,a) data and various total cross-section data
exists over the whole 300- to 600-keV range, and I think the size of the
oxygen cross-section is insufficient to account for it.

A.J. DERUYTTER: How was the ®Li content of the glass determined?

W.P, POENITZ: Our Chemical Division has analysed three samples
of the lithium glass, and the results of their chemical analyses for the
total lithium content agree well with the analysis supplied by the manu-
facturer. Analysis of the isotopic composition is not yet complete so we
have relied on the manufacturer's report.

A.J. DERUYTTER: What error do you put on a typical (n,a) cross-
section point in the peak of the resonance?

W.P., POENITZ: The final error of course includes the question of the
mass analysis. At present I have assighed something like 3% to 3.5% total
error to the values which have been shown. On the side of the resonance,
the effective error is much larger because of the uncertainty in the energy.
I should mention that we have prepared an experiment to determine the
energy of the resonance by a completely different technique. We plan to
measure the total cross-section using a neutron spectrum which is white
over a restricted energy range which covers the 250-keV resonance, We
will shift the detectors in such a way that the gamma peak appears at exactly
the position of the resonance in the transmission curve. The repetition
frequency of the accelerator is then the only time-determining element
besides the flight path so that we do not have to determine a time scale
for a wide range of neutron energies in order to measure the absolute
resonance energy.

A.J. DERUYTTER: With what white source do you intend to perform
this experiment?

W.P. POENITZ: With our tandem-dynamitron. By white source I
meant a source which gives a flat neutron spectrum over the restricted
energy range from about 200 to 300 keV, just covering the resonance,
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C.D. BOWMAN: Would you describe the pulse-height spectrum obtained
from the €Li glass. I am interested in the effects of the coincidence require-
ment and of the bias settings.

W.P. POENITZ: The photomultiplier outputs are added in pairs and a
coincidence is required between those pairs. The resolution is not so good
as if the glass were in contact with a photomultiplier. We prefer to put the
photomultipliers at the side in order to reduce the scattering problem.

We always recorded two-dimensional (pulse-height and flight-time)
spectra, although we did not attempt to achieve very high time resolution.
The gamma peak is not very great because of the coincidence requirement
and because of the small size of the glass. We set a window over the time-
of-flight peak and an equally wide window on an adjacent period. In each of
these windows we obtain an energy spectrum. From one window we obtain
a background spectrum, which is small and mostly due to scattered thermal
neutrons.

C.D. BOWMAN: Did you make a correction for the small-amplitude,
but genuine, (n,a) pulses which are lost because of the bias setting and the
coincidence requirement?

W.P. POENITZ: We made an extrapolation which amounted to 1, 2% -
1.5% of the total counts. In the range where the noise was such that the
spectra could be compared with and without coincidence, the coincidence
condition did not seem to change the shape of the spectra sufficiently to cause
an error greater than 0.5% which was assigned to the extrapolation anyhow.

I believe this uncertainty is small compared to the uncertainties in the flux
determination and in the 6Li content,

E. FORT: Would you explain a little more about the determination of
the ®Li concentration?. Roughly speaking, are the results of your own
chemical analysis higher or lower than the analysis supplied by the
manufacturer? ,

W.P, POENITZ: The manufacturer's analysis did not specify a range
of uncertainty. If one assumes that the uncertainty is roughly the range of
the last decimal place which he gives, then the agreement between our
analysis and his is within 2%. I do not recall the direction of the discrepancy.

M.S. COATES: In measurements with which I am familiar, where
people have measured the concentration of lithium in glass, it seems that
the manufacturers overestimate the amount of lithium in the glass some-
times by several per cent. I believe this was the case in a measurement with
a thick glass at Gulf General Atomic, and I think Mr, Fort had the same
experience.

E. FORT: Regarding the Monte—Carlo calculation of the correction for
multiple scattering in the glass, I am surprised by the size of the peak due
to caesium in view of the rather low caesium content of the glass. Other-
wise, I think most of the divergences between your calculation of this
correction and our calculation can be explained by differences in the data
library used in the Monte-Carlo program.

W.P. POENITZ: I was surprised about the caesium peak myself. The
data library is from Macklin, and I have not checked where he obtained the
data. I do not consider the caesium peak to be very important for our results
because it is due to a very sharp, narrow resonance, and one should simply
avoid making measurements near the resonance energy.

I do not think that differences in the input data can explain why the
silicon resonance does not show up in Mr. Fort's calculation; it appears
in our correction factor and in the one calculated by Macklin,
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E. FORT: We should compare our Monte-Carlo program.

J.L. LEROY: Are you sure that the composition of the glass is the
same?

W.P. POENITZ: I think the compositions cannot account for the
differences at this resonance. The composition and channel levels might
vary a little but should not affect the general features of the resonance.
These comments are even more true for the oxygen resonance.
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Abstract

MEASUREMENTS OF THE RELATIVE ®Li(n, o) CROSS-SECTION IN THE ENERGY RANGE 1 keV to > 500 keV.

The 6Li(n,oL)T cross-section has been measured between 1 keV and 500 keV using the neutron booster —~
45-MeV linac system and the Harwell black detector as flux monitor. Data have been obtained for two
6.35-cm dia. °Li-loaded glasses, one 0.5 mm thick and the other 9.5 mm thick. The background was
determined using the black-resonance technique, and corrections for multiple scattering were made using
Monte-Carlo calculations. In contradiction to preliminary results, the cross-sections determined for the thick
and thin glasses agree. The new results agree' well with those obtained by Fort and Marquette if systematic
energy shifts of approximately 5 keV are introduced. The peak cross-section value is about 10% lower than
the peak value of the (n,) cross-section derived by Uttley and Diment from their measurements of the °Li
total cross-section.

Some preliminary measurements of the relative 5Li(n, @) cross-
section using thin 1.4 glass scintillators have been reported earlier [1],
Since then, further data have been obtained with glasses of different thick-
ness and, in addition, a more accurate determination has been made of
the neutron flux spectrum used to derive the cross-section. The experiments
were carried out on the 300-m flight path of the neutron booster — 45-MeV
linac system at the Atomic Energy Research Establishment, Harwell, The
6Li glass yields were obtained at a 120-m station and the neutron flux
spectrum was measured with the Harwell black detector [1] at the 300-m
station. .

New data were obtained with two 6Li-loaded glasses (Type GS20). One
glass was 0,5 mm thick, 6.35 cm dia., and the other was 9.5 mm thick,
6.35cmdia. The phototube was separated from the glass ineach set of measure-
ments by 5.25 cm to reduce the effects of multiple scattering of neutrons [1].
Collimators’ of boron-loaded wax (60 cm long) and lead (15 cm long) limited
the neutron beam to 5 cm dia. at the detector position. The background,
which was never greater than ~10%, was determined with filters of Al,
Si0O, and Mn using the black resonance technique. Discriminator bias con-
ditions were such that no pulses from the 8Li(n, o) reaction were missed.
Measurements were made also with "Li glasses (Type GS30) of the same
dimensions as the two ®Li glasses to see if there were any effects attribut-
able to neutron capture in the constituents of the glass other than 61i. No
measurable effect was observed.

* On atachment from Imperial College, University of London.
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TABLE 1. THE ®Li(n, @) CROSS-SECTION OBTAINED WITH A

0.5-mm-THICK GLASS SCINTILLATOR

107

Neutron Neutron Neutron Neutron Neutron
energy %0 .energy %y energy % energy % energy O
(keV) (keV) (keV) (keV) | ey
399.8 0.552 231.4 2.785 83.1 . 0.632 7.29 1.758 2.16 3.229
892.6 [ 0,871 22-5.1 2.630 78.2 0.637 6.94 1,756 2,10 3.285
385.6 0.603 219.1 2.454 72,27 0.630 6.62 1.855 2.05 3.459
3178.8 0.628 213.3 2.239 66.98 0.645 6,32 1.856 2,00 3.295
372,2 0.638 207.17 2.030 62.25 0.658 6.04 1.974 1,946 3.279
365.7 0,692 202.4 1.826 58.00 0.674 5.18 1.919 1,898 3.368
359.4 0.727 197.2 1.659_ 54'.18 0.679 5.63 1.971 1,851 3.289
353.3 0,773 192.3 1.548 50,72 0.689 5.30 2.017 1.808 3.493
3417.3 0.819 187.5 1.420 47.58 0.710 5.09 2.044 1.762 3.539
341.5 0.857 182,9 1.318 4,72 0.743 4.88 2.126 1721 3.599
335.8 0.872 178.5 1.283 42,11 0,750 4.69 2,180 1.680 3.697
330,3 0.964 174.2 1,141 38.68 0.791 4.51 2.220 1.641 3.725
324.9 1,015 170.1 1.065 34.64 0,835 4,34 2.245 1.604 3.806
319.6 1.096 166.1 1.043 31,20 0.879 4.18 2.203 1.567 3.823
314.5 1.183 162.3 0.980 28,25 0.900 4,03 2.362 1.532 4.075
309.4 1.256 158.6 0.927 | 25.69 0.918 | " 3,89 2.469 1.498 4,013
304.5 1,328 155.0 0.891 23,47 [ 0.973 3.75 2.438 1.465 3.886
299.7 1,417 151.6 0.871 21,53 1.019 8.62 2.480 1,433 3.894
295.1 1.502 148.2 0.839 19.82 1.081 3.50 2,535 1.403 3.823
290.5 1.634 145.0 0.79? 18,30 1.087 3.38 2,576 1.373 3.1767
286.0 1.732 141.9 0.770 16,95 1.135 3.27 2.600 1,344 4.024
281.7 1,882 138.8 0.756 15.75 1.240 3.17 2.619 1,316 4.245
277.4 2,033 135,9 0.756 14,67 1.272 3,07 2. 809 1.289 4.000
273.3 2.189 133.,0 0.719 13,170 1.315 . 2.97 2. 847 1,263 4.132
269.2 2.232 130.3 0.695 12,82 1,359 2.88 2.878 1.237 - 4,303
265.2 2,376 125.7 0.682 12,02 1.362 2.79 3,038 1.212 4.164
261.3 2.504 119.5 - 0.660 11.29 1.430 2,71 2,915 1.189 4.305
257.5 2.656 113.8 0,657 10.63 1.467 2.63 3,005 1.165 4.388
258.8 2.704 108.5 0.642 10,03 1.503 2,55 2,853 1.143 4.424
260.1 2.778 108.5 0.625 9.47 1.508 2.48 3.030 1,121 4.514
246.6 2,870 98.8 0.635 8.96 1,544 2,41 3.077 1,099 4.763
243.1 2.943 94,5 0.625 8.49 1.617 2,35 3,139 1.079 4,527
239.7 2,857 ° 90,5 0.627 8,06 1.688 2.28 3.127 1.059 4. 565
236.3 86.7 0.621 7,66 1.724 2.22 3.223 1,039 4,586

2,913
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Corrections have been made for multiple scattering effects of neutrons
in the 6Li glasses using Monte-Carlo calculations made by Fort [2] (9.5-mm
glass) and Macklin [3] (0.5-mm glass). The relative corrections between
~1.5 keV and 300 keV are 30% for the 9.5-mm glass and ~3% for the 0,5-mm
glass. Above this energy, the correction factors increase because of the
effect of the oxygen resonance at 440 keV, to a maximum value of ~1.7 for
the thicker glass and ~ 1.1 for the thinner glass. Some of our earlier
measurements, which have been published as a progress report [4], indicated
that there was a significant difference between the cross-sections determined
from the thin and thick glass measurements over the region of the resonance
at ~ 250 keV. Further measurements proved that this result was incorrect
owing to a count-rate-dependent instrumental fault in the timing equipment
which invalidated the thick-glass data, Our present results show good agree-
ment between the cross-sections determined from the thick- and thin-glass
data, The analysis with the more accurately determined flux spectrum
referred to above has resulted in a lower cross-section value over the
resonance peak than reported in the preliminary measurement of Ref, [1].
The results for the 0.5-mm glass are shown in Fig.1l, normalized between
1.5 keV and 10 keV to the ®Li(n, o) cross-section deduced by Uttley and
- Diment from total cross-section measurements [1]. The data are listed
in Table I. The Uttley and Diment cross-section has been recommended
as the most accurate one available in a recent evaluation [5]. There is
a discrepancy of ~10% between the peak cross-section values,

Recently, Fort and Marquette [6] have published new absolute measure-
ments of the éLi(n, @) cross-section over the resonance region using several
glasses of different thickness, The experiments were made on a Van de
Graaff accelerator at Cadarache using a flat-response detector of the super-
long counter type for the flux determination. Our glass results agree well
with these new data if an energy shift of ~5 keV is introduced between the
two sets. The Van de Graaff data lie systematically higher in energy than
the linac values. The results with error bars are shown in Fig. 2 without
any energy normalization. At present, experiments are being carried out
at Cadarache and Harwell to see if any systematic energy error can
be traced.

The reason for the discrepancy between the latest glass data sets and
the Uttley and Diment cross-section determination in the resonance region
is not clear. Further fLi total cross-section measurements are clearly
very desirable to test the validity of the basic data used by Uttley and
Diment to calculate the (n, @) cross-section.
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DISCUSSION

M.S. COATES: I want to add some remarks on planned future work on
the 814 cross-sections.

(1) We intend to make more total cross-section measurements to
increase the accuracy of the Uttley and Diment data in the high-energy
region and around the minimum near 100 keV where there could be systematic
errors in their data. They used too thin a sample to get highly accurate data
in these regions.

(2) Using the Van de Graaff, we intend to investigate the possibility
of an (n, v) contribution to the peak of the total cross-section. We do not
expect any, of course,

(3) In a recent discussion, Mr. Uttley raised the possibility that the
theoretical analysis is based on a false premise. The p-wave resonance at
250 keV has been analysed in terms of a contribution from a single level on
top of an s-wave contribution, However, there is the possibility of inter-
ference between a just-bound level, which has previously been taken as an
F-state, and the 250-keV level, On the basis of a rough calculation, such
interference might qualitatively explain the fact that observed (n, a) cross-
sections seem to be low compared with values derived from measurements
of the total cross-section.

Previously at Harwell we had been considering differences in experimen-
tal techniques which might account for the discrepancies among the various
(n, a) and total cross-section data., In the last few months the experimental
situation has crystallized considerably. I think that our results are now in
agreement with those presented by Mr, Fort and by Mr. Poenitz in these
Proceedings if a normalization factor is allowed. Normalization may be
permissible since the ®Li contents of the various glasses have not been
finally established, We might therefore conclude that all the experimental
data from fLi glasses are in agreement within 3 -4%.

This conclusion contradicts Uttley's analysis based on his measure-
ments of the total cross-gection. In his analysis, if the peak of the total
cross-section is raised, then the (n, a) cross-section is lowered. To
represent the experimental (n, a) data correctly would require a peak total
cross-section of over 11.1 b, Uttley believes strongly in his peak value of
10.8 b, which agrees well with the value of Hibdon and Mooring apart from
very small energy shifts, and thinks he could raise it at the most t0 10.9 b
unless some very serious error in his data were discovered. If one accepts
the value of 10.8 b, then one is forced to conclude either that some other
reaction is taking place or that the theoretical analysis is too simple minded.

I think one must accept the experimental evidence that the (n, a) and total
cross-section data are discrepant according to the present analysis and must
therefore consider carefully the possibility that the theoretical analysis is
incorrect and that there is interference from another resonance. This is
the opinion of both Uttley and myself,

R.W. PEELLE: J.A. Harvey at Oak Ridge National Laboratory is
measuring the total cross-section., He has obtained a peak value of over
11.2 b, This number is preliminary and I mention it at this time only to
suggest that there may possibly be total cross-section data which support
the experimental (n, a) results.

A,J, DERUYTTER: Uttley and Diment derive from their measurements
of the total cross-section the value of 940 £ 6 b for the (n, a) cross-section
at thermal energy. How was it derived, and what is the meaning of the error?
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M.S. COATES: Their measurements extend down to 70 eV where the
total cross-section is essentially all (n, @), The thermal value was derived
from a fit of the low-energy data which included a small correction for
scattering.

The quoted error is due mostly to uncertainty in the 6Li content of the
enriched lithium metal samples,
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Abstrace

EXPERIMENTAL METHODS USED AT CADARACHE TO DETERMINE THE sLizn,cc)T CROSS-SECTION BETWEEN
20 keV AND 1700 keV.

The Li(n, )T cross-section has been measured absolutely in the energy range 20 keV to 1700 keV using
®Li glass scintillators and the Cadarache Van de Graaff. The °Li content of the scintillators was determined
from low-energy transmission measurements made with the 60-MeV Saclay liriac and by comparison with other
glass scintillators whose °Li content had been determined absolutely by the phase oscillation technique. The
efficiencies of the glass scintillators were measured by two methods: (1) associated *He particles from the
T(p.n)’He reaction were detected in coincidence with neutrons counted in the glass scintillators; (2) using
time- of- flight techniques, the responses of the glass scintillators were compared with the response of a BF g
counter previously calibrated by both the associated- particle and MnSO, bath techniques. The ®Li(n, )T
cross-sections derived from the two efficiency measurements agree within experimental error, except for an
unexplained discrepancy of about 5% at the peak of the approximately 250-keV resonance.

The ®Li(n, )T cross-section can be determined in two ways:

(1) Relative measurements can be normalized at an energy where the
absolute cross-section is well known. At present, the cross-section is
sufficiently well known only below 10 keV, High fluxes of neutrons extending
to the energy range below 10 keV cannot be produced with electrostatic
accelerators of the Van de Graaff type but can be conveniently produced with
electron linacs, '

(2) Absolute measurements can be made more conveniently with
Van de Graaff accelerators.,

The second method was used in the present experiments.

If the (n, @) cross-section is determined from the efficiency of 61.i-loaded
glass scintillators, an exact knowledge of the 6Li content is necessary. The
cross-section can be expressed as follows:

= £
¢  NxF.
where € = efficiency of the glass scintillator
N = ®Li content in atoms/cm?
Fc = all correction factors.

The efficiency of the éLi glass scintillator was measured with two
different methods (Fig,1). The first was an 'associated-particle' experiment
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of the coincidence type, using the T (p,n)®He reaction [1, 2], The scintillator
efficiency is equal to the ratio of the number of coincidences, N¢, to the
number of 3He particles detected, Njp,:

e = Ng
Ne

In the second method the glass scintillator was compared to a calibrated
detector of known efficiency. The time-of-flight technique was used to
distinguish direct neutrons from background neutrons. In this way we could
explain and directly measure the effect of scattering in the target, which
has been a source of uncertainty in measurements with a continuous neutron
beam, Our reference detector was a flat-response directional BF; counter
calibrated with the MnSOy -bath techmque [3] and an associated-particle
technique [4].

The 6Li content, N, was determined by two non—destructlve methods.

The first method is a comparative method, The scintillator employed
was compared to a 'secondary-standard’' scintillator in a monoenergetic
beam, The 'secondary-standard' scintillator was compared to a '‘primary-
standard' scintillator in a monoenergetic neutron beam., The Li content
of the 'primary-standard' scintillator was measured by the phase-oscillation
method [5].

In the second method, the transmission of the glass scintillator is
measured in the energy range between a few eV and about 100 eV, The
transmission varies according to a/NE + b, As a function of t = af\fE, the
transmission curve becomes a straight line whose slope determines the
8Li concentration. Neutrons were produced with the 60-MeV Saclay linac [6].

In the 'associated-particle' experiment, the correction factors involve

- multiple scattering of neutrons inside the scintillator and multiple scattering
of the He particles inside the tritiated target. The spectrum of emission
angles and the energy distribution depend on these two phenomena. These
correction factors were calculated using a Monte-Carlo method and were
particularly large in the energy range between 350 keV and 500 keV because
of the resonance in 10 at 425 keV. To prove that they were correctly
calculated, the computations were compared with the experiment in three
ways, with neutron scattering and 3He scattering occurring separately and
then simultaneously. The results were conclusive within the experimental
errors,

The comparative experiment was repeated with glass scintillators of
different thickness so as to verify again our calculation of neutron multiple
scattering, By comparing theoretical calculations and experimental results,
we were also able to show that the effect of scattering in the target was
correctly calculated with the Monte-Carlo method [ 7].

The air-scattering corrections were calculated with a Monte-Carlo
method and the usual transmission formula. Both calculations gave the
same result,

The values of the 6Li(n, a)T cross- sect10n obtained by the two experi-
mental methods agree very well, except for the region at the peak of the
resonance where an inexplicable discrepancy of about 5% occurs,

It must be noted that the two experimental techniques involve either
different parasitic effects or identical effects with different magnitudes.
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FIG.1. ®Li(n, )T cross-section, The efficiencies of the ®Li glass scintillators of different thicknesses were
determined by the associated-particle method or by comparison with a calibrated detector of known efficiency.
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The experimental values are compared with previously published values
by different authors as follows:

(a) In the region between 80 keV and 500 keV

There is good agreement between the absolute values of Condé et al, [ 8],
the renormalized relative values of Schwartz et al. [8] and our values (see
Fig.1 in Fort's paper IAEA-PI.-246-2/19 in these Proceedings). We consider
this convergence as significant,

The discrepancy between the preliminary values of Coates et al. [10],
given at the Argonne EANDC symposium, and our values is about 20% for
the range of low-energy resonances, There is good agreement otherwise.
The discrepancy decreases to about 7% to 8% if a relative shift of 5 keV is
made [11],

Presently, there is no reason to renormalize our values, but a further
check of the ®Li glass content will be made in the near future.

(b) In the region between 500'keV and 1700 keV

Our absolute values obtained by a time-of-flight comparison are in
agreement with the absolute values of Ribe [12]. They are consistent with
the total cross-section values of Hibdon and Mooring [13], Meadows and
Whalen [14] and Uttley and Diment [15] on the one hand, and with elastic
cross-section values of Lane et al, [16] and Knitter and Coppola [17] on
the other (see Fig.2 in Fort's paper IAEA-PL-246-2/19 in these Proceedings).

We fitted our experimental results using an R-matrix formalism [18].
We used Le Rigoleur's program [19] with the one-level and two-open-channel
approximation. Our reference values were as follows:

or (E) : values of Uttley and Diment, and of Hibdon and Mooring:
70 eV < E <1700 keV.

d
d—;> (E) : values of Deets et al., Robaye et al,, Darlingtone et al,
b and Baudinet-Robinet et al.

d
é)ﬂ n(E) : values of Lane et al.; 50 keV < E < 1700 keV

On,n(E) : values of Lane et al; 500 keV < E < 1700 keV
On,a : 941.5 b at thermal energy
% n : 0.72 b at thermal energy

The 3/2% level contribution to the 1/v law was found equal to 19%, and
the 'y, and I'y partial widths of the 5/2” resonance were equal to 43 keV and
107 keV, respectively, giving a ratio T'e/Ty = 0. 4.
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DISCUSSION

A.,J. DERUYTTER: In the second method (transmission measurement)
which you used to determine the 61.i content of your sample, some value of
the total cross-section must be introduced, What value did you use?

E. FORT: We used the value 941, 5 b at thermal energy.

M. S, COATES: What are the reasons for the discrepancy between your
associated-particle results and the flat detector, time-of-flight results in
the region around 300 keV?

E. FORT: Figure 1 of my paper shows only data obtained at Cadarache
from all the various methods. Note that although many different thicknesses
of glass were used, the overall agreement is quite good. I do not have an
explanation for the disagreement between the associated-particle and
comparative methods around 400 keV, Perhaps we should attempt to extend
‘the energy range of each measurement in order to determine whether the
disagreement is systematic or purely accidental.

There is also disagreement, of perhaps 5%, between the two methods
at the resonance. I cannot explain the deviations; perhaps the correction
for finite resolution of the neutrons was not correctly calculated in the
associated-particle results,

R.W. PEELLE: Can you demonstrate that all neutrons which are
produced in the tritiated target in association with SHe- partlcles do indeed
enter the 8Li glass scintillator?

E. FORT: Yes, we can demonstrate this, The glass scintillator was
precisely 5 cm away from the neutron-producing target so as to intercept
all associated neutrons in the allowed range of emission angles. In fact, a
criticism which might be brought against this method is that the neutron
spectrum incident upon the glass is rather spread out, The spread of the
neutron distribution is about 15 keV at half height but becomes very wide at
the base, roughly 40 keV,

To prove that the glass really did intercept all neutrons we varied the
distance between the scintillator and target; up to about 10 cm, the efficiency
did not change, In addition, we measured the variation in the coincidence
count rate as a function of angle to check for multiple scattering of 3He in the
target.






IAEA-PL-246-2/19

ANALYSIS OF EXPERIMENTAL METHODS
AND PROPOSAL OF RECOMMENDED VALUES
FOR THE 5Li(n, a)T REACTION

BETWEEN 20 keV AND 1700 keV
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Abstract

ANALYSIS OF EXPERIMENTAL METHODS AND PROPOSAL OF RECOMMENDED VALUES FOR THE
8 Li(n, o) T REACTION BETWEEN 20 keV AND 1700 keV.

Upper and lower bounds for the (n, &) and elastic scattering cross-sections of 5Li have been calculated
from the best known properties of the ®Li +n system, These limits were obtained by keeping the total width
constant but varying the ratio of the alpha and neutron partial widths. Measurements of the (n, a) and elastic
cross-sections which fell outside these limits and measurements which were uncormected for extranedus and
multiple scattering effects were eliminated. The remaining experimental data appeared to converge and
could be fitted with a mean deviation of 4% by an R-matrix formalism in the one-level and two-open-channel
approximation, Recommended values and recommendations for further experimental work are given.

After a critical study of the many measurements and evaluations which
have been made on the 6'L1(n a)T reaction, it can be concluded that the
following cross-sections are well established:

(a) The total cross-section over the whole energy range [1].

(b) The (n, o) cross-section in the energy range where it varies
according to 149.5/JE -0,024, which gives a value of 940 b at
thermal energy [2]. This value agrees very well with the values
given by all other investigators and evaluators within 0.5%.

(c) The elastic scattering cross-section from 500 keV up to 1700 keV, .

(d) With reservations, the elastic scattering cross-section from thermal
energy to about 70 keV, In this energy range, elastic scattering
can be approximated by potential scattering., Thus, the ctross=-
section is nearly constant and equal to about 0.7 b.

In addition, there are angular distribution measurements for (n, @)
reaction and for elastic scattering which, although inaccurate (especially
concerning the (n,e) process), are very useful because they can be used
to define the respective contributions of 1/2* and 3/2* levels to the 1/v
law relatively well [3],

In the studied energy range, only one resonance, a 5/2° resonance, is
known near 250 keV, Besides, the cross-section results from a reduced
number of open channels ((n, a) and (n,n) channels; the (n,y) channel is
neglected), We therefore believe that the theoretical values can be proposed
as recommended values on condition that they are calculated taking into
account the spectroscopic structure of 7Li and the known values noted above,
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TABLE I. PARAMETERS USED IN THE R-MATRIX CALCULATION
Reaction channel: 2.98 fermi; elastic scattering channel: 4,32 fermi

44"

I s vZhe,1 ®as, ] Ele. M. ) E{Lab) E ("% Ty To r

{MeV » fermi) (rad) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)

“Li+n 1/2* 1/2 3,250 0 2. 547 2.973 9,80 6.300

a+T 1/2* .12 0,147 0 0.946 7.246

SLi+n 3/2t 3/2 2,303 0 3.88 4,256 11.17 5.513

a+T afnet 1/2 0.092 3,600 0.499 .8.012

SLi+n 5/2° 3/2 2. 570 0 0.252 7.48 0.107

a+T 5/2° 1/2 0, 0268 1, 650 0. 043 0.150

SLi+n 3/2” 1/2 1.390 0 1.92 2,240 9.17 0.970

a+T 3/2” 1/2 0,058 2. 600 0.321 1.291
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TABLE II. THEORETICAL VALUES

123

(n, o) reaction

Elastic scattering

Energy
(keV) o By B, o B, B,
(b) (mb/sr) (mb/sr) (b) (mb/sr) (mb/sr)
Thermal 941, 5 0 0 0.71816 0 0
energy
0..0001 ' 470, 68 0 0 0.71814 0 0
0.001 148,83 0 0 0.7180 0 0
0.01 417,047 0 0 0,7178 0 0
0.1 14. 862 0 0 0. 7169 0 0
1 4.688 0 0 0.7143 0 0
10 1,488 0.460 1,013 0,706 -1,658 0,0193
20 1,066 0.770 1.579 0.1703 -3.418 0. 0841
70 0,646 2,820 5. 060 0.725 -14.378 1.677
80 0.629 3.438 6.106 0,739 -17.15 2.450
100 0,623 5,048 8.852 0.1790 -23, 548 4,871
123 0,664 7.857 1,703 0.903 -32,664 10.107
150 0.799 13, 591 2.779 1.189 ’ =46.60 23,146
162 0,909 17.633 30,980 1,412 -54.104 33, 562
178 1.134 5,457 45, 069 1,909 -65.037 58, 644
200 1.676 43,425 77,986 3.189 =177. 845 113.14
233 2.963 84,079 155,41 6.881 =44, 509 2178, 62
242 3.145 89.336 166. 68 7.693 -14.208 314,82
252 3.095 87.110 164,35 7.998 23.196 328.35
270 2,517 68, 063 131.26 7.117 T2, 844 288, 66
300 1, 51§ 36.380 73.202 4,838 92,31 186, 57
322 1,085 23.346 48,701 3.935 87.145 137.20
350 '0. 793 14,183 33.964 2, 888 76. 936 99,258
363 0,703 11, 649 28, 531 2,625 73. 000 817.874
390 0. 573 8.087 22,726 2,233 65.275 70, 049
420 0.482 5,000 .14' 303 1,873 58.200 56, 926
454 0.415 3.444 10.162 1,734 52,429 417,900
493 " 0.364 2,118 7.481 1. 567 46,86 40,490
565 0,308 0,696 4,572 1.3177 39.267 31,984
800 0.235 -1,132 0,761 1,117 25,13 20, 02
1000 0,216 -1,912 -0.919 1,028 18,111 15,191
1200 0.213 -2.609 =2.573 0,940 13,104 11,971
1400 0.224 - =3.357 -4, 698 0,975 9. 547 10, 539
1600 0.250 5,671 -5.001 1,010 7.618 13.174
1700 . 0.268 6.033 -6.101 1.050 7.489 17,461
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When the well-established values for the various cross-sections are
taken into account, the calculated 8Li(n, a)T cross-section cannot be repre-
sented by a unique curve but, considering the experimental errors, should
be represented by a curve system limited by the two curves, C; and Cjy.
Each curve is characterized by the same value for the sum Ty +T", (of the
(n, @) and (n,n) partial widths of the 5/2  resonance) and by a different value
for the ratio I, /T"y. The curves C, and C, determine a 'coherent area’
(Fig.1). In the same way a 'coherent area' can be determmed for the elastic
scattering cross-section (Fig.2).

We made a critical analysis of experimental methods concerning the
61L.i(n, a)T reaction between 20 keV and 1700 keV., Values which were not
corrected for neutrons scattered by the target backing (all measurements
with a continuous beam) and for multiple scattering inside scintillators,
and values which were inexplicably far from the 'coherent area' were
neglected.

We are of the opinion that there exists a significant convergence between
the absolute value of Condé et al. [4], the renormalized relative values of
Schwartz et al.[5], the values of Ribe [6] and our own values [7,8]. These
values determine a 'convergence region'. At this point of our evaluation,
we believe that we can determine theoretically (within a few per cent) the
asymptotic values which the experimental results approach, Consequently,
we choose the curve which goes through the mean point of the convergence
region. Our recommended values are the theoretical values of the curve
so defined. The associated accuracy is equal to the mean discrepancy
between the converging experimental values and the theoretical ones.

This accuracy approaches 4%.

Using Le Rigoleur's program [9], calculations in the R-matrix formahsm
were made in the one-level and two-open-channel approximation using the
parameters given in Table I (the energy levels are those calculated by
Barker [10]). Table II gives the recommended theoretical values which
were obtained from the calculation.

Further experimental work is recommended as follows:

(1) More precise angular distributions for the (n, a) reaction are necessary.

(2) Elastic scattering angular distribution measurements between 100 keV
and 500 keV are needed. They would help to discriminate between the
‘values of Coates et al.[11] and ours.

(3) As suggested by Ribon [12], transmission measurements with a
Van de Graaff and a linac on the' same sample of an element having
narrow and well-known resonances between 100 keV and 300 keV would
help to determine exactly the energy of the 5/2~ resonance for which
various investigators have reported values ranging from 247 keV to
268 keV.

New measurements of the ®Li content in the glass scintillators used
at Cadarache will be made in order to verify the necessity of renormalizing
our results,
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DISCUSSION

E. FORT: The statement contained in the second recommendation at
the end of my paper must be changed as a result of information presented
at this panel., In the energy range 100 - 500 keV, the data presented by
Mr. Coates and our own data are now basically in agreement within the
quoted errors. We must now attempt to explain the disagreement with the
data presented by Mr, Poenitz in this energy range.

) W.P. POENITZ: I think there is no real discrepancy between your
data and our data. The error bars still overlap. The absolute amplitude

of my values has not yet been finally established; I may even consider

normalizing to some average of experimental values around 100 keV,

Your curves marked C; and Cy in Fig,1 seem to illustrate a problem
which we experienced with theoretical fits around 100 keV, The calculated
values were low compared with the experimental values in this energy
range, One could try to adjust the calculation by changing the ratio of the
contributions from the 1/2* and 3/2* states, To study this effect, we
arbitrarily varied this ratio. In order to see what the maximum effect
would be, we even allowed the contribution from one level to go all the
way to zéro while still requiring that the value of the thermal cross-
section be reproduced correctly, The effect of this variation on the cal~
culated cross-section around 100 keV was extremely small,

It seems to us that the calculated cross-section in the minimum around
100 keV can be effectively adjusted only by changing the widths of the con-
tributing resonances. I noticed that Mr, Fort's theoretical curves also
appear to lie on the low side of the experimental data around 100 keV,

E. FORT: I want to re-emphasize that the contributions from the
various levels are not arbitrary, and this is what I have tried to illustrate
with the curves marked C; and Cp in Fig,1. This is due to the relatively
well established relationship that the product of the partial width of the
3/2* level and the corresponding partial width of the 5/27 level is given
by the coefficient B; from the Legendre polynomial fit of the elastic
scattering cross-section in the energy range 100-500 keV where there can
be no interference from other levels.

J.L. LEROY: I think that all the groups who have attempted to fit the
6Li cross-sections over a wide energy range have experienced this difficulty.
This is something to follow up in the coming months,

W.P, POENITZ: I think the problem is not limited to the fitting
procedure, although it would be extremely helpful if the three laboratories
(Harwell, Cadarache and Argonne) could agree on the formalism to be used
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and on how results are to be quoted (widths in the laboratory versus
cenire-of-mass system, etc.). More importantly, I have the feeling that the
total cross-section data may not be as well established as was previously
thought. The peak value may be relatively well established, but in the energy
range above 300 keV the fitting of the (n, @) cross-section depends strongly
on the value of the total cross-section, I have found that in this energy

range the newest total cross-section data of Uttley et al. and those of
Meadows and myself differ by about 10%, which is a pretty large error for

a total cross-section,

M.S. COATES: I would like to continue the comments of Mr, Poenitz:

(1) Uttley is willing to accept that his data at high energies are not
very accurate because his sample was not sufficiently thick, We intend to
make more total cross-section measurements both in the higher energy
range and near the minimum around 100 keV in order to get more accurate
data. . ’

(2) I mentioned previously that Clements and Rickard have new data
above 300 keV, Their measurements actually cover the range 160 keV -

3.9 MeV and were obtained using lithium sandwich detectors, The data have
been normalized to the values of Uttley and Diment in the region 300-500 keV
and are considerably lower than the data of Fort and Marquette,

It seems to me that at present the greatest experimental discrepancy
in the Li(n, a) cross-section is in the region above 400 keV, 'If is almost
a factor of 2.

W.P. POENITZ: If comparison is restricted to recent absolute measure-
ments, the disagreement is not so great, Otherwise one must consider
problems such as the 235U fission cross-section. The old data of Gorlov
et al. and of Gabbard et al. are very difficult to use,

M.S. COATES: The new data of Clements and Rickard are not absolute
but are normalized, However, the flux measurement was with a flat-
response detector over part of the energy range. At the highest energies
the measurement was relative to the 238U fission cross-section and is
therefore perhaps not so accurate. Nevertheless-there exists a big dis-
crepancy with other values, and this must be explained,
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Abstract

PRELIMINARY MEASUREMENT OF THE RELATIVE ’B(n,a,y) CROSS~SECTION.

Recent measurements of the '°B(n,,y) cross=section on the 120-m flight path of the Harwell neutron-
booster linac system have been re-analysed using a more accurate measurement of the neutron flux spectrum.
The data are compared with a recent evaluation by Sowerby et al.

A measurement has been made of the relative 1°B(n, @, v) cross-section
on the 120-m flight path of the neutron booster using the same neutron beam
geometry as for the 8Li(n, @) cross-section measurements reported in paper
IAEA-PL:-246-2/17 in these Proceedings. The techniques of flux measure-
ment and background determination are also those described there. The
results have been published in a progress report [1]. Since then, the data
have been re-analysed using a more accurate measurement of the neutron
flux spectrum.

The sample was a 10B,O; disc, 4.4 mm thick and 7.65 cm dia., containing
95% 1°B, Four Nal scintillation counters lying outside of the neutron beam
detected the 478-keV gamma rays from the 1°B(n, @, v)TLi reaction.
Corrections for multiple scattering in the sample have been provided by
Moxon [2]. Figure 1 shows the derived cross-section data, a numerical
listing of which is given in Table I. The results are compared with the
evaluation of the 19B(n, @) cross-section by Sowerby et al. [3], combined
with the evaluated branching ratio of the 1°B(n, @) reaction given by Gubernator
and Moret [4]. The branching ratio is defined as the probability R for the
reaction to go to the ground-state, The 1OB(n, a,7v) cross-section is thus
related to the 1°B(n, @) cross-section by o(n, 2,7} = ¢(n,a) [1 - R]. The data
are divided by (constant) N E so that a 1/v dependence of the cross-section
is a horizontal straight line in the figure. The experimental points are fitted
by eye to the curve derived from the evaluations between 1 and 2 keV, The
results are slightly lower than the evaluated curve up to 100 keV, and above
100 keV there is no evidence for the resonance near to 150 keV as postulated
by Sowerby et al. It should be noted that all data points which contribute to
this feature depend on the scattering data of Mooring et al, [5]. Itis
intended to make another measurement of the B(n, a,v) cross-section in this
energy region using a 1B metal sample.

* On attachment from Imperial College, London University.
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TABLE I. CROSS-SECTION °B(n, ¢, v)'Li RELATIVE TO 19.30/JE b
Neutron Neutron Neutron
energy Ratio energy Ratio energy Ratio
(keV) (keV) (keV)
1.08 0.911 9.00 0.879 58.6 0.880
1.08 0.921 9.51 0,889 62.9 0.878
1.18 0.932 10.1 0,891 67.8 0.883
1.18 0.928 10.7 0,899 73,2 0. 891
1.25 0.918 11.3 0, 899 79.2 0.883
1.31 . 0.910 12.1 0.892 86.1 0,913
1.38 0.915 12.9 0.871 93.9 . 0,904
1.46 0.920 13.8 0.898 100, 0 0.911
1.54 0. 940 14.8 0,891 105 0.906
1.64 0.935 15.8 0.885 110 0.908
1.74 0.924 17.1 0.879 116 0.895.
1,84 0.910 18.4 0.883 121 0,908
1.96 0.909 19.9 0.880 128 0.903
2.09 0.916 21.2 0.874 135 0,881
2.24 0.925 22.1 0.879 142 0.912
2.04 0.913 23,1 0.882 150 - 0.909
2,58 0.910 24,1 0.876 159 0.904
2.78 0.927 25,3 0. 890 168 0.893
3.01 0.932 26.5 0,875 179 0. 861
3.26 0.916 21.8 0.815 190 0.873
3.54 0. 920 29.1 0,877 203 0.852
3. 86 0,915 30.6 0,898 2117 0.843
4,24 0,907 32,2 0.898 232 0.815
4,67 0. 906 33,9 0.919 243 0.801
5.16 0.891 35.8 0.905 250 .0.790
"5.74 0.883 3.9 0,902 258 0.771
6.43 0.883 40,1 0.894 266 0.73¢
6.97 0.871 42.5 -0, 893 274 0.73¢
7.31 0.889 45.2 0,894 282 0.744
7.68 0. 897 48.1 0. 881 291 0.731
8,09 0.901 51.2 0,883 300 0.693
8.52 0.870 54,1 0.886
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FIG.1. '"B(n,cy,7)'Li cross-section relative to 19. 30/VE b.
e o present data; #—+- data by Sowerby et al. [3]; the evaluated branching ratio
by Gubernator and Moret [4] is included.
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DISCUSSION

R.W. PEELLE: Are the experimental errors statistical or systematic?

M.S. COATES: They include a systematic error. The purely statistical
error is better than 1% for the points shown., The systematic error which is
included is due to determination of the background with the black-resonance
technique. We have included a fairly generous error, I think,

C.D. BOWMAN: How large were the multiple scattering corrections
in this experiment? :

M.S., COATES: The combined multiple scattering and self-screening
corrections were about 15%. We did not extend our measurements to higher
energies because the sample was B,O3, and the presence of oxygen compli-
cates the measurements. That is why we intend to use 9B metal in our next
experiments.

C.D. BOWMAN: Macklin and Gibbons used to claim that there was a
resonance around 30 keV, How does this affect the 1/v behaviour of the
cross-section?
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M.S. COATES: My data may show a hint of a resonance around 35 keV,
‘but the deviations from 1/v are barely outside the scatter of the points.

L, STEWART: My recollection is that Macklin and Gibbons thought
that many people had failed to observe deviations from 1/v behaviour in the
total 19B(n, @) cross-section because one channel drops below 1/v while the
other channel rises above 1/v., The two partial cross-sections combine to
give a total (n, @) cross-section which is approximately 1/v,

\
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DIFFERENTIAL CROSS-SECTIONS FOR
THE REACTIONS %He(n, p)T AND 3He(n, d)D
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Abstract

DIFFERENTIAL CROSS-SECTIONS FOR THE REAC'_'[FIONS 3He(n,p)T AND 3He(n,d)D.

Using the reciprocity theorem for nuclear reactions, differential cross-sections for the reactions 3He(n,p)T
and SHe(n, d)D are deduced from the corresponding T(p,n)3He and D(d, n)3e data. At the same time, new
best curves for the total 3He(n, p)T and 3He(n, d)D cross-sections are resulting from this conversion.

) .

1. INTRODUCTION

Besides one measurement at !14.4 MeV [1, 2] no further experimental
data about differential 3He(n, p)T and ®He(n,d)D cross-sections are
available. Also, the CCDN compilation and evaluation of neutron cross-
sections for 3He {3] does not inclt;ide differential data.

The differential data resulting from a re-evaluation [4] of the recent
T(p, n)® He and D(d, n)3He cross-section evaluations [5, 6] were used in the
present paper to carry out a convérsion by the reciprocity theorem for
nuclear reactions. At the same time, new best curves for the total
3He(n, p)T and 3He(n, d)D cross-séctions are resulting from this conversion.
They can claim the highest reliability because all available information
about relative angular distributions, 0° differential and integrated cross-
sections for both pairs of inverse!reactions has been taken into account
and had to be fitted simultaneously.

2. FORMALISM

For the nuclear reaction 2(1,;'3-)4, the cross-~section will be indicated
by 021,34 . Correspondingly, the inverse reaction and cross-section are
given by 4(3, 1)2 and 043,152 - Thé theorem of reciprocity for nuclear
reactions is based on the invariance against time inversion and leads to the
simple relation between differentilal cross-sections [7]:

doa,3e 2 - _doygnp o
a0 ki o 81,27 "gq X34 834 (1)

where both sides of this equation have to be taken at centre-of-mass angles
and energies which do correspond kinematically to each other.
Egpecially, the energies are'related by
|
|

E; 3 =E;3 ¢+ Qus, 12 (2)
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FIG.1. The evaluated total cross-sections for the reactions 3He(n, p)T and 3He(n, d)D.

with Ej ;= E{M;/(M;+M;j) if the particle i with mass M; and LAB energy E;
is hitting the particle j which has the mass M; and is at rest.
ki,j and g;; of Eq. (1) may be calculated according to

M; - M; 1/2
" ————Mi+ M, (2E;/M;)

h-k
g, = (21; +1)(2L; +1)

where I;, I; = spin of particles i, j.
For the ®He(n, p)T reaction, one gets finally

do do E
—(o.p - —f(p.m) ~p
dQ (E“) de (EP) E

n

with E; = EP ~1.019 MeV.

(3)

(4)

(5)
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FIG.2. The normalized (Ay=1) Legendre coefficients for the reaction 3He(n, p)T.

RN R S {

i
Integration over all solid angles leads to

.' Ep
S (Enk= 0p,n (Ep)F - (6)
n
The corresponding results fcé)r the 3He(n, d)D reaction are:
(o) (d,m) 2Ed

df (Eq) E

n

do (3, )
dq

: d
(E,) = M
with E; =0.668-E4+4.361 MeV. :Here, after integration, the right-hand side
has to be divided by two becauseof the symmetry of the d-d reaction:

Eqy
E

n

%, (En)':=o-(d,n) (Ey) (8)

The data to be fransformed [:5, 6] have been given as:

%%2(9) = %% (0‘5’) Z AP, (cos 8), Z' A=1 (9)
" 1
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FIG.3. The relative centre-of-~mass anisotropy for the reaction Heln, p)T.

and
do .o ’
o=471 A, mdﬂ (0°) ‘ (10)

The conversion is performed by transforming ¢ and the energy using

Eqs (5) to (8), while the A; coefficients remain unchanged. Differential
cross~sections are given by

e

= ZGTr Z A' P, (cos 0), Al=1 (11)
1

with A' = A /A .
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3. RESULTS
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The differential LAB cross-sections for the reaction $He(n, p)T.

The tabulated pairs of energy and cross-section values for the
inverse reactions were transformed following the equations of section 2.
These transformed data were plotted, and from the smoothed curve the
readings were taken and tabulated. A similar procedure was followed

for the Ai coefficients.

3.1. The reaction *He(n, p)T

The plot of the total cross-section for the 3He(n, p)T reaction as a

function of the neutron energy is given in Fig: 1.

The curve starts at 0.2 MeV

because the evaluation of the T(p, n)®He cross-section [6] excludes the
proton energy region between forward (1.019 MeV) and backward
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FIG.5. The normalized (A; =1) Legendre coefficients for the reaction *He(n,d)D.

(1.148 MeV) threshold owing to lack of reliable differential data. But as
far as this cross-section is concerned, data for the region from thermal
energy to 0.2 MeV can be found in the CCDN evaluation of %He neutron
crosss-sections[3] which fit exactly to the curve presented here. Further on,
the "He(n, p)T cross-section curve in Fig.1 stops at 9 MeV corresponding
to the high-energy end of the T{(p, n)3He evaluation (10 MeV).

The plot of the A} coefficients in the same energy region is shown in
Fig.2. Here, really no data are available between thermal energy and
0.2 MeV. But Fig.2 suggests that A} and A}, continue to smoothly approach
zero at thermal energy. How far centre-of-mass isotropy is already
reached at 0.2 MeV neutron energy may also be seen from the three-
dimensional plot in Fig.3.

The readings from Figs 1 and 2 are listed in Table I. A comparison
of the total cross-section with the results of other evaluations is made in
Table II. For practical use, Table III lists differential 3He(n, p)T cross-
sections in the LAB system calculated in steps of 5° for the same energy
values as quoted in Table I. A survey about these data is presented in
Fig.4. These three-dimensional plots are produced with the help of the
computer program TRICE [8].

3,2. The reaction 3He(n,d)D

Figure 1 also shows the plot of the cross=-section curve for the
®He(n, d)D reaction as a function of the neutron energy. The cross-section
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TABLE I. EVALUATED 3He(n, p)T CROSS-SECTIONS AND NORMALIZED
LEGENDRE COEFFICIENTS Al

(:lf\‘:/[neV) U?i_s A,'| Aé Aé Al'+
0.2 1.350 -0.095 - 0.032
0.3 1,10k -0.215 0.112
Ok 0.992 -0.308 0.183
0.5 0.932 -0.386 0.246
0.6 0.892 -0.450 0.302
0.7. 0.883 -0.501 0.352
0.8 0.876 -0.540 0.393
0.9 0.876 -0.572 - 0.428
1.0 0.882 -04590 0.467 -0.002

o1 0.887 -0.600 0.516 -0.005
1.2 0.890 -0.602 0.575 -0.008
1.3 0.891 -0.592 0.643 -0.013
1.4 0.888 -0.587 0.718 -0.018
1.5 0.884 -0.586 0.794 -0,024
1.6 0.377 ' -0.587 0.810 =0.031
1.7 0.870 -0.590 0.914 -0,038
1.8 0.862 -0.595 0.959 -0.046
1.9 0.850 -0.600 0.995 -0.056
2.0 0.838 ~0.606 ° 1.024 -0.067
2.5 0.756 -0.644 1.131 -0.137
3.0 0.642 -0.690 1.210 -0.226 0.033
3.5" © 0.534 -0.737 1.265 -0.325 0.07k4
4,0 0.459 -0.769 1.294 =0.432 0.116
4,5 0.401 -0.789 1.293 -0.540 0.162
5.0.  0.359 -0.801 1.271 -0.644 0.208
5.5 0.325 -0.811 1.253 -0.736 0.254
6.0 0,297 -0.817 1.235 -=0,819 0.300
6.5 . 0.274 -0.808 1.178 -0.850 0.348
7.0 0.255 -0.777 1.088 -0.860 0.396
7.5 0.236 -0.729 1.008  -0.860 0.447
8.0 0.220 -0.680 0.934 -0.852 0.500
8.5 ° 0.208 -0.626 0.867 -0.837 0.549

9.0 0.198 -0.568 0.811 -0.819 0.590




TABLE II. COMPARISON OF THE EVALUATED %He(n, p)T TOTAL CROSS-SECTION WITH THE RESULTS OF
OTHER EVALUATIONS

E, (MeV) Oh,p (D)
This ENDF/B~III Dev? UKNDL Dev? | CCDN-NW/6 Dev? KEDAK  Dev?
evaluation | MAT 1146 (%) DFN 220 (%) Ref. 4167 (%) (%)

0.2 1.35 1.32 -2.2 1.32 -2.2 1.35 0.0 1.275 - 5.6
0.5 0.932 0.930 . -0.2 0.930 =0.2 0.91 -2.4 0.830 =10.9
1.0 0.882 0.879 -0.3 0.879 =0.3 0.89 +0.9 0.796 - 9.9
2.0 0.838 0.825 -1.6 0.825 =1.6 0.84 +0.2 0.888 + 5.6
5.0 0.359 0.372 +3.6 0.372 +3.6 0.37 +3.1 0.355 = 1.1
9.0 0.198 0.196 -1.0 0.202 0.20 +1.0 0.172  -13.1

+2.0

*Deviation from the results of this evaluation.

(44}
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TABLE 1V. EVALUATED 3He(n, d)D CROSS-SECTIONS AND NORMALIZED LEGENDRE COEFFICIENTS A}

v oo 8 n % a3 Ao
4,5 1.7 0.633 '0.028
| 5.0 18.8 1.036 0.313
5.5. 32.7 1.170 0.703 0.060
6.0 L2,6 1.239 1.060 0.155
6.5 50.3 1.304 1.377 0.285
7.0 56.1 1.378 1.642 0.430 0.007 0.005
7.5 61.0 1.452 1.863 0.583 0.038 0.010
8.0 64.9 1.503 2.043 0.734 0.068 0.013
8.5 68.0 1.528 2.169 0.879 0.096 - 0.020
9.0 70.7 1.538 2.239 1,019 0.121 0.027
9.5 72.9 1.540 2,282 1.148 0.146 0.031
10.0 74.8 1.540 2.310 1.267 0.168 0.038
10:5 76.3 1.538 2.326 1.369 0.183 0.042"
11.0 77.7 1.529 2.332 1.455 0.197 0.049

12/2-9%%-"1d- VAVI

Lv1
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rises from zero at the forward threshold of 4.36 MeV to about 70 mb at

10 MeV. The readings listed in Table IV extend up to 11 MeV, corres-

ponding to the high-energy end (10 MeV) of the D(d, n) He cross-section
evaluation [5].

In Fig. 5 the A} coefficients are plotted versus the neutron energy scale.
The A% coefficient decreases steeply to zero at the reaction threshold.
Numerical values of the coefficients are also given in Table IV,

For the %He(n, d)D reaction, the backward threshold is at 6.57 MeV
neutron energy. As this reaction is of minor importance in neutron
metrology, no differential cross-sections in the LAB system are given
here. To obtain them, the differential centre-of-mass cross-sections
calculated from Eq. (11) and the data of Table IV have to be divided by
J= dQLAB/dQCM, the ratio of the differential LAB and centre-of-mass solid
angles. Values of J can be calculated, for example, following the equations
and the computer program of Horstmann and Liskien [9].
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THE °He(n,p)T, ®Li(n,e)T AND °B(n,a)
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Abstract

THE *He(n, p)T, °Li(n, ®)T AND “B(n, a) STANDARD CROSS-SECTIONS, -

The evaluated cross-sections in the ENDF/B-III library are reviewed and compared with recent
experimental measurements over the energy range established for each standard cross-section, While the
’He(n, P) ELi(ﬂ, a) and b B(n, o) data seem to be adequately established up to approximately 10 keV, the
¥g data should be separated into the o and o, channels, which is now allowed by a recent ENDF format
revision, All of the cross-sections require further study above 10 keV to gain the precision necessary for
standards. Recent experiments on B carried out at Gulf Radiation Technology, San Diego, Calif. (GRT),
are briefly discussed and the results presented, '

1. INTRODUCTION

This paper is confined to a discussion of the standard neutron cross-
sections, in particular to the light-element absorption cross-sections,
since the hydrogen scattering cross-section is well established as a
primary standard from a few hundred keV to 20 MeV. Below 1 keV, the
hydrogen scattering cross-section is constant, while the 3He(n,p)T,

§ Li(n,a)T and 1°B(n’, abs) cross-sections are generally given by a 1/v
energy dependence plus a small constant term, Ac. A more precise
representation of-the absorption cross-section is obtained from the low-
energy S-wave expansion derived by Bergman and Shapiro [1]:

Oaps = ALJE, + A0 + BJE, + CEp + ... (1)

where the constants are quoted with E in eV and o in barns.

Many of the present data for o4, have been obtained through fitting
measurements of the total cross-section and generally assuming that the
constants B and C are zero. Some recent measurements of the scattering
cross-sections have been combined with data on oyt to obtain a value for
the constant Ao, which was found to be small, again neglecting terms
containing B and C. Several years ago, Gubernator and Moret [2] fitted
all available data on oyt and ga for B to obtain values of all of the
parameters listed in Eq.(1).

* Work performed under the auspices of the US Atomic Energy Commission.
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The standard cross-sections on the ENDF/B-III files have been
evaluated by various CSEWG! organizations and reviewed by the CSEWG
Standards Subcommittee. A status report on the standards data was
recently written by Drake [3], and the summary documents for each
evaluated file have been included in Drake's report.

Since other standard cross-sections are often measured with respect
to the hydrogen scattering cross-section, the theoretical analysis of
Hopkins and Breit [4] was used to generate the hydrogen evaluation for
ENDF/B-III at the Los Alamos Scientific Laboratory (LLASL) [5]. These
data are available as file MAT 1148 and it should be noted that the angular
distributions of the elastic neutrons are neither isotropic nor symmetric
about 90° above a few MeV, as assumed in all of the previous evaluated
files. Even though this cross-section is assumed to be known with high
accuracy, it should be pointed out that angular distribution measurements
of the neutrons and recoil protons are still required in order to determine
the accuracy with which hydrogen can be used as a standard.

At low energies, exoergic reactions which have a large cross-section
and a smooth energy dependence make the best standards since such
reactions produce easily detectable signatures in neutron flux monitors.
These criteria combine to make the 3He(n,p)T, SLi(n,a)T and 1°B(n, abs)
reactions excellent standard cross-sections up to the region of approxi-
mately 100 keV. However, since He is a gas and is easily contaminated
with T, lithium and boron have enjoyed wider application. Each of these
reactions is described in more detail in the following sections.

2. SHe(n,p)T Q = +0.7645 MeV

MAT 1146 on ENDF/B-III is an evaluation performed by Stewart and
LaBauve [6] several years ago. The thermal value of 5327 b was derived
from measurements made by Als-Nielsen and Dietrich [7], and the cross-
section is assumed to go as 1/v up to 1.7 keV. Above this energy, the
slope is changéd to reflect higher-energy measurements of Gibbons and
Macklin [8] and Macklin and Gibbons [9] as shown in Fig.l. These
comparisons are extended to 100 keV in Fig.2. Figure 3 shows an
extension of the data to 1 MeV including measurements at other labora-
tories?., Although the thermal cross-section is known to better than 1%,
the energy at which this cross-section deviates from 1/v is not well
established. In addition, it should be pointed out that precise experi-
mental measurements have not been carried out above a few eV, thereby
placing severe restrictions upon the accuracy accompanying the use of
the 3He(n,p)T cross-section standard. The 10% error estimates on the
Oak Ridge National Laboratory (ORNL) data are directly related to
uncertainties in the analysis of the samples employed. Certainly, further
work is needed on this cross-section standard, especially above 100 eV.

! The Cross-Section Evaluation Working Group which is chaired by the Head of the National
Neutron Cross-Section.Center at Brookhaven National Laboratory.

2 The experimental data of Costello et al. (Nucl. Sci, Eng. 39 (1970) 409), which show a constant
cross-section of about 900 mb from 300 keV to 1 MeV, have been omitted for the sake of clarity,
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50 T T T T T T T
‘He(n.p)T
4 MACKLIN, ORNL 1963 3Heln,pIT
40 ¢ GIBBONS,ORNL 1966 CURVE 1/v FROM .
Ot (n,p)T = 5327 bat 0.0253 eV
TABULAR VALUES FROM
1jv EXTRAPOLATION
30 ' E =
52 % e %ot
10V 20 2678 2699
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100V 20 8473 8673
) 500eV 20 3789  39.89
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NEUTRON ENERGY (keV)

FIG.1. The (n,p) and total cross-sections for *He from 1 to 10 keV., The curve drawn through the
experimental points deviates from 1/v at 1.7 keV.

3. SLi(n,o)T Q = +4.786 MeV

The ENDF/B-III data, MAT 1115, were furnished by LASL [10] and
were based on the evaluation by Uttley et al. [11] below 500 keV. It is well
known that gross inconsistencies have been observed in the (n,a) and
total cross=-sections for 6Li, both in the magnitude of the cross-section
and in the energy scale, especially near the 250-keV resonance. These
inconsistencies made it virtually impossible to perform an evaluation
using all of the partial cross-sections. The evaluation of Uttley et al.,
based on a theoretical analysis of the total cross-section, gave results
that are consistent with preliminary measurements of Coates et al. [12]
on the (n,a) cross-section. As this evaluation showed consistency between
the partial and total cross-section, it was chosen until the time when the
experimental problems can be studied in more detail.
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T T T T L T T
9 3He(n,p)T n
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FIG.2. The (n,p) and total cross-sections for *He from 10 to 100 keV.

During the past 2-3 years, much progress has been made. For
example, 'thin' and 'thick' lithium glass detector responses have been
studied, especially at Harwell, and consistent results obtained. Further
work is under way at Cadarache and at Harwell to determine the cross-
section and to establish the energy scale near the resonance peak.
Preliminary (n,a) results at Argonne {13} show better agreement with
the Uttley evaluation than the older data of Meadows.

The (n,e) data in MAT 1115 are calculated from the formula:

On,a = (149.56/Ey) - 0.024 ‘ (2)

with the energy in eV and the cross-section in barns. The cross-sections
in the file deviate from a strict 1/v dependence by a maximum of 0.4% up
to 10 keV, giving a thermal cross-section of 940.25 b. Figure 4 shows
the evaluation of Diment and Uttley (from which the ENDF/B-III data were
derived), along with some of the recent experimental measurements.
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TOTAL ' *He(n,pIT
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of TR
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FIG,3. The (n,p), elastic, and total cross-sections for ®He from 100 keV to 1 MeV., The Costello data,
which indicate a cross-section of about 900 mb from 300 keV to 1 MeV, have been omitted for the sake
of clarity.

These data indicate that the (n,a) cross-section up to 10 keV is
accurately determined unless discrepancies evolve in establishing the
energy scale in this energy region. It is important, however, that the
crogs-section be extended to 100 keV with high precision for use as a
standard. Further extension to 1 MeV would be useful.

4. YBn,a0)'Li; (n,e;)'Li* Qg = +2.792 MeV; Q; = +2.314 MeV

MAT 1155 on ENDF/B-III contains a B evaluation by Irving [14]
performed several years ago. To conform to the recommendations made
by the CSEWG Standards Subcommittee for ENDF/B-III, however,



154 ’ STEWART

Onalb)

0.1 I TR B TN S A o 1 ' R R 1 [ B e |
1.0 10.0 . 100.0 1000.0
NEUTRON ENERGY (keV)

FIG.4. The sLi(n, a)T cross-section from 1 keV to 1 MeV,
...... experimental data of Coates et al. ; Diment and Uttley calculation, representing the
ENDF/B-III evaluation; x x x x Diment and Uttley experimental values; AAAAAA Fort values.

LaBauve [15] at LASL made changes in the (n,a) cross-section over the
energy region where it is employed as a standard. Therefore, the (n,a)
data in MAT 1155 were taken from the evaluation by Sowerby et al. [16]
up to 100 keV. This procedure gave consistency between the 6Li/ 1o
rat:‘ico) measurements and the elastic scattering data of Asami and Moxon [17]
on “"B.

The (n,a) cross-sections up to 100 keV were calculated from the
formula of Sowerby et al. [16], which is given below:

13.837 2 2.809 X 10°
= -0.312 - 1.
Tna =T " 0312 - LOM X0 By + Tt 3-8, )2 42,243 X 104]

(3)

with ¢ in barns and E in keV. The thermal cross-section 1n MAT 1155
obtained with the above formula is 3836.45 b.

The total (n,a) cross-section given in ENDF/B-III is not an adequate
representation of the standard cross-section since the 478-keV y-ray is
often the observed quantity in a flux monitor. It is only recently that the
ENDF/B format3 has been extended to allow the (n,aq) and (n,a ) channels
to be input as separate reactions.

% MT = 1780 is now assigned for (n, ) and MT = 781 for (n, &¢;). The sum of these two reactions
will still be input into MT = 107 which is the total (n, ) cross-section,
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Measurements have been made on the (n,a;7v) and total (n,e) cross-
sections at GRT by Friesenhahn et al. [18] which will be considered in the
next evaluation for the ENDF/B files, along with other recent experiments.
Since the GRT data have not yet been published, these experiments are
discussed briefly below and the results presented.

Both the total (n,a) and (n,a;7v) cross-sections were measured relative
to hydrogen scattering in the region from 4 to 750 keV with an extension to
1 MeV for the latter. Quoting from Friesenhahn et al, [18]: ""The data were
obtained with neutrons from an electron linac target by employing time-
of-flight techniques. Hydrogen and methane gas proportional counters were
used to determine the neutron flux from =1 keV to 1 MeV. In order to
allow consistency checks to be made, the 1°B(n,a) cross-section was
measured with both BFg gas proportional counters and with a parallel
plate ionization chamber containing °B-loaded self-supporting films.

The 1"B(n,zz 17) cross-section was measured with a lithium-drifted
germanium spectrometer."

The total (n,a) cross-sections are plotted in Fig.5 along with measure-
ments from other laboratories and the ENDF/B-II evaluation. Note that
the GRT experimental results are higher above about 60 keV than earlier
experiments and, therefore, the ENDF/B curve; they also show more
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FIG,5. The 1“B(n, o) cross-sections with the GRT results labelled 'present data’, (This graph is Fig, 45
of Ref, [18].) ‘ :
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results labelled 'present data'. (This graph is Fig, 46 of Ref. [18].)
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structure than previously observed near 450 keV. On the other hand, the
GRT (n,a;v) data fall in between the measurements of Nellis et al. [19]
and Macklin and Gibbons [20] above 200 keV, as shown in Fig.6.

These results combine to give a branching ratio* which drops
significantly below the measurements of Macklin and Gibbons [20] and
of Sowerby et al. [21]," as indicated in Fig.7. The Irving evaluation shown
by the smooth curve is discussed in Ref.[14]. Certainly, these data show
disagreement with earlier measurements at the higher energies which
has not been resolved. On the other hand, the GRT (n,a;7v) data show good
agreement with preliminary measurements at Harwell up to 200 keV. The
(n,a; y) cross-sections are plotted relative to 610.3//E(eV) in Fig.8,
using the ENDF/B-III total (n,e) cross-section and Irving's branching

4 Defined here as the ratio of the (n, ®;y) to the total (n, ) cross-section.
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ratio. Currently under way at GRT is a programme to extend these
measurements to energies below 4 keV and to confirm the present (n,a)
results above 100 keV. '

In a re-evaluation of the 1°B(n,a) cross-sections, it should be borne
in mind that the (n,vy), (n,p) and (n,t2a) cross-sections have positive
Q-values and all of these reactions are assumed to make a-zero contri-
bution to the absorption cross-section below 1.2 MeV in the ENDF/B file.
This assumption has not been verified experimentally, as pointed out by
Stewart [22] several years ago. The problem is twofold, since the (n,a)
cross-section is often derived from measurements of the total cross-
section, assuming oy, o= 0tot. Such an assumption could even place the
normalization point itself in question. Following previous evaluations,
however, this assumption is carried over to the ENDF/B file up to
1.2 MeV. Although some experimental work is currently under way in the
USA to determine the importance of the (n,t2x) reaction at low eénergies,
the (n,y) and (n, p) contributions have not received attention.

5. CONCLUSIONS

Although hydrogen scattering has been accepted as a well-known
standard cross-section, further angular distribution measurements are
required to determine the accuracy with which it can be applied experi~
mentally. Suffice it to coriclude that such accuracy will be intimately
related to the accuracy with which the angular distributions themselves
can be determinéd.

The 3He(n,p)\’I‘\crosé\-section is assumed to follow a 1/v dependence
up to 1.7 keV, but the ene“rgy at which the deviation occurs is not well
established. Below 100 eW, this assumption is perhaps valid to 2%. The
6 Li{n,e)T and 1°B(n,abs) cross-sections closely follow a 1/v dependence
to approximately 10 keV and are therefore well accepted standards. It
would be extremely useful to establish the ®Li(n,a), 1°B(n,a) and
19B(n,a1 y) reactions to higher energies with good precision in order to
overlap the energy range where hydrogen is the accepted standard. Work
is under way at GRT which should extend these cross-sections to 1 MeV,
although the observed structure may limit their usefulness over part of
the energy range.
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DISCUSSION

M.S. COATES: 1 would like to support your remarks about the
3He(n,p)T reaction. One must always be able to use a standard. Unless
it is possible to build a simple counter in which it is possible to have
confidence, the standard will not be used even though it may be very well
known. The hydrogen cross-section at lower energies is such an example.
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The attractiveness of using SHe in a gas scintillation counter adds
weight to your recommendation that the 3He(n, p)T cross-section should
be better known. For exactly this reason, higher accuracy has been
requested for this cross-section in the UK nuclear data request list, but
no work has been done. Perhaps this Panel should make a similar
recommendation.

L. STEWART: When I visited Mol about one year ago, they were
interested in using 3 He counters but could not get pure enough He.
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GENERAL DISCUSSION

A.J. DERUYTTER: To what accuracy do you think the 6Li(n,‘ar)
cross-~-section is known up to 100 keV based on your evaluation?

L. STEWART: I would like to divide up the energy range. Up to
10 keV the cross-section is known to 2%; up to 100 keV, to 3-3.5%.

A.J. DERUYTTER: 1 agree with that. Unfortunately, one of the
conclusions of the Argonne Symposium from the working group on light-
element standards was that, in the energy range up to 100 keV, the
GLi(n,a) cross-section was given by an expression proportional to 1/v
to £1%. .

C.D. BOWMAN: We now have an accuracy of perhaps 3% on the
6Li(n,az) cross-section at 100 keV, and if we want accuracies of 1-2%,
perhaps we must give up the idea of using the total cross-section to
provide guidance about the value of the (n,e) cross-section. The (n,a)
cross-section is about 30% of the total cross-section. Therefore, if one
measures the total cross-section to 1%, this implies a limit of about 3%
on the accuracy to which one can get information about the (n,a) cross-
section. In addition, a shape analysis with R-matrix theory requires
knowledge of the bound levels and also of the excited-state levels to well
above the resonance. Considering all these uncertainties, I think it is not
possible to get information from the total cross-section which will help
to bring the accuracy of the 6Li(n,az) cross-section below 4%. These types
of two-channel R-matrix analyses of the 240-keV resonance probably
represent the greatest effort that has gone into fitting any resonance
anywhere. I am doubtful that one can go much further.

H. LISKIEN: In the case of standards I have always thought that more
information than just the integral cross-sections was required. Are there
plans to include angular differential cross-sections in ENDF/B?

L. STEWART: At present, the only angular distributions in ENDF/B
are for reactions which have neutrons in the exit channel. Inclusion of
angular distributions for reactions such as 3He(n,p)T and %Li(n,a)T is
being discussed in our national Cross~Section Evaluation Working Group
(CSEWG).

A.J. DERUYTTER: For the °B(n,a) cross-section, if the total (n,a)
cross-section and the branching ratio are included in the files, is it
necessary to include the 1°B(n,a, vy) cross-section as well?

L. STEWART: At present, the ENDF/B files allow only cross-
sections and not branching ratios, so we shall probably put in the (n,a)
and (n,aq) cross-sections from which the branching ratio can be calculated.

M.S. COATES: I think it is important to include the (n,e, v) cross-
section as well as the total (n,a). In many applications it is easier to
measure neutron flux by counting the 478-keV .gamma rays from the
10B(n,a,v) reaction. If'it is necessary to go through several extra steps
to obtain a standard 1°B(n,a, 7) cross-section, it is much more difficult

‘to identify inherent errors in the experimental technique.

L. STEWART: I agree that the 1°B(n,a,) and °B(n,a,) reactions should
be evaluated separately. We shall still include in our files the total (n,a)
cross-section so the system will be over-determined. I hope it will be

- consistent.
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IV, FISSION AND CAPTURE STANDARDS

A. The 235U(n,f) cross-section
for fast neutrons
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ORELA MEASUREMENTS OF THE
235U(n, f) CROSS-SECTION TO 100 keV*

R. W. PEELLE

Oak Ridge National Laboratory,
Oak Ridge, Tenn.,

United States of America

Abstract

ORELA MEASUREMENTS OF THE ***U(n, f) CROSS-SECTION TO 100 keV.

Two sets of measurements of the 23%(n, f) cross-section made with ORELA in the energy range below
100 keV are compared. In both measurements, fission was detected by coincidence between pulses from a
multi-plate fission chamber and a two-segment boron-loaded scintillator tank. Neutron flux was measured
using a beryllium-walled parallel-plate pulse ion chamber containing %8F,. The response of the ion chamber
was assumed to be proportional to the shape of the 1%n, &) cross-section, for which the shape given by Sowerby
et al. was assumed, In the experiment of Gwin et al,, ORELA was operated at sufficiently low pulse frequency
so that measurements could extend through the thermal energy range. They were normalized to the value
83.74 b-eV over the energy interval 0.02 to 0.4 eV, The data of Perez et al. were obtained at higher
accelerator pulse frequency and are normalized over the energy range 100-200 eV where several recent
measurements are in agreement, Preliminary data from both ORELA experiments are compared with other
measurements.

T}21§ ‘purpose of this paper is to elucidate briefly two measurements
of the 5U(n, f) cross-section in the 0.1- to 100-keV range. Both measure-
ments were made at the Oak Ridge Electron Linear Accelerator (ORELA)
using apparatus chosen primarily to allow simultaneous measurements of
fission and capture cross-sections, but these measurements have weight
and need to be considered. Most of these results are believed to be
essentially final, and for each experiment the respective authors are now
preparing more complete documentation {1, 2],

In each case, fission was detected by coincidence between pulses from
a multi-plate fission chamber utilizing 99.7% pure %7 and a large two-
segment boron-loaded scintillator tank [3], each segment biased at a fast
pulse height corresponding to an electron energy release of about 0.2 MeV,
A total deposited energy of 23 MeV was required in the scintillator for an
event to be recorded. The fission chamber has 20 plates, 7.5 c¢m in dia-
meter, spaced by ~1.5 mm, with electroplated 50 deposits of about
1.7 mg/ cm? on both positive and negative plates. As operated, the fission
chamber efficiency for detecting a fission event was about 0.6, and the tank
efficiency for a fission was about 0.85 or 0.6, depending on whether or not
a fast coincidence was required between the two segments of the tank.

Background, including that from off-energy neutrons, was determined
by the Tnotch filter' technique to be < 1%, By studying tagged events from
a 2%Cf-loaded fission chamber present during the measurements, it was
possible to exclude any effects of efficiency variations as a function of
neutron energy.

* Research sponsored by the US Atomic Energy Commission under contract with the
Union Carbide Corporation, '
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FIG.1, Averaged 2°°U(n,f) cross-sections of Perez et al, [1] and Gwin et al. [2] compared with some
other fepresentative values from the literature,

Neutron flux was measured using a beryllium-walled parallel-plate
pulse ion chamber containing ~9 mg/cm? of 1%BF;. This chamber was
used in the transmission mode and recorded the spectrum during the fission
measurements, A stable fraction of the spectrum was selected for use,
and it was then assumed that the efficiency of the chamber was proportmnal
to the 0B(n a) cross-section,

Beyond the similarities of equipment listed above, the experiments
and analysis of Perez et al, [1] and of Gwin et al. [2] were quite indepen-
dent. Both, however, assumed the shape of the 10 B(n, a) cross-section
given by Sowerby [4].

. Gwin, Silver, Ingle, and Weaver performed their main experiments at
a flight distance of 40 m and in some cases used a sufficiently low burst
repetition rate so that the measurements included the thermal neutron
energy range, These measurements were normalized to the value of
83.74 b-eV over the energy interval 0.02 to 0.4 eV, implying a normaliza-
tion of about 2.5% below the values given by Deruytter and Wagemans in
1971 for the 7.4-to 10-eV interval [5], (Different thermal cross-sections
were assumed,) :

Perez, de Saussure, Silver, Ingle, and Weaver utilized measurements
at both 40 m and 150 m; the results at the shorter distance are now prepared
for publication, while those at the longer flight path are considered more

. preliminary. The present results are to be used in preference to the
preliminary results released in 1971 based on part of the same experimental
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TABLE I, AVERAGED CROSS-SECTIONS AND ESTIMATED STANDARD

ERRORS FOR NEUTRON FISSION of 2**U(n, f)

E -E

Petez at al. [1]

Gwin'et al. [2]

(heV) (?; A((;f) z:;') A(:; Ratio Perez/Gwin
0.10 - 0,12 18.9 0.5 18.2 0.4 1.04
0.12 - 0.15 25,0 0.8 2.4 0.5 1.02
0.15 — 0.20 19.4 0.6 19,0 0.4 1.02
0.20 - 0.25 21.9 0.7 20.7 0.4 1.06
0.25 - 0.30 18,9 0.6 18.8 0.4 1.06
0.30 — 0.40 13.3 0.4 12.8 0.3 1.04
0.40 — 0.50 14,0 0.4 13.1 0.3 1.07
0.50 - 0.60 15.6 0.5 5.5 . 0.4 1.01
0.60 — 0,80 1L.5 0.3 10.9 0.3 1.06
0.80 - 1,00 7.98  0.24 7.6 0.3 1.05
L0 - L2 9.14  0.36 8.64 0.3 1.06
12 - L5 772 0.31 7.22 0.2 1.07
L5 — 2.0 6.76 0.2 6.28 0,2 1.08
2.0 - 2.5 5.65 0,23 5.14% . 0.2 107
2.5 — 8.0 530 0,21 .

3.0 — 4.0 4.8  0.19 4.58 0.2 1.06
4.0 - 5.0 4.36  0.17 4.08 0.2 1.07
5.0 — 6.0 3.7 0,15 3,72 0,2 1.01
6.0 — 8.0 8.44 0,14 3.1 0,1 111
8.0 — 10.0 3,14 0,13 2.95 0.1 1.06
10 - 12 2.74 0,22 2.70 0,10 1.01
2 - 15 2.56 0,20 2.59 . 0,10 " 0.99
15 - 20 2,29 0,18 2.29 0,10 10
20 — 25 2,19 0,17 2.18 0,09 1.0
25 — 30 2.11 0,17 2.04 0,09 1.08
30 - 40 2.02  0.16 1.9 0,08 1.04
40 - 50 1.9  0.15 .81 0.07 1,08
50 — 50 L2 015 182 0.0 1.05
60 — 80 .85  0.14 .74 0,09 1.06
80 — 100 173 0,13 .57 0.09 1.10

For 2.0~ to 3,0-keV region.
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FIG.2, Spectrum of integrated charge pulses for 2*°U fission, A 0. l-mg/cmz deposit was placed on the
negative electrode of the parallel plate ion chamber with ~ 6-mm spacing.

data [6]. For the 40-m measurements a boron filter was used to cut off

the neutrons of lowest eriergy to enable a higher repetition rate to be used.
The results were normalized in the 100- to 200-eV range to a value
consistent with the ORNL-RPI experiment [7], the Saclay work of Blons [8]
and the LASL work of Lemley [9]. (In turn, the ORNL-RPI values are
normalized to 127.9 b for the resonance integral from 0.45 to 10 eV, For
the fission integral from 5.0 to 10,0 eV, the ORNL-RPI normalization is

~ 1% below that proposed by Deruytter and Wagemans [5] and by inference
somewhat above that now adopted by Gwin et al,) The results of Perez et al,
at the 150-m flight-path length were in turn normalized to the integral of

the 40-m data over the 2- to 10-keV range. The measurements at 150 m
have the advantage of a smooth incident flux because ORELA replaced
aluminjium with beryllium in the container for the water moderator surround-
ing the tantalum electron target.
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FIG.3. Pulse-height spectrum of the 1"'B(n.m)r Li reaction observed with the gridded ion chamber.

Figure 1 illustrates the unit-weight average cross-sectionresults of both
experiments on a segmented scale, along with some results of other well~
known experiments, Table I contains the corresponding experimental results,
It is seen that the two sets of ORELA. results are almost parallel in the
energy region shown, so that the main difference between them is a matter
of normalization which is to some extent subject to review by data evaluators.
Since the results of Gwin et al, [2] nearly agree with the ORNL-RPI data
below 10 eV, one correctly concludes that the shape of the Gwin data between
20 and 100 eV does not quite agree with that given in the ORNL-RPI work.

No explanation for this difference has been located after considerable effort,
and indeed the corresponding data sets for 239Pu(n, f) are in better agreement.
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To check the question of low-energy shape for 235U(n, f), Gwin and Weston
prepared an independent test with a 20-m flight path using the fission chamber
without the presence of the scintillator tank. The shape of the recent Gwin
data appeared to be confirmed.

The uncertainties assigned to the average cross-sections do not include
any component from uncertainty in the shape of the 1°B(n, a) cross-section,
Uncertainty in the efficiency of the boron chamber for recording a reaction is
somewhat difficult to estimate, but pulse-height spectral measurements by
Gwin imply an uncertainty for his data of about 4% at the highest energies.
The plotted uncertainties do include observed fluctuations in results from
one experimental run to the next, and uncertainties in effecting the stated
normalizations. The data of Perez et al. above 10 keV have for the present
an additional uncertainty assigned because these data will be subject to
further analysis. If the iwo ORELA data sets were normalized together in
the 7- to 11-€eV region (by joining ORNL-RPI with the Perez et al. data),
the two data sets would disagree by about 5% in the 1- to 10-keV region,
not inconsistent with the estimated uncertainties.

To compare these measurements of 235U(n, f) cross-sections with others
using continuous sources, one may inspect the results of Blons [8] and of
Lemley [9] which both agree with the results of Perez et al. in the 100- to
200-eV interval, Blons' measurements generally agree with those of
Perez et al., but the data of Lemley (measured against 5Li(n, @)) drop to
lower values above a few hundred eV. For orientation, all the results fall
below the 40-keV value of White [10] and the 24-keV value of Perkin et al.
[11] and are nearer to the results by Szabo et al. given in 1971 [12].

Work on the 235U (n, f) cross-section at ORNL is expected to continue
in two forms. The measurements of Perez et al. will be refined and
extended in support of further efforts to measure the ratio of capture in
2387 {0 fission in 25U, Peelle and Weston are undertaking measurements
pointed directly toward the 235U(n, f) cross-section, but no data from this
investigation have yet been analysed. The emphasis so far is on the use
of 'thin'! ionization chambers with which high efficiencies can be achieved
in recording the few nuclear events taking place. At first we will be -
satisfied with normalizations at low energy in the style of the measure-
ments described above. Figures 2 and 3 show pulse-height distributions
observed for low-energy neutrons with the counters now ready for use. The
Frisch-gridded boron chamber would probably be biased just above the group
of pulses corresponding to the 7Li particles from the ground-state reaction.
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DISCUSSION

E. MIGNECO: You have described measurements of the same quantity
at the same laboratory which have been normalized in different ways. Pre-
sumably, thére must be technical reasons for the different choices of
normalization, I think it is very important that the experimentalists
publish the reasons for their selection of a specific normalization so that
their reasons are known to evaluators and users in other laboratories. Can
you describe in greater detail the reasons for the various choices of normal-
ization? :

R.W. PEELLE: I also hope that the final reports will contain the reasons
for selection of a particular normalization. The reason that different choices
are made is fairly simple., Experimentalists do not all agree on the best
way of doing things.

Gwin felt it was essential to normalize at thermal energies, and in
order to do so he was willing to operate the accelerator at 10 pulses per
second, which resulted in a very long, slow experiment.

De Saussure and Perez believed that there were already sufficiently
many experiments in the energy region below a few hundred eV and that
therefore it was not necessary for new experiments to extend all the way
to thermal energy or even down to 10 eV. They therefore chose to operate
the accelerator with a repetition rate which produced a higher counting rate
and required less running time but which did not permit normalization at
thermal energy.

This mode of operation required that the data be normalized at some
energy. Perez and de Saussure selected the 100- to 200-eV range and
normalized to the previous ORNL-RPI values of de Saussure et al, [7]
because several different experiments were in-accord in this energy range.
Were it not for the agreement with other experiments, some other energy
region would have been selected.



172 PEELLE

Below 100 keV the present data of Gwin differ in shape from other
experiments., For instance, if the seemingly random part of the error is
removed, these data differ by about 5% from the ORNL-RPI data of
de Saussure et al, in the region between about 30 eV and about 100eV. (The
present measurement by de Saussure et al., which is described in this
paper, does not cover this energy region.)

J.L. LEROY: In the parallel plate ionization chamber used to monitor
the flux, how do you determine the transmission correction for boron self-
shielding and how large is it?

R.W. PEELLE: Gwin gives an uncertainty owing to the transmission
correction of about 1%, which represents a significant fraction of his
normalization uncertainty. The transmission correction is one argument
not to extend measurements to thermal energies because there the correction
is several per cent while it is negligible above a few eV.

J.L. LEROY: One reason for the efficiency of a fission chamber with
thick layers of fissile material to vary with neutron energy is that the angular
distribution of fission fragments varies with energy. The angular distribution
is known to vary in a stepwise manner whenever a new fission channel opens.
Many of the angular distribution data are old. Does anyone know of new,
complete results on the angular distribution of fission fragments from 235U?

R.W. PEELLE: The thick layers of fissile material were used to permit
simultaneous measurement of the capture and fission cross-sections and
would not have been used in a simple measurement of the fission cross-
section alone,

The thick layers are a technical weakness of the experiment, As I
remember from the old data, it is fortuitous that the fission-fragment
angular distribution changes much less rapidly with neutron energy for
2357 than for, say, Z%Pu,

In considering the effects of changes in the angular distributions of
the fragments, the design of the fission chamber should also be considered.
The spacing of the plates and the thickness of the foils bias against fragments
emitted both perpendicular and parallel to the plates. Fragments emitted at
intermediate angles have higher probability of detection. The coincidence
requirement with the scintillator tank probably does not introduce much
additional bias in favour of fragments emitted at intermediate angles. As
far as I know, none of the experimenters at ORNL has made a detailed
calculation of the counter's efficiency as a function of fragment angle. I do
not think the calculation would be a simple one since multiple scattering and
other effects would have to be considered. '

W.P. POENITZ: Meadows made an approximate calculation in connection
with measurements of the #8y. -capture- to-235y _fission ratio. Around 2 MeV
in either 2% or U there is a b1g change in fragment angular distribution
of the order of 1%. For 27 or 4r counting in a 200 ug- -cm™2 foil, the resulting
correction for absorption in the foil was of the order of 1%. In the energy
range of the ORNL experiments the effect should be much smaller unless
there are changes in angular distribution from resonance to resonance; I
think there are no data about such effects.

B.D. KUZMINOV: Another effect which could influence the efficiency
of the chamber is changes in energy of the fission fragments, However,
Obninsk studies show that changes in fragment energy are not more than
about 0.5% from thermal energy up to 5 MeV incident neutron energy. Such
a change would not require a significant correction to the efficiency.
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A,J. DERUYTTER: Perhaps it is easier to make corrections for a
thick foil since a thin foil can be of very non-uniform thickness unless it is
carefully made.

B.C. DIVEN: I should think that below 100 keV these effects which we
have been discussing would not be very important compared to other uncer-
tainties. However, it would be nice to have some quantitative information.

A,J. DERUYTTER: The new value of the 2200 m/s fission cross-
section for 235U will probably be someéwhat higher than the value in
ENDF/B-III. If the Gwin data were renormalized to the higher value, I think
they might agree better with other data.

R.W. PEELLE: I agree that the Gwin data ought to be renormalized to
take into account recent experiments and evaluations. The evaluator ought
to select the best low-energy value for the renormalization, but whether
the best value is the thermal value or the 10-eV value is open to discussion.
I have already mentioned that normalization at 10 eV avoids the uncertainty
in the correction for self-shielding in boron., .
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Abstract

DISCREPANCIES OBSERVED IN FISSION CROSS-SECTION MEASUREMENTS USING FISSION FOILS FROM
DIFFERENT ORIGINS.

During the past few years, the fission cross-sections of 235U and 2 Pu have been measured below 1 MeV
using a Van de Graaff accelerator and time-of~flight techniques. Measurements obtained with three fission
chambers have been intercompared. One fission chamber containing a 2*U foil was constructed, calibrated
and used previously by P.H. White. Two other thin-walled chambers, identical to each other, were equipped
with 2%U and 2®Pu foils, respectively, prepared and assayed by the Central Bureau for Nuclear Measurements
(CBNM). The count rates of the three chambers in a thermal neutron beam were also intercompared ai CBNM.
Since the cross-section data obtained using the thin-walled ***U chamber were systematically low while ratio
data were systematically high, a detailed examination of sources of the systematic error was begun. Loss
of material from the 2®U foil prepared by CBNM has been confirmed by both 21 and high-geometry alpha
counting but the times at which losses have occurred have not yet been established. The data for the U
fission cross-section based on the White chamber and reported at the Argonne Symposium in 1970 remain
unchanged. The data for the same cross-section reported at the Knoxville Conference in 1971 must be corrected
because of the loss of material from the CBNM foil and because of a new value for the half-life of 2% U,

1. INTRODUCTION

During the last few years, we measured the fission cross-sections of
235y, 239Py and 24'Pu at neutron energies lower than 1 MeV. For 235U, two
sets of measurements were made, the first one (Ref.[1]) using a fission
chamber, constructed and calibrated by P.H, White, and the second one
(Ref.[2]) using our thin-walled chamber containing a 235U foil from the
Central Bureau for Nuclear Measurements (CBNM), Geel, Belgium. As
the two fission chambers were used separately in measurements at different
neutron energies, no significant difference could be established between the
two sets of results obtained.

For the extended measurements in the 1- to 2-MeV region, we have
used both the White chamber and our own one, symmetrically placed with
regard to the incident proton beam, and the results so far indicate a
difference between the two chambers varying from a few tenth per cent to
4%. The discrepancy did not exceed the sum of the errors. However, the
fact that in most measurements our fission chamber gave lower fission
cross-sections indicated the possibility of systematic errors. Thus a
careful investigation of all possible sources of systematic errors was
needed. ’

This paper discusses the various measurements made in order to
find out the origin of the discrepancy. In section 2, the fission measurements
are described in which a difference between the two chambers was observed.
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Section 3 is devoted to an attempt to resolve the disagreement. Section 4
analyses the various sources of error and discusses some problems con-
nected with the fission foils used,

2. DISCREPANCIES IN FISSION CROSS-SECTION MEASUREMENTS

2.1, Experimental procedure (Fig.1)

Neutrons were produced with the pulsed Van de Graaff accelerator via
the "Li{p,n)"Be and T{p,n)3He reactions. The two fission chambers were
placed along two generators of a cone whose apex was at the target. The
neutron flux was measured by a calibrated counter placed along a third
generator of the same cone. The time-of-flight technique was used to
determine the neutron background, The pulse-height and time=-of-flight
spectra of each fission chamber were simultaneously recorded and
compared to the flux detector count rate, Thus, from a single experiment,
absolute values of the fission cross-section and their ratio could be simul-
taneously deduced. Such an arrangement could also be used to compare two
foils of the same isotope.
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FIG.1, Experimental arrangement.
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2.2. Measurements

During 1971, three sets of measurements were made, each of them
involving the comparison of two of the following chambers:

(a) Chamber U I (containing a 235U foil), described in Ref.[3], constructed
) and calibrated by P.H. White
(b) ‘Chamber U II, the 235U foil of which was prepared and assayed by
CBNM (Ref.[2])
(¢) Chamber Pu which is identical to U II but contains a 239Py foil
from CBNM.,

In February 1971, chambers U II and Pu were used to measure both
the fission cross-section of 235U and 239Pu and their ratio at energies lower
than 200 keV. Results of this first set of measurements are given in Ref.[2].
As mentioned in the Introduction, no noticeable difference was seen between
the new o¢ values obtained with chamber U II and the older ones measured
by means of chamber U I (1],

From May to August 1971, an intercomparison of the three chambers
was made in the 1- to 2-MeV region., Discrepancies of a few per cent were
observed for both 0;(23%U) (Fig.2) and the ratio o¢(23%Pu)/o;(235U) (Fig.3).
In the whole energy range, chamber U II gave lower 235U fission cross-sections
and higher ratios., Systematic errors were suspected,

In December 1971, continuing the comparison of chambers U I and U II
in the keV region where previously no difference could be detected since
the measurements were not s1mu1taneous we observed here also discrepancies
from 2 to 6% (Fig.4).

3. COMPARISON AT THERMAL ENERGY

Because of the discrepancies observed in the above measurements,
the correctness of the 235U fission cross-section measured seemed
questionable. To check the reliability of the two chambers, we used them
to measure the well-known 235U fission cross-section and the o4(23%9Pu)/ o (235U)
ratio at thermal energy. As.these quantities are known with an accuracy
better than 1%, the 'right' chamber would be the one which gives results
closest to the recommended values of o;(235U) and o;(239Pu)/0,(235U) at
thermal energy.

The measurements were done in May 1972 in collaboration with
A.J. Deruytter from CBNM and included several comparisons:

{(a) Chambers UIand UII

(b) Chambers U I and Pu

(¢) Chambers U II and Pu

(d) Chamber U II and a boron chamber which should measure the
absolute neutron flux and hence permit to.deduce the absolute
value of o;(235U) at thermal energy.

Unfortunately, comparison (d) had to be withdrawn because of the high
sensitivity of our boron ionization chamber to y-rays. The pulse-height
spectrum was distorted in such a way that no accurate measurement of the
absolute neutron flux could be made. Nevertheless, from comparisons (a),
(b) and (c) it was possible to deduce the ratio of the count rates of chambers
U I and U II and 6;(239Pu)/o; (?35U) ratios at thermal energy.
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3.1. Experimental procedure

The thermal neutron beam was extracted from a tangential beam hole
of the Belgian BR-2 reactor. The geometry of the beam tube and the slow.
chopper are described in detail in Ref.[4].

" The two fission chambers to be compared were alternatively placed
in the beam for a pre-determined number of counts of the beam monitor
(235U layer + solid-state detector outside the beam). The chambers were
moved perpendicularly with regard to the beam axis by means of a chamber
changer. The length of the flight path changes from 1607.1+ 0.8 mm for
thin-walled chambers to 1608 + 0.8 mm for the White chamber.

The time-of-flight and pulse-height spectra were recorded simultaneously
in two subgroups of a 1024-channel analyser, The pulses were counted
simultaneously when the chamber was in the counting position. Measure-
ments were made alternatively with and without a cadmium filter in the beam,

TABLE I, 23U FISSION CROSS-SECTION — PRELIMINARY RESULTS

By o (**0) o (**v) oW
(MeV) White's chamber CBNM fofl f (w}(l:l:;)
0.730 1.14 1,09 - 4.5
1,020 1.18 1.153 -2.3
1.08 1.18 1,18 -0.1
1.282 1.19 115 -3.3
1,405 1.205
1.484 1.24 1.241 +0.2
1.484 1.22 1.196 -2
1.578 1.22
1.680 1.24 .20 -3.3
1.791 1.27
1,915 '1.32 1.308 - 0.9
1.997 1.28 1.28 +0,1
2.1 1.284
0.019 2.48 2,323 - 6.3
0.040 2,05 1.923 -6.2
0.055 1.822 1.745 -4.2
0.075 1.707 1,680 -1.6
0.088 1.556 1.522 -2.2
0.135 1.491 1,459 -2.8
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FIG,5. Count-rate ratio of the 2®U fission chambers,

3.2, Data

Preliminary results of the 235U fission cross-section measurements
are given in Table I,

The count-rate ratio C(U I)/C(U II) of chambers U I and U II from
0.01 to 0.1 eV is plotted in Fig.5. This ratio is normalized with regard to
the contents of 235U atoms of the two foils ahd must be in principle equal
to unity. Table II summarizes the mean values of the count-rate ratio for
different energy intervals. The deviation from unity is about 4.7%. As
shown in Fig.6, the o;(239Pu)/ 0¢(?*°U) ratios successively measured with
chambers U I and U II differ by the same amount. The dashed line is obtained
by dividing the upper curve (U II as 235U standard) by the count-rate ratio
C(U 1)/C(U II) plotted in Fig.5. Thus the dashed line represents an indirect
determination of the o;(239Pu)/o¢(?33U) ratio as referred to the White chamber.

TABLE II. COMPARISONS AT THERMAL ENERGY

Energy range of (¥ Pu)/og (*BU)  op(*¥Pu)/og(*5U) 239 pu)/of (2B U)(U )2
(eV) C(U D/ Iy (uyn (U2 of (*®Pu)/cr (S UY(U 1)
0,02 - 0,03 1.041 £ 0.022 1,280 + 0,029 1,349 z 0, 024 1.053 £ 0,030
0.01-0,08 1,048 1 0,021 1,307 & 0,024 1.386 + 0,022 1.060 % 0, 026
0.005-0,1 1,047 & 0,019 1.369 = 0,023 1.442 + 0,022 1.053 & 0, 025

2 Calculated with original **U content.
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The.averaged discrepancy is somewhat greater at thermal energy than
in the keV and MeV regions. There is good agreement between the fission
cross-section ratio obtained by means of the White chamber and that
measured by other authors, but no definitive conclusion can be made about
the CBNM foil, The problem was becoming more and more complicated.

At the end of the measurements at thermal energy it was decided, as a check,
to re-measure the CBNM foil activity. The results deduced from low-
geometry alpha counting differed by minus 5% from the original activity
which was measured in January 1971 before the foil was sent to Cadarache.
If the new value of the 285U content is used for calculation, the count-rate
ratio C(U I)/C(U II) becomes nearly equal to unity and the of{23%Pu)/ a4(225U)
ratios measured at thermal energy by means of both 235U foils are in agree-
ment. Thus the discrepancy seems to be resolved.

Although the appearance of the CBNM foil surface is good and does not
show any obvious smear, the decrease in activity indicates an important
loss of material. A 2wr-geometry alpha counting was made with the foil
removed from the ionization chamber, The residual alpha activity was
about 0.3% of the total activity and it was proved that some loss of material
had occurred,
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TABLE III. ALPHA COUNTING

CBNM foit White's fofl
Deviation from Deviation from
Date Method  Activity mean value Date Method  Activity mean value
@) -, . o
©10,1,1971 low 1504. 7 0 1969 2n 9470 +0.14
geometry :
21.1.1971 27 1509, 5 - 0.43 1.9.1971 21 9425 - 0,34
1,9.1971 27 1516.9 + 0,06 17.11,1971 2n 9460 + 0,03
17.11,1971 2r 1519.5 +0.23 12,4.1972 2r 9476 +0.2
12.4,1972 2% 1517.9 +0.12 14,10,1972 2n 9455 - 0.02
+ 5, 428.5 - a
14, 5,1972 low 1 5.1 Mean on 9457«
geometry
14,10,1972 27 1467.0 -3.28
Mean (21) 1516, 0
up to
4,1972
1)

2 Deviaton from original low-geometry assay.

It is important to find out when and how the fissile material has been
lost, Table III gives the various 27 alpha countings that were made in the
course of the experiments, at the beginning of a set of fission cross-section
measurements., The foil activity remained constant from January 1971 to
April 1972, The alpha measurement in April 1972 was made just before the
chambers were sent to CBNM for thermal energy measurements, The low-
geometry alpha assay of May 1972 revealed a decrease of activity of 5%.

It seemed that material was lost during package manipulations and transport
from Cadarache to CBNM. Under these circumstances, we canonly rest assured
that all the fission cross-section measurements described in section 2 were
made with the same amount of 235U atoms in the CBNM foils, However,
some loss might have occurred also during the first transport when the foil
was delivered to us. The absolute activity of the foil, as measured in various
27-geometry alpha assays, indicates that up to April 1972 the original 235U
content was still on the foil. But some doubt about this remains since
2n-geometry assay is less accurate than low-geometry assay. We plan to
calibrate our 2w-assay method with regard to the J.ow-geometry alpha
counting used at CBNM.

Finally, the measurements at thermal energy indicate a good agreement
between the two 235U foils if we take into account a loss of 5% of 235U atoms
for the CBNM foil, as measured by low-geometry counting. For the fission
cross-section ratio o¢( 23%Pu)/ o;(%°%U), both chambers give values that agree
with the evaluated data, Unfortunately, the loss of material complicates the
problem and makes the renormalization of measurements at high energy
more difficult,
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4. DISCUSSION

Besides the neutron flux measurement, problems encountered in most
fission cross-section measurements are mainly related to the absolute deter-
mination of the number of fissile atoms in the layers, the efficiency of the
detector used and corrections which must take into account some parasitic
.effects such as neutron scattering. A general and complete survey of these
problems is outside the scope of this paper. For a recent survey see
Ref.[5]. Our examination is more restricted and concerns mainly the 235U
foils used in our measurements. With respect to the 235y content of the
foils, great care was taken in order to minimize systematic errors. Both
235U foils were assayed by at least two independent methods [1-3]. However,
despite the good agreement between the various methods used at each labora-
tory, there is still the possibility of systematic differences between two or
more laboratories.. A few years ago, it was recommended to implement a
foil exchange programme and an intercomparison of the assaying methods
used at different laboratories. This was first done by CBNM in collaboration
with Chalk River Laboratory and Idaho Nuclear Corporation, as reported by
Lauer [6]. _ .

It seems advisable that laboratories, which are not mainly engaged in
the assay of fission foils but use them for cross-section measurements,
also participate in the exchange and intercomparison programme. A second
step, including foil users, has been ihitiated by CBNM.

Fission cross-section experimenters have to check the fissile quantity
before, after and even during the measurements, For this purpose we used
27 -geometry alpha counting. The accuracy of this method is sufficient to
control the reproducibility of the foil activity and hence to detect a significant
loss of material. The method seems to us very convenient since alpha counting
can be made without removing the foil from the ionization chamber where it
is placed for fission cross~section measurements. However, this method
is not suitable for high-alpha-activity foils, Also, a more accurate method
is needed for determining the absolute amount of fissile atoms at delivery
of the foil. Low-geometry alpha counting is the most suitable method for
this purpose. When we received the CBNM foil, an attempt was made with
our low-geometry alpha counting set-up. As the geometry factor (10°4)
was too small and the foil activity was low, this attempt suffered from very
poor statistics. As there was no reason for suspecting at that moment a
loss of material, this attempt was not continued. With regard to problems
associated with handling, it must be noticed that the White foil was never
removed from its chamber while the CBNM foil was taken out of its chamber
several times before it was packed and sent to CBNM. The two ionization .
chambers differ also in that there is no gas circulation in the White chamber,
which only had to be refilled from time to time, while thergas was continuously
circulated inside the thin-walled chamber. So it was not surprising that
particles were lost from the chamber, and this could explain the fact that
the residual contamination of the chamber was only 0.3% instead of the 5%
which were actually lost.

There are several problems in connection with the efficiency of the
ionization chambers, The absorption of a small part of the fission fragments
in the foils is closely connected with the inhomogeneity of the layer and
hence with the preparation technique. The White 235U foil was painted whereas
the CBNM foil was electrosprayed, Although the foils are of the same thick-
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ness (0.5 mg/cm?), the foil absorption corrections differ by nearly 2%.
The correction factor for the White chamber given by the author himself
is 1.059. For the CBNM foil, the correction factor of 1,042 was deduced
from measurements of White on electrosprayed foils [7]. The absorption
correction for the specific White foil used in our experiments is somewhat
greater than the value of 5% which can be deduced from the slope of the
curve plotted in Fig.2 of Ref.[7].

In the literature, absorption correction data are not very numerous,
and further work on this subject is needed. For the absolute counting of
fission events, an extrapolation of fission pulse-height spectra to zero
bias is also necessary. The extrapolation procedure is not unique but varies
with the experimenter. For the two 235U foils which we used, the extrapola-
tion was made in the same way as described in Ref.[3], The extrapolation
problem is severe and is one of the main criticisms of 27r-geometry fission
counting. At the present state of knowledge of foil absorption and extra-
polation to zero bias, a 1% error on the detection efficiency is not so
pessimistic for foils with a thickness of a few hundred ug/em?,

The neutron scattering correction was calculated with the Monte-Carlo
method. The results for the White chamber were verified. In Ref.[3],
neutron scattering in the chamber structure was analytically calculated
and checked by complementary experiments. The values given there were
compared with the results of our Monte-Carlo calculation at the same
energy. In most cases, the difference is less than 1%.

5. CONCLUSION

As mentioned in section 3, the fission cross-section ratio of 239Py and
235U measured at thermal energy with the White chamber is in good agree-
ment with the recommended value. Thus, the results obtained for o;(23%U)
with the White chamber, which were published in Ref.[1], need not be changed.
As regards the CBNM foil, the detected loss of fissile material makes the
results published in Ref.[2] questionable, However, it may be possible to
correct these measurements, and complementary experiments are planned
for this purpose. As shown in Table III, the loss of fissile material as
measured by low-geometry alpha counting is 5% while the relative variation
of the alpha activity as indicated by 27-geometry alpha counting is 3%. It
can be assumed that the fissile material was lost in two parts, i.e. 2%
during manipulation and transport from CBNM to Cadarache and 3% during
the return to CBNM. This can be checked by calibrating our 27-geometry
alpha counting with respect to low-geometry alpha counting of CBNM., In
case the above assumption is confirmed, the data of Ref.[2] have to be raised
by 4% (2% because of the new half-life value of 234U (CBNM) and 2% for
material loss before the measurements),

ACKNOWLEDGEMENTS

We are grateful to M.M. Neve de Mevergnies and’A.H.W. Aten for
welcoming us at BR-2 and CBNM. The measurements at BR-2 were done
in close collaboration with A,J,Deruyiter, We are indebted to W.Becker



186 SZABO et al,

for aid in operating the slow-chopper facility. We are also indebted to
A, Spernol, H. Moret, K.F. Lauer and V. Verdingh for valuable discussions
on foil preparation and assaying methods.

REFERENCES

[1] SZABO, 1., FILIPPI, G., HUET, J.L., LEROY, J.L., MARQUETTE, J.P., Neutron Standards and Flux
Normalization (Proc. Symp. Argonne, 1970), CONF-701002, AEC Symp. Ser. 23 (1971) 257.

[2] SzABO, I., FILIPPI, G., HUET, J.L., LEROY, J.L., MARQUETTE, J.P., Neutron Cross Sections and
Technology (Proc. Conf, Knoxville, 1971) 2, CONF-710301, USAEC, Oak Ridge (1971) 573.

{31 WHITE, P.H., ]. Nucl. Energy A/B 19 (1965) 325,

{4] DERUYTTER, A.J., SPAEPEN, J., P. PELFER, P,, Neutron Cross Sections and Technology (Proc, Conf.
Washington, D.C., 1968), NBS Special Publ. 299, 1 (1968) 491.

[5] DERUYTTER, A.J., Neutron Standards and Flux Normalization (Proc. Symp. Argonne, 1970), CONF-
701002, AEC Symp. Ser. 23 (1971) 221,

[6] LAUER, K.F., Neutron Standards and Flux Normalization (Proc. Symp. Argonne, 1970), CONF-701002,
AEC Symp, Ser, 23 (1971) 488.

[7}] WHITE, P.H., Nucl, Instum. Methods 79 (1970) 1.

DISCUSSION

L. STEWART: Do the data in Table I replace values in the previous
literature?

J.L. LEROY: No. The preliminary values in Table I serve only to
illustrate the difference between the two chambers., We prefer not to publish
more values until the matter of loss of material has been finally resolved.

L. STEWART: Are the values which you published previously now in
question?

J.L. LEROY: The measurements presented at the 1970 Argonne
Symposium were made with White's chamber and foil and are not in question
regarding the loss-of~material problem, The measurements presented at
the 1971 Knoxville Conference will very probably have to be raised by 4%,
i.e. 2% because of loss of material, but this figure must still be confirmed,
and 2% because the 234U half-life value used was not the best one available,

F. KAPPELER: I was told by experimenters from Geel that destructive
analysis by the isotopic dilution technique can determine the content of fissile
samples to an accuracy of 0.5%. Why was this method not used to resolve
the problems with the Cadarache CBNM foils ?

J.L. LEROY: We have only one foil, and we do not want to destroy it
before all other possible explanations of the discrepancy have been checked.
I believe the last thing which remains to be checked is the 27 geometry, in
which an error of 2% would explain all the experimental observations.

T.A. BYER: Inthe measurement of the ratio 239Pu/ 235U, the correction
for loss of material from the uranium foil will effectively increase the 235U
cross-section. This will bring the ratio of fission cross-sections for
239Pu/ 2357 into much better agreement with the data of Pfletschinger and
Képpeler (Nucl. Sci. Eng. 40 (1970) 375). Have you also checked for similar
losses in the plutonium foil?

J.L. LEROY: Our low-geometry alpha-counting results, which are much
easier obtained than the results for 235U because of the higher activity, have
always been in excellent agreement with the original count rates determined
at CBNM, so we had no reason to suspect a change in the plutonium foil,
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A.J, DERUYTTER: A change of this magnitude in a uranium foil is
very unusual, We have exchanged foils with Idaho Falls, Chalk River and
Aldermaston and have observed some very small effects but never anything
of this size,

J.L. LEROY: I believe the high loss of fission material was due to an

- accident. Even though the probability of such accidents is very low, we
shall check for them routinely in the future,

A.J. DERUYTTER: I have two recommendations for experimentalists
who order precision foils from standards laboratories such as CBNM, Geel,
(1) Order many foils rather than just one, Several foils should be

retained by the standards laboratory and checked periodically. At the
experimentalist's laboratory, for example in a fission experiment, one foil
should be used in the fission chamber and two others should be kept for
regular comparison with the foil used in the chamber. Both the standards
laboratory and the experimental laboratory then have a complete history of
intercomparisons among the various foils, and these records can be extremely
useful in tracing possible errors during the course of an experiment.

(2) In the case of 235U-foils, high enrichments may not always be
desirable. In a sample enriched to 99.9% in 235U, the 234U content is less
than 0,1%. The accuracy of alpha counting in 27 geometry will be greatly
reduced because of the low specific activity, which is due to 234U. Many
measurements at neutron energies below the fission threshold of 234U can
tolerate 1% of 234U in the sample. Such a 24U content will greatly improve
the  accuracy of both 27 and low-geometry alpha counting, which are so
useful in assaying, intercomparing and checking experimental samples.

A.J. DERUYTTER: Without opening White's fission chamber the foil
can only be examined in 27 geometry, no matter what technique is used.
Would it be worth while to open the chamber and to examine the foil by,
for example, low-geometry alpha counting?

J.L, LEROY: We have examined the White chamber in a thermal
neutron flux, which I think may be a better technique than alpha counting.
As Szabo has explained in a previous paper, a correction is required for
loss of fission fragments in the foil, This correction depends on how the
foil was constructed, for example whether it was painted or electrosprayed.
The comparison of foils in a thermal flux takes all these corrections into
account, and therefore I think it may be the better method,
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Abstract

MEASUREMENTS OF THE *® U FISSION CROSS-SECTION IN THE FAST NEUTRON ENERGY RANGE.

The fission cross-section of 2°° IJ was measured in the energy range from 35 to 3500 keV. The
shape of the cross-section was measured using the Grey Neutron Detector with different moderators.
The shape curve was normalized with three absolutely measured values, one using the associated-activity
method, the second using the neutron flux integration technique, and the third using the Black Neutron
Detector for absolute neutron flux counting. The present results are subject to final fail assay and will be
supplemented by additional measurements,

1. INTRODUCTION

The fission cross-section of 235 has a unique importance for reactor .
evaluations and cross-section measurements alike, Uranium-235 is a
major fuel material for fast reactors. Most other fission cross-sections
as well as some capture cross-sections are measured relative to that of
233y in the fast energy range.

However, existing data for 2% fission differ by more than a factor
of two, and recent absolute measurements show differences in the order of
20%. A general downward trend exists in the values of measurements
reported between 1940 and the present [1]. A comparison of absolutely
measured capture cross-sections of 238U and gold with those measured
relative to 235U leads to the conclusion of possible lower fission cross-section
values of 235U [2]. This was supported by preliminary measurements using
roughly the same experimental method as applied to the absolute capture
cross-section measurements [3]. )

Because of the importance of the 2353y fission cross-section, a programme
was initiated to measure this cross-section by several independent tech-
niques. The results were planned to be independent not only of the flux
determination but of experimental techniques and fissile-mass determina-
tions as well. The results presented here represent a portion of this effort.
The fissile masses were determined, with the exception of spherical counters,
only by alpha counting,

* Work performed under the auspices of the US Atomic Energy Commission.
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FIG,2. Correction for shape measurements, ,

2. SHAPE MEASUREMENTS

A cross-section is characterized by its shape and absolute amplitude.
In most experiments some systematic uncertainties apply to all values (for
example, mass assignment). Thus, separating the shape measurements
from the absolute measurement is well justified. In addition, this separation
may result in more favourable experiment designs for a shape measurement
if the absolute value is not required and vice versa., This approach, pre-
viously applied to capture cross-section measurements |2, 4], was followed
here. However, an open geometry was used for the fission counter in order
to overcome the tremendous count-rate problem in a closed geometry. The
set-up is shown in Fig, 1.

The "Li(p,n) reaction was used as a neutron source, Measurements
were carried out at angles of 0° and 60° to the incoming neutron beam,
Target thicknesses ranged from 3 keV in the low-energy range to 70 ke V
in the high-energy range. The primary proton beam was pulsed and bunched
to about 1-2 ns width and with a repetition rate of 2 MHz.
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FI1G.3. Results o U shape measurements.

The fission counter was designed for obtaining a low scattering back-
ground, The detector was a gas scintillation chamber of cylindrical shape
with a diameter of 22 cm and a height of 16 cm. The scintillation light was
viewed by four photomultipliers. The signals were added in pairs and a
- twofold coincidence was required. The fissile deposit had a diameter of
5 cm and was electroplated on a 0.013-cm-thick molybdenum backing, The
uranium consisted of 99.85% 23%U, 0.054% 2%%U, 0.027% 2*%U and 0.062% 23U,
A thickness of 400 ug/cm? was used, The fissile deposit was located on
one side of the detector, between 10-25 cm away from the target, and
perpendicular to the incident neutron beam,

The Grey Neutron Detector described elsewhere (paper IAEA-PL-246-2/12
in these Proceedings) was used as a neutron detector. MnSO, - IL,0,

VOSO, - HyO and water moderators were used in the detector with an effective
radius of 46 cm, TUtilizing the different capture y-ray spectra allows a check
on the evaluated efficiencies. In addition, a 28-cm effective radius detector
of paraffine was used in part of the energy range.

Corrections were applied for elastic and inelastic scattering in the
molybdenum backing (<1%), transmission through air (usually < 5%, but
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about 9% in the oxygen and nitrogen résonances around 440 keV), the second
neutron group of the "Li(p,n) reaction (< 1%), transmission through the
fission counter wall and backscatter from the wall and multipliers (usually
about 2%, but larger in some strong iron resonances), and change of the
fission counting efficiency with energy (< 1%). Figure 2 shows the total
correction applied as a function of energy.

The background for the Gréy Neutron Detector was determined by runs
with a closed collimator channel, Most background from the fission detector
was eliminated by the time-of-flight technigue. The time-of-flight spectrum
from the fission counter was stored with an on-line computer. The energy
spectra from selected time-of-flight intervals were also stored. The
v-spectra from the Grey Neutron Detector were stored in the on-line
computer via the same data terminal in order to avoid dead-time effects.

The results from the shape measurements are shown in Fig.3, The
contributions from statistical uncertainties to the total uncertainties of
the values shown in the figure are dominating in the energy range below
1.5 MeV (1.5 - 2.5%). At higher energies, the uncertainty from the detector
efficiency is an increasing factor and dominates at 3.5 MeV (1.5-2.8%).
Systematic differences between different sets of measurements and reproduci-
bility are within the statistical uncertainties, as can be seen in Fig.3. An
eye-guide curve was drawn through the experimental points.
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3. ABSOLUTE MEASUREMENTS

3.1. Associated activity

This type of measurement has been described previdusly _[5]. A
spherical fission counter surrounds a vanadium target. The D1V(p,n)slcr
reaction is used as a neutron source. The associated 5ICr activity is
utilized to determine the absolute neutron flux. Additional measurements
were carried out to improve the uncertainty from the mass assignment
which was previously based on one sphere only, Two new spheres were
used and the fissile material determined by destructive analysis. Fission
spectra obtained with these fission counters are shown in Fig. 4. In addition,
new absolutely calibrated 1Cr samples were obtained from Euratom and
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from Chalk River Nuclear Laboratories, The calibration values are shown
in Fig.5. The new average value for this efficiency is approximately that
obtained with the Euratom samples and caused the major change of the
previous values. A previous analytical estimate of the major correction,

i. e. the scattering of neutrons in the inner shell, was replaced by a Monte-
Carlo evaluation. The change was abouf 12% of the original correction

and affected the result only by 0.3%. The results for the fission cross-
section of 235U are shown in Fig. 6, All values are averages of two or three
measurements. ’

3.2. Black Neutron Detector

Absolute cross-section measurements using a Black Neutron Detector
(BND) are most favourable in the 2.5- to 5.0-MeV energy range,” Below
1.0 MeV the cut-off energy influences the efficiency and may cause some
systematic uncertainty at higher energies. Above 5.0 MeV the efficiency
drops below 95% and thus the uncertainty of the evaluated efficiency increases
proportionately.

The major problem for an absolute fission cross-section measurement
using the Black Neutron Detector is the incompatibility of the count rates
obtained from a fission counter with that of the BND, The BND has an
efficiency close to one, and a count rate of 1000 counts/s is reasonable
for the electronic and computer equipment, The 1000 counts/s correspond
to 1000 n/s in a collimated beam, A 500 pg/cm? uranium foil would yield
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about six fissions per hour in this beam, To reconcile both efficiencies,
a double collimator system was used. The measurement was carried out
at 3.5 MeV.

" A neutron beam was first collimated such that the entire deposit of a
47 2% sample positioned in a gas scintillation counter at a flight path of
173.4 cm was radiated, but not the structural material of the scintillator
chamber, A second collimator provided a lower-intensity beam for the
Black Neutron Detector, The fission counter was a 47 gas-scintillation
chamber, A 400-pg/cm?, 5-cm-dia, fissile deposit on Vyns-backing was
supplied by the Central Bureau for Nuclear Measurements, Euratom. The
amount of fissile material was determined by a-counting in a low-geometry
a-counter. A destructive analysis will be obtained at a later date, The
fission spectrum obtained in this measurement is shown in Fig, 4.

The neutron time-of-flight spectrum and the energy spectrum of the
BND are shown in Fig, 7. The energy spectrum shown is that obtained in
the neutron time-of-flight peak after subtracting the energy spectra from
an equally wide time-of-flight range adjacent to the neutron peak,

Corrections were applied for the transmission through the collimator
and scattering from the collimator (0.5%), the efficiency of the figgion
counter (4.2%), the attenuation in air (3.2%), the less-than-one efficiency
of the neutron counter (3. 3%), and the second neutron group (0.4%). The
result for the absolute fission cross-section of 233U at 3,5 MeV is shown
in Fig. 6.

3.3. Calibrated vanadium bath

A third absolute measurement was carried out utilizing a well calibrated
Cf source [6]. A collimated neutron beam of 500 keV passes through a
gas scintillation counter and is captured in the Grey Neutron Detector with
a vanadium-sulphate solution. The 2.25-MeV vy-ray from the neutron capture
in hydrogen is used as a neutron monitor, The same fission counter and
47 foil as described in section 3.2 were used.

The counting efficiency was determined by radiating the set-up for
10 min with a 500-keV neutron beam and measuring for two 10-min periods
the 1,4-MeV y-ray from the decay of 52 V, then repeating the same procedure

with the 252Cf source.
Corrections for leakage from the vanadium bath (0.7% and 1.4%) and

the absorption in the channel material (0.2%) were made in a@dition to the
corrections mentioned in section 3.2. The value.obtained for the 235U
fission cross-section is also shown in Fig. 6.

252

4., RESULTS AND DISCUSSIONS

The eye-guiiie curve shown in Fig, 3 was adjusted with the three absolute
measurements shown in Fig, 6 by minimizing the average deviations, The
resulting curve is also shown in Fig. 6., This curve has an uncertainty of
about 3.5%, combined from about 1-2% statistical uncertainty and reproducibi-
lity and 2.5% from the absolute measurements. Above 950 keV the agree-
ment of the present results with measurements by White [7], Szabo et al. [8],
and Gilliam and Knoll [9] is good. At lower energies the agreement is best
with the measurements by Szabo et al. [8] after normalizing these data with
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values which they obtained with a fission chamber independent from that of
White. The present results are essentially lower than previous evaluation
results (BNL-325, ENDF/B-II, KFK-120), ‘and partially lower than the
more recent evaluation of ENDF/B-III. Final normalized values will be
published after obtaining destructive analyses of the uranium samples and
completing the analyses of additional data measured relative to 8Li(n,a)
and Au(n, v).

REFERENCES

(1] POENITZ, W,.P,, Neutron Standards and Flux Normalization (Proc, Symp. Argonne, 1970), CONF-701002,
AEC Symp. Ser, 23, USAEC, Oak Ridge (1971) 331.

[2] POENITZ, W.P., et al., J. Nucl. Energy 22 (1968) 505,

[3] PCENITZ, W,P,, Neutron Cross Sections and Technology (Proc, Conf. Washington, D,C. 1968},
USAEC (1968) 303,

[4] MENLOVE, H,O., POENITZ, W.P., Nucl. Sci. Eng. 33 (1968) 24.

[5] POENITZ, W.P,, Neutron Standards and Flux Normalization (Proc. Symp. Argonne, 1970), CONF-701002,
AEC Symp. Ser, 23, USAEC, Oak Ridge (1971) 281,

[6] DeVOLPI, A., Argonne National Laboratory, private communication (1972).

[7] WHITE, P.H,, J, Nucl, Energy A/B1_9 (1965) 325,

[8] SZABO, I,, et al,, Neuwon Standards and Flux Normalization (Proc, Symp. Argonne, 1970),
CONF-701002, AEC Symp, Ser, 23, USAEC, Oak Ridge (1971) 257.

[9] GILLIAM, D,M,, KNOLL, G,F,, Univ, of Michigan, private communication (1972).

DISCUSSION

Supersession of previous results’

R.W. PEELLE: Do the results which you have presented here replace
the preliminary values obtained with the Grey Neutron Detector four years
ago?

W.P. POENITZ: Yes. The present data replace those of 19681, which
were marked preliminary. ' .

The data from 19702 have also been modified but not directly replaced.
We obtained new calibrated y-ray sources which resulted in a 1% correction
to the 1970 data, but additional new measurements have been combined with
the older measurements. All other changes were minor compared to 1%.

Correction for fission fragments absorbed in the foil

A.J. DERUYTTER: In the 47 geometry fission pulse-height spectrum
which you showed, how large was your correction for lost fission events?
W.P. POENITZ: Basically we have used the experimental data of
White, There also exist several evaluations of this effect for both 47 and
27 foils. After studying the differences in the evaluations for 47 and 2r foils,

1 POENITZ, W.P., Neutron Cross Sections and Technology (Proc, Conf. Washington, D.C., 1968),
USAEC (1968) 503,

2 POENITZ, W.P., Neutron Standards and Flux Normalization (Proc, Symp. Argonne, 1970),
CONF-701002, AEC Symp. Ser, 23, USAEC, Oak Ridge (1971) 281,
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we decided to reduce White's correction by something like 20-30% for the
400 pg * cm 2 foil. The main difficulty was to adjust the correction for the
effect of & Vyns versus an aluminium backing,

The 47 counter gives a much nicer spectrum than the 27 counter because
the total energy deposited by the fragments can be added together; however,
the total absorption cannot be determined so well.

F. KAPPELER: We attempted to determine directly the fractions of
fission fragments which were absorbed in 27- and 47-counting arrangements.
A small amount of 2%2Cf was mixed with the fissile sample. The absolute
activity of the 252 cf fould be determined very accurately by low-geometry
counting so that we could compare the count rate obtained in 2r geometry
with that obtained in low geometry and thus determine the absorption losses.

A.J. DERUYTTER: The method requires that the 2%2Cf be distributed
homogeneously within the target, and I do not know whether this problem
has been solved as yet.

J.L. LEROY: The idea is interesting, but it has the disadvantage that
a fission counting background is introduced where the real fission count
rate is already very low.,

F. KAPPELER: The background would not be dlsturbmg The 252Cf
concentration can be kept very low, and in a measurement with a pulsed
neutron source the background will be time-independent so that it can be
conveniently subtracted.

Double collimation and foil unifo.rmity

C.D. BOWMAN: In the absolute measurement with the Black Neutron
Detector, not all of the neutrons which pass through the fissile deposit
reach the flux monitor because this is the purpose of the collimator between
the fission detector and the flux monitor, Have you verified that there are
no problems owing to variation in the uniformity of the deposit since the
flux monitor does not view the entire foil?

W.P. POENITZ: The first collimator located between the neutron
source and the fissile sample produces a beam which is slightly larger
than the 5-cm-diameter fissile deposit and at the same time prevents
neutrons from being scattered from the photomultipliers and the heavier
structural parts of the fission.chamber. Since transmission is nearly 100%,
normal variations in the sample thickness are unimportant, At a flight path
of 1.8 m the neutron beam from the "Li(p,n) source was assumed to be
uniform. Of course the first collimator between the neutron source and
the fission chamber must not be so close to the source that the beam becomes
non-uniform. If the beam is indeed uniform after it passes through the
fission chaxnbér, the second collimator between the fission chamber and the
flux monitor should cause no problems.

The 47 fission chamber

C.D. BOWMAN: Would you explain how you obtained from the 47
fission chamber the pulse-height distribution shown in Fig.4? I am parti-
cularly interested in how you eliminated noise from e-particles, etc.,
without eliminating real fission events at the same time.
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W.P, POENITZ: The signals from the four photomultipliers which
viewed the gas scintillator fission chamber were added together using
various coincidence requirements, which did not have very great effect.

We always recorded two-dimensional (time-of-flight and pulse-height)
spectra. Figure 4 shows an energy spectrum at the time-of-flight peak,
which is quite sharp because the time resolution of the gas scintillator is
about 3 ns. The a-peak is not covered by the energy scale of the figure.

A background spectrum determined from an adjacent time range was
subtracted from the spectrum in the time-of-flight peak. This eliminated
noise ‘as well as the time-independent part of the a-background. Another
background spectrum determined from measurements made with the fissile
foil removed from the fission cliamber was subtracted to eliminate back-
ground from other sources.

There is a small a-background which appears in the time-of-flight
peak and which is due to (n,a) and (n,p) reactions in the argon and nitrogen
gas used to fill the fission chamber. The size of this background is sensi-
tive to the bias settings on the fission chamber. We have observed this peak
in measurements without the fissile foil, and I have attempted to ensure that
it was properly subtracted from the fission cross-section measurements,

Shape measurements with the large fission chamber
and the Grey Neutron Detector

E. FORT: In many of your experiments you measured the neutron flux
after transmission through the fissile sample., You must therefore know
accurately the transmission through the fission detector. At Cadarache,
we used symmetric angles from the beam so that we did not have to worry
about transmission through our fission detector.

W.P., POENITZ: In the fission measurements the transmission correc-
tions were not large because the foils were thin, Only the walls of the
chamber are of concern, In the fission detector used with the Grey Neutron
Detector, one of the walls was unfortunately not so thin as would have been
possible, and therefore the correction for transmission was larger than
necessary, Even so, this correction was only of the order of 3% over most
of the energy range.

The fission chamber used in the shape measurement was made as large
as possible in order to obtain a low scattering background. We thought it
would be simpler to evaluate the transmission correction than to correct
for scattering from the irregular geometry of the detector.

The transmission correction includes corrections for transmission
through air and through the back wall of the detector and for scattering
in the sample backing. In the shape measurements, molybdenum foil was
used as backing because it has a smooth cross-section without resonance
structure. Most of the structure in the correction curve shown in Fig, 2,
such as the resonance at 430 keV, is due to transmission through air. Only
a few of our measurements fall within the energy range of one of these
resonances, The calculated corrections are based on reasonably well-
known cross-sections.
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The neutron source reaction: ’Li(p,n) versus T(p,n)

M.S. COATES: You have used the 7Li(p,n) reaction as a neutron source
throughout the energy range of your measurements, Did you have problems
with multiple neutron groups?

W.P, POENITZ: We corrected for the second neutron group. The
ratio of the second group to the primary group is rather well known, I
have also measured it using the Black Neutron Detector and time-of-flight
up to an energy where I could no longer resolve the time-of-flight peaks.

The second neutron group contributes a maximum of about 10% of the
total neutrons. Between the energies of the two groups, the 3%y cross-
section varies by not much more than 10%. These numbers imply a maximum
effect of 1%. If the correction is known within only 20%, the uncertainty
in the measured cross-section is about 0.2%.

The ratio of the zero-degree angular differential cross-sections is
really needed to produce each neutron group, and there are some data
available, However, our sample was sufficiently far away so as to subtend
a small enough solid angle so that the effects of the angular distribution
were negligible, If it were possible to study effects as small as 0,2%, then
perhaps the angular distribution would be a more important consideration,

At higher energies where we are planning to make measurements, we
shall have to use a different neutron source such as T(p,n)aHe. Above about
3.5 MeV, neutrons are produced in inconveniently large numbers in the
backing of the lithium target by reactions such as Ta(p,n). At sufficiently
high energies, 7Li itself disintegrates in neutron-producing reactions,

At energies where it is possible to make corrections for the second neutron
group, we have continued to use the TLi(p,n) source because we find it more
convenient than a T(p,n)sHe source, which would require special arrange-
ments for handling the tritium.
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Abstract

MEASUREMENT OF THE **U FISSION CROSS-SECTION IN THE ENERGY RANGE 1 keV TO 1 MeV.

Measurements of the fission cross-section of 2**UJ using a 45-MeV linac and time=~-of-flight techniques
have been extended into the energy region where most measurements have been made with Van de Graaff
accelerators. The reported relative measurements cover the range 1 keV to 1 MeV. Fission events were
detected by observing the fission neutrons with proton recoil detectors using pulse-shape discrimination against
gamma rays. Most measurements were made with two detectors at 45° and two at 90°. The incident neutron
spectrum was measured with a calibrated boron-vaseline plug detector. Background was determined by the
‘black’ resonance filter technique. Corrections were applied for self-shielding, multiple scattering and
changes of fission neutron detection efficiency resulting from changes with incident energy in the temperature
and angular distribution of the fission neutron spectrum. The measured relative cross-section has been
normalized to an average value of 2, 349 b in the 10~ to 30-keV energy interval in agreement with the
evaluation of Sowerby et al. The normalized data agree well with the Sowerby evaluation except below
3 keV and in particular confirm the shape of the cross-section in the 30- to 100-keV range as reported by
Sowerby, in contrast with other recent evaluations. The estimated error of the relative cross-section is less

than 4%.

1, INTRODUCTION

The discrepancies in the existing 235U(n, f) data above the resonance
region are disquieting because not only is the cross-section for this reaction
used as a standard, but in the 10-keV to 1-MeV neutron energy region its
value is of considerable importance to the design of fast reactors. Further
accurate measurements are required and we have extended the time-of-flight
technique on the 45-MeV linac to energies where most measurements have
been made on Van de Graaffs. Fission events were recorded by observing
the prompt fission neutrons, and the spectrum of the incident neutron beam
was determined with a calibrated boron-vaseline plug detector [1].

2. EXPERIMENTAL METHOD

Both the fission yield and spectrum measurements were made on a 100-m
flight path using the booster [ 2] target of the linac as the primary neutron
source. All measurements were taken with an electron pulse length of 150 ns
and a repetition frequency of 192 Hz. The events were recorded on a tape
recorder with channels of 125 ns width. The overall resolution for both
detector arrangements was 1.7 ns/m. The neutron beam was collimated
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i
to 8 cmiin diameter at the 100-m station and passed only through thin

Melinex"‘(Mylar) windows, a 5.6-m path in air and a graphite-clad overlap
filter containing 0.43 g/cm? of 19B. The only significant structure introduced
into the spectrum of the incident neutron beam by the flight path was a dip

of ~15% at 440 keV due to the path length in air.

.2,1, The fission detector

The prompt fission neutrons were detected in one or more of the four
NE 213 proton recoil detectors placed around the 28y sample but out of the
incident neutron beam. The samples, 7.9 cm in diameter, were mounted
in a boron sleeve which served to reduce the background from backscattered
neutrons. Gamma rays from neuiron capture or inelastic scattering were
rejected with a pulse-shape discrimination system using the charge-
comparison method. This system was designed for high instantaneous count
rates (up to 10° Hz) and gave good gamma discrimination at low energies [3].
The detection of scattered neutrons with incident energies below 1 MeV
was prevented by setting the neutron discriminator bias of each detector
above this energy. With the bias nominally at 1.5 MeV, time-of-flight tests
with gold and iron samples showed that the detection of gamma rays in
the 2%y fission yield measurements would be negligible at all energies.
Similar tests with scattering samples showed that the detection of scattered
neutrons would also be insignificant up to at least an energy of 1 MeV.

Above 100 keV 'incident neutron energy, the initially isotropic fission
fragment emission is known to become forward peaked. The fission neutrons
can be expected to exhibit a similar but less pronounced anisotropy and, in
order to allow for this effect, the fission yields were measured with the
detectors placed at various angles to the incident beam. Most of the
measurements were made with two detectors at 45° and two detectors at 90°,
the yields being recorded simultaneously. Further measurements were
also made with detectors placed at 22.5° 67.5° 135°and 157.5° to the beam,
The most accurate data were taken at 90° and these were used to derive the
measured cross-section after correction for the angular dependence of
neutron emission. )

With the particular geometrical arrangement and bias setting used, the
efficiency of each NE 213 detector for detecting a prompt fission neutron
was <0.5%. Inthis case and for a thin sample, the observed fission yield
per incident neutron of energy E is accurately proportional to €(E )FP(E)cf(E),
where e(E) is the detector efficiency for a single prompt neutron, v_(E) is
the number of prompt neutrons per fission and o3 (E) is the fission cross-
section. In practice, samples of thickness 1,08 X 107 and 3.8 X 1073
235y atoms/b were used and corrections for self-shielding and multiple
scattering in the samples had to be applied.

2.2, The spectrum measurement

The most accurate method of measuring the neutron booster spectrum
above the energy region where 'l /v' detectors are available is to use the
'black' detector of Coates et al. [4]. However, this is a device whose
relative neutron detection efficiency cannot be predicted above 700 keV and,
because of its relatively slow time resolution, its use above ~ 100 keV
requires a 300-m flight path, For these reasons, the spectrum at the
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100-m station was measured with a 'secondary standard' detector. This
consisted of a boron-vaseline cylinder, 7 cm in diameter and 10 cm long,
surrounded by four Nal crystals which detect the 478-keV gamma rays from
the 1°B(n, a, -y)7Li reaction. The secondary detector was calibrated from
1to 700keV against the black detector using the linac 300-m flight path, and
from 68 keV to 2 MeV against the Harwell long counter [5] using the pulsed
Van de Graaff IBIS.

The fission and spectrum measurements were made with the same
instrumentation and used the same flight-path collimation. Both measure-
ments were also made with the detectors in the same position, and the time
resolution in each case was therefore almost identical. This is of importance
above 100 keV where the booster spectrum shows structure (dips of up to
~ 8%) caused by the stainless-steel booster fuel element cladding.

2.3. Background determination

The backgrounds in the time-of-flight measurements were determined
with the 'black' resonance filter technique using samples of manganese,
aluminium and SiO,. All the background points between the 2.38-keV
manganese resonance and the 440-keV oxygen resonance could be well fitted
by a simple power law in flight time and this was used to extrapolate the
background to 1 MeV. With the measurements extending to high energies
it was not feasible to leave permanent resonance filters in the beam since
these would introduce troublesome structure into the spectrum. Instead,
measurements were made for each background resonance with several filters
of different thickness. The background removal factor for the filter could
then be determined and the open-beam background derived (i.e. the back-
ground for zero filter thickness).

In the fission measurements the ratio of the time-dependent background
component to the true counts in the open beam was found to vary from
~0.002 at 2.38 keV to 0.028 at 440 keV, and the extrapolated ratio at 1 MeV
was 0.02. Inthe spectrum measurements the time-dependent background
fraction was found to be about 50% greater than the above values.

In both measurements the time-constant background component was only
significant at the lowest energies and was accurately determined with the
usual background gate.

3. CORRECTIONS

After the time-of-flight measurements have been corrected for back-
ground and any count loss effect, three further factors have to be applied
before the cross-section is obtained. These are the corrections for self-
shielding and multiple scattering in the sample, for the energy dependence of
the neutrondetector efficiency, ¢(E), and for VP(E). To some extent, the
first two corrections can be dealt with experimentally.

3.1, Sample thickness

For the thicker of the two fissile samples, the self-shielding factor

{1-T(E)}/In{1/T(E)}
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was determined from a time-of-flight measurement of the sample
transmission, T(E). The measurements were made at the 100-m position
with a thin boron-plug detector. For both samples the self-shielding and
multiple-scattering corrections were calculated with the Monte-Carlo code
of Lynn and Moxon [ 6] using average cross-sections from the UKNDL-DFN
271D, For the present neutron energy range and because of the small 23y
level spacing, it was considered unnecessary to include resonance self-
shielding in the calculations. For the thicker sample, the measured and
calculated self-shielding factors were in agreement. In the 1- to 10-keV
range the effect of multiple scattering for this sample is at a maximum and
increases the observed fission yield by about 9%. However, because the
multiple scattering and self-shielding corrections have opposite signs, the
overall correction for sample thickness in this case changes by only slightly
more than 2% over the complete energy range. For the thinner sample, the
increase in yield due to multiple scattering is always less than 2%, and the
overall correction for sample thickness changes by about 1% over the energy
range.

3.2. Prompt neutron detector efficiency, e(E)

As the incident neutron energy increases, e(E) will (a) increase because
of the rise in temperature of the prompt neutron spectrum, and for a detector
at 90° to the incident beam it will (b) decrease because of the 1ncreased
forward peaking of neutron emission.

The increase in e€(E) with prompt neutron temperature is due simply to
the increased number of neutrons above the detector bias. Since the effect
is small at the present energies, it is adequate to represent the spectrum by
a Maxwellian function with an average energy [ 7]

_ 1/2
E, = 0.75 + 0.65 {FP(E) + 1}

It is also reasonable to ignore the gross structure in v_(E) and assume 7_ to
be constant below 100 keV and to increase linearly between 100 keV and

1 MeV. With these assumptions and the experimental bias set at 1.5 MeV,
€(E) is constant below 100 keV and rises by ~ 0.7% at 1 MeV.

The measurements taken with the detectors at various angles to the
beam showed the effect of anisotropic neutron emission to be quite small.
Below ~ 200 keV, no difference in the energy dependence of the fission yield
could be found between any of the angles., The only noticeable difference
was an increase of about 2% in the ratio of the yield at 45° to the yield at
90° between ~ 200 keV and 1 MeV. Because the anisotropy is small and
difficult to measure; the variation of €¢(E) for the 90° detectors was calculated
from the known fragment angular distribution

W(a)/W(90°%) = 1 + A cosa

W(a) being the fragment yield at an angle a to the incident neutron.
Experimentally, A has been found to change from 0 at 180 keV to 0.11 at

1 MeV [8,9]. For simplicity, all the prompt fission neutrons were assumed
to be emitted isotropically in the fragment rest systems. Allowance was
made for the 1,5-MeV detector bias and for the angular resolution of the
detectors. The calculation confirmed the experimental 45°/90° yield ratio
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TABLE I. ESTIMATED ERRORS IN THE MEASURED RELATIVE CROSS-
SECTIONS (%)

Measurements Corrections

Energy :
oo e

keV Fission Detector Sample

Spectrun yield® | efficiency thickness vp(E)

1-3 3.6 0.2 0 1.0 1.0 3.9

3-5 3.2 0.2 0 0.5 1.0 3.4

5-100 2.8 0.5 0 0 1.0 ‘3.0
100-500 3.1 0.9 0 0 1.0 3eh
500~700 3.3 ‘1.4 0.3 0 1.0 3.7
700-1000 3o 1.6 | 0. 0 1.0 | 3.9

i

2 Statistical errors in the fission yields are not included since they
depend on the particular grouping of timing channels used to present
the data. In TableII these statistical errors lie between 0.2% and
0.7% and are included with the above total errors.

and showed that in order to allow for anisotropy, the observed 90° yields
have to be increased above 200 keV by a maximum of 1.1% at 1 MeV.

For the 90° detector used to determine the cross-section, the net change
in €(E) with energy due to the two effects is less than 0.4% at all energies,

3.3. Average number of prompt neutrons per fission,ﬂp@

The energy variation of v, was taken from the evaluation by Mather and
Bampton [10]. The evaluate %,(E) is almost constant below 100 keV and
increases by 5% at 1 MeV. Gross structure is present in the form of a

broad humped increase in VP(E) of about 1% around 400 keV.

4, RESULTS

At low energies where the sample thickness correction is important,
the measured relative fission cross-sections obtained for the two samples
were found to agree to within about +1% when the data were averaged over
wide energy intervals to improve statistical accuracy. This agreement
extended over the complete energy range, and because there was no apparent
systematic difference between the two sets of data, the final cross-section
was based on the measurements for the thicker sample which had superior
statistical accuracy.

-~
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TABLE II. COMPARISON OF- MEASURED AND EVALUATED CROSS-
SECTIONS '

Difference between measured
and evaluated cross-section
Energy Measured
interval cross-section E(z;‘:- o)r
(kev) (barns) Sowerby KEDAK
et al. ENDF/BIII (1972)
(1972)
1-2 7.881 4.1 +5.7 +4.7 +5.8
2-3 5.722 3.9 +4e3 +2.5 +5.8
3-4 5.045 3.7 +3.7 +2.1 +3.8
4-5 L7k 3.5 +1.9 +1.1 +1.4
5-6 4.048 3.3 +2.7 +1.7 +2.9
6-7 3.379 3.2 -2.9 -5.3 -2,9
7-8 3.280 3.1 -2.9 -1.7 +1.8
8-9 3.07 3.1 0.0 +0.4 +2.2
9-10 3.153 3.1 =0.4 -1.5 +3.7
10-20 2.530 3.0 -0.8 -8.3 +2.5
20-30 2.166 3.0 +0.8 ~7.2 +3.1
30-40 1.978 3.0 -1.7 -11.5 4.8
40-50 1.893 3.0 -0.8 =7.3 ~-5.1
50-60 1.866 3,0 -0.3 -6,0 -2
60-70 1.815 3.0 +0.3 ~3.6 -1.3
70-80 1.733 31 +1.1 4.3 -2.3
80-90 1.612 3.2 4.3 -8.1 -6.4
90-100 1.588 3.3 -2.8 -6.0 -4.8
100-200. 1o hhdy 3.4 -0.3 -3.8 -3.9
200-300 1.266 34 -2.1 =4.2 -5.3
300-400 1.196 3ol -1.9 -3.0 -5.2
4.00-500 1.153 3.5 -0.5 -3.6 Lol
500-600 1434 3.6 sl -2,2 -3.6
600-700 1 .122 308 +0.5 -2-3 -505
700-800 1,122 3.9 -2.3 -0.7 =3.2
800-900 1.156 3.9 =-2,2 +0.1 =2.1
900-1000 1.218 4.0 +0.1 +0.3 +0.2

4,1, Normalization .

The measured relative cross-section has been normalized to an average
value in the 10- to 30-keV energy interval of 2.349 b, to agree with the
evaluation of Sowerby et al, [11]. This energy region was chosen for the
normalization for two reasons:

(a) The errors in the present measurements are at a minimum.

(b) The 10- to 30-keV region contains rmheasurements of several
different types. The evaluation includes three linac time-of-flight
continuous measurements using both fission fragment and neutron
detection, one Sb-Be spot point measurement and two sets of
Van de Graaff spot point measurements,



208 GAYTHER et al.

The measured cross-section is shown in Fig.1. The {full energy
resolution is only shown above ~ 300 keV, at lower energies the channels
have been grouped in such a way that the statistical error on any plotted
point does not exceed +29%. The same data averaged over particular energy
intervals are given in Table II.

4.2, Errors

The measurement errors, expressed as standard deviations, are
summarized in Table I.

The errors in the spectrum measurement include both random and
estimated systematic errors. These include contributions from uncertainties
in the black detector and Harwell long counter relative efficiencies (both
~*2%), uncertainties in the secondary standard cross-calibrations (+2% to
+3%), uncertainties in the background determination (+0.2% to £1.5%) and
uncertainties due to errors in the time-of-flight measurements (~* 1% from
500 keV to 1 MeV).

The fission yield errors given in Table I include only background and
timing uncertainties, Random counting errors have been excluded since
they depend on the particular grouping of timing channels used. For the
data shown in Fig.1, the errors due to counting statistics are generally
between 1 and 2%, and for the energy intervals in Table II they vary from
0.2% to 0.7%. The errors given in Table II include the counting errors in
the fission yields together with the total estimated error from Table I.

Liberal estimates have been made for the uncertainties in the first two
correction factors. The uncertainty in the energy dependence of T/'P is based
on the evaluation of Mather and Bampton [10].

5. DISCUSSION

It can be seen from Fig.1l that, even with grouped timing channels, the
well known structure in the cross-section is very evident below 50 keV.

At the full experimental resolution the structure is found to be in broad
agreement with that observed by Bowman et al. [12].

From Table I it can be seen that the measurements are in close agree-
ment with the evaluation of Sowerby et al. except at energies below about
2 keV. The agreement in the shape of the cross-section with the other
evaluations is not so good. To normalize to the ENDF /B-III evaluation in
the 10- to 30-keV range, the measured cross-sections would have to be
increased by 7.8% and this would lead to discrepancies of between 8% and
12% at the highest and lowest energies respectively. Normalization to the
KEDAK evaluation would require a reduction in the measured cross-sections
of 2.8%, and although the general agreement is better than for ENDF /B-III,
there are still discrepancies of around 8%.

The main difference between the evaluation of Sowerby et al. and that of
others is in the region between 5 keV and 100 keV, In the region 30-100 keV
the evaluation by Sowerby et al. has a relative shape which is determined
by the bomb-shot data of Lemley et al. [13]. The close agreement between
our data and this evaluation can then be taken to confirm the shape measured
by Lemley et al, It can be seen from Fig.l that the present data are also
generally in agreement with the Van de Graaff measurements of Szabo et al.
[14, 15] and generally lie below the measurements of White [16].
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DISCUSSION

Comparison with other measurements

J.L. LEROY: In your Fig.l, the 1971 data of Szabo et al. generally
fall slightly below your data. These data of Szabo et al. will probably be
raised by something like 4%, as I mentioned earlier, so the agreement with
your results will probably become even better.

J.J. SCHMIDT: I have plotted some of Mr, Gayther's data on Fig. 3 of
Mr. Poenitz's presentation on 235U (paper IAEA-PL-246-2/25 in these
Proceedings). Gayther's data seem slightly higher in the valley around
800 keV, but the shape is exactly the same, rising to a kind of peak around
1 MeV.

W.P. POENITZ: I should stress again that my Fig.3 shows the shape
only; the normalization is only approximate. Our absolute values are shown
in Fig.6 and are about 1% higher than the rough normalization used in Fig, 3.
With correct normalization, our shape measurements will go upward in the
direction of Mr. Gayther's values.
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Normalization of the measurements

L. STEWART: Would it be possible for you to make an absolute
measurement at some energy?

D.B. GAYTHER: No. We cannot determine the absolute efficiency of
the detectors. Therefore, we must normalize our data somewhere.

As I mentioned in our status report, these measurements should not be
considered only in isolation. We have measurements of the 23Pu fission
cross-section and therefore a ratio to the 235U fission cross-section which is
independent of our incident neutron spectrum. The ratio is useful in
comparing our data with other measurements and in selecting the normali-
zation. A possible complication is that the angular dependency of the fission
fragment distribution is more extreme in 23?Pu than in 235U,

H. LISKIEN: I notice that your Tables I and II do not include the
normalization error.

D.B. GAYTHER: These tables show only the errors of the relative
cross-sections. The error which Sowerby et al.! place on their evaluation
in the energy range used for normalization of my values is 4.5%.

Change in detector efficiency

E.J. AXTON: You stated that the efficiency of the fission neutron
detector increases with increasing energy of the neutrons incident on the
235 pecause the temperature of the prompt fission neutron spectrum
increases so that there are more neutrons above the bias. But doesn't the
efficiency also decrease because the hydrogen scattering cross-section
decreases with increasing neutron energy? I did a calculation some time
ago and found that the bias had to be reduced to 0.8 MeV before the
efficiency increased.

D.B. GAYTHER: We attempted to include the effect of the change in
the hydrogen cross-section; the correction was very small,

Effects of changes in the angular distribution of f1ssmn fragments and
fission neutrons

C.D. BOWMAN: You mentioned that since the angular distribution of the
fission fragments was forward peaked, the neutron angular distribution might
also be peaked in the same direction. Therefore, you make measurements
at a number of angles. Can you tell me what anisotropy you actually
observed? '

D.B. GAYTHER: Our most extensive data are at 45° and 90°. Almost
the entire series of measurements was made with two detectors at 45° and
two at 90°, all of which were recorded simultaneously. At 1 MeV we saw
only a 2% change between the detectors at 45° and the ones at 90°. The same
is true at 135°, but the statistical accuracy was not so good. The effect
becomes important only above 200 keV, just as the fission fragment angular
distribution begins to become forward peaked only above this energy. Our
calculations confirm the observed anisotropy, 2% +1% in the 45° to 90° ratio,
if the uncertainty of the observations is considered.

! SOWERBY, M.G., PATRICK, B.H., MATHER, D.S., UKAEA Rep. AERE-R 7273 (1973).
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Extension of the measurements above 1 MeV and structure in the fission
cross-section near 1 MeV

L. STEWART: Is there any possibility that Mr. Gayther could extend
his measurements above 1 MeV?

D.B. GAYTHER: We have indeed taken measurements up to 1.5 MeV,*
but these have not been analysed yet. At these energies it becomes
increasingly difficult to discriminate against scattered neutrons without at
the same time eliminating much of the fission neutron spectrum.

I think the main improvement in these measurements will come from
an improved knowledge of our neutron spectrum, especially at low energies.
Although I would like to see improvement, I am not so concerned about the
uncertainties at low energies because I think the principal value of these
measurements is to bridge the gap between the energy range where
measurements are usually made with a linac and the range where a
Van de Graaff is usually used.

W.P. POENITZ: One reason why it would be interesting if you could
extend your measurements a little above 1 MeV would be to investigate
this 'step' in the cross-section more thoroughly. I have tried to determine
where the cross-section begins to increase and the value to which it rises.
My values tend to indicate that the cross-section has already reached the
top of this step-like structure at 950 keV, This appears to be confirmed
by 235U to 23¥Pu ratio measurements, which are easier to do and should be
more accurate for this purpose.

D.B. GAYTHER: My values are still rising above 1 MeV, in fact much
like the Sowerby! evaluation. I have not quoted numbers above 1 MeV
because the bias settings which I used may have allowed a slight contribution
from scattered neutrons.

All these measurements were made with a flight path of only 100 m. At
1,5 MeV, tiny errors become quite significant for such a short flight path
and with long pulses of the length we used. It may be quite difficult to
squeeze accurate numbers from the short flight times corresponding to
1.5 MeV, but we shall try.,

In the future, we plan to make measurements in this important 1- to
5-MeV region using the synchro-cyclotron and measuring flux with a
proton-recoil detector.

B.C. DIVEN: The lowest-energy points of measurements, which are
reported in paper IAEA-PL-246-2/28 in these Proceedings, stop in just this
energy range because the errors are becoming larger there. Therefore,
we would not wish to make any comment about observation of a peak around
1 MeV.

! SOWERBY, M.G., PATRICK, B.H., MATHER, D.S.. UKAEA Rep. AERE-R 7273 (19783).
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Abstract

MEASUREMENT OF THE NEUTRON FISSION CROSS-SECTION OF ?*°y BETWEEN 0,5 AND 1.2 MeV.

Because of the importance of the 235U fission cross-section as a secondary standard, an absolute measurement
was performed in the neutron energy range between 0.5 and 1.2 MeV. The method adoped was based on the
hydrogen (n, p) cross-section. Monoenergetic neutrons from a fast pulsed source provided background
discrimination by the time-of-flight method. A variety of runs was made to check the accuracy of sample
masses and detector efficiencies. The consistency of the results confirmed that the experimental uncertainties
of the seven absolute values lay between 2.6% and 3.4%. In addition, 12 relative values with statistical
uncertainties of less than 2% were determined in order to establish the cross-section shape.

1. INTRODUCTION

Because of the increasing importance of the fission cross-section of
as a standard in the fast neutron range, a number of experiments for
its determination have been performed during the last twenty years, Never-
theless, the situation is unsatisfactory for neutron energies higher than a
few hundred keV. Although most experiments claim an accuracy of a few
per cent, the discrepancies between the results of different authors are
three to four times larger than the given experimental uncertainties. More-
over, above 500 keV, there is no experiment which describes the shape of the
fission cross-section sufficiently.

~ These difficulties have been the reason for a new effort towards an
absolute measurement of the fission cross-section of 3°U. The method
adopted is described in its first form in a previous paper [1]. In the mean-
time, the method has been improved in many details, so that a short descrip-
tion is given below.

285U

2. SURVEY OF THE EXPERIMENTAL METHOD

In the case of thin samples, the relation for the fission cross-section
is given by

Zu
op = (1)
F 0N, - ¢

213
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FIG.1, Schematic view of the gas scintillation detector for the fission events.

where Z is the count rate, 8 the neutron flux, N the number of fissile nuclei,
€ the detector efficiency and uan index for the quantities related to the
fission detector. :

The experimental method of this measurement was designed to allow the
determination of all quantities on the right-hand side of Eq. (1) with as few
corrections as possible, and to check the reliability of the experimental
results by the variation of all parameters on which these quantities may
depend. By the consistency of both the estimated uncertainties and the
experimental results, systematic or unrecognized errors could be excluded.

A fast pulsed, monoenergetic neutron beam, together with a fast fission
detector, largely reduced background problems in the determination of the
fission count rate. The fission detector, which is shown in Fig.1, is a gas
scintillation detector filled with a continuously flowing argon-nitrogen
mixture of atmospheric pressure. Fission events were detected by
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FIG.2, Arrangements of the detectors for fission events and neutron flux used in the experiment,

coincident pulses from two photomultipliers. By this, the multiplier noise
was suppressed and the energy resolution was improved. For the deter-
mination of a background from (n, x)-reactions, the fissile samples could be
withdrawn into a transport chamber, The detector efficiency €, was
determined by comparing the measurements of samples of different thick-
ness with a corresponding Monte-Carlo calculation. The number of fissile
nuclei N, follows from an’accurate mass analysis of the samples. The
determination of the neutron flux (which is described in paper
IAEA-PL.-246-2/14 in these Proceedings) was based directly on the hydrogen
(n, p) cross-section as a standard and was free from threshold or extra-
polation problems. )

During the experiment, two arrangements of the proton recoil detector
for the neutron flux measurement and the fission detector have been used,
as is shown in Fig.2. Geometry B served for the absolute measurement of
the fission cross-section. In this back-to-back arrangement, the neutron
flux is well defined for both samples and the flight path of about 30 cm between
target and fissile sample allows the discrimination of most of the time-
dependent background. i

The advantage of geometry A is that the solid angle between target and
fissile sample is doubled as compared to geometry B. Therefore, only half
of the measuring time is necessary, as the fission count rate is much lower
than that of the proton recoil detector. However, this advantage has to be
paid for by much larger corrections and uncertainties, The finite size of the
target caused deviations of about 10% in the neutron flux, especially in the
outer zones of the samples. Moreover, the poorer discrimination of the
time-dependent background causes uncertain corrections of several per cent,
Therefore, only relative values of the fission cross-section have been.
determined from geometry A, which were normalized to the absolute values
of geometry B. By means of the relative values, the energy dependence of the
fission cross-section could be described in more detail. Because of the short
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distance from the target and the relatively high neutron energies, no colli-
mators were used in this experiment.

Altogether, 24 runs have been performed in geometry A and 27 runs in
geometry B, All of these served to confirm the reliability of the experiment
by the consistency of the results for varied parameters.

3. NEUTRON FLUX

The reader is referred to paper JAEA-PL-246-2/14 in these Proceedings,
which gives a detailed description of the neutron flux determination.

4, EXPERIMENTAL DETAILS

4.1, Neutron source

Neutrons were produced by the bombardment of thin metallic 7Li-targets
with protons from the Karlsruhe pulsed Van de Graaff accelerator. All
details are described in the above-mentioned paper.

4.2. Samples

The samples were fabricated and analysed by the Central Bureau for
Nuclear Measurements (CBNM) of Euratom in Geel, Belgium. The fissile
layers consisted of uranium acetate electrosprayed [2] onto thin polished
backings of stainless steel. The average range of about 2,2 mg/cmz for
fission fragments in uraniurh acetate limited the thickness of the samples
to about 200 ug/ e ; otherwise, the discrimination between a-particles and
fission fragments could have been disturbed.

Although the range of fission fragments is about three times larger in
uranium oxide, the acetate results in a better discrimination between alphas
and fission fragments. The reason for this effect is that the light absorption
of the black oxide sample is much larger for fission fragments than for
a-particles as the specific ionization of fragments is largest near the sample
while that of alphas is a minimum near the sample. Thus the bright, yellow
acetate is preferred as a sample material for the gas scintillation detector.

To avoid systematic uncertainties of the detector efficiency by local
differences in the absorption of fission fragments, a good homogeneity of
the fissile samples was essential. The samples provided by Geel were on
backings with a polish of 0.5 um and had a homogeneity of better than 1%.

" For the mass determination of the samples two methods were used.
Before the samples had left Geel and after they had been returned to Geel
for the final analysis, their a-activity was determined within 0.3% by low-
geometry counting [3]. In this way it was ensured that no remarkable
losses of the sample masses had happened during transport or during the
experiment. From the known specific activity of the sample material the
total mass was calculated with an uncertainty of 0.7%.

Finally, a destructive analysis of the samples by the isotopic dilution
method [4] was performed with a total uncertainty of £ 0.4%. The results
of the two methods agreed within 0.2%. Thus the sample mass is believed to
be accurate to + 0.4%. The characteristic data of the samples are given in
Table I.
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TABLE 1. THICKNESS, TOTAL MASS AND UNCERTAINTY OF THE
2%y _SAMPLES

Backing Sample
thickness thickness Total mass Uncertainty
(mm) (ug/cm’) (mg) @)
0.25 139 1.744 0.4
0.25 95 1,194 0.4
0.25 74 0.933 0.4
0.9 100 1.265 0.4
1000
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«
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FIG.3. Time-of-flight spectrum of the fission detector at a neutron energy of 911 + 23 keV,

4.3. Electronics

The scintillations of the fragments were converted into pulses by the two
multipliers. Fast pulses were taken from the anodes for the time-determining
branch of the electronics, and integrated pulses were taken from one dynode
of each multiplier for the pulse-height branch. A coincidence between the
fast pulses furnished the start-signal for a time-to-amplitude converter and
the gating for the summed pulse-height signals. Thus time-of-flight and
pulse-height spectra were recorded simultaneously, both steered by the
automatic sample changer as it is described in the above-mentioned paper
in these Proceedings.
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Figure 3 shows a time-of-flight spectrum of the fission detector in
geometry B for a neutron energy of 911 + 23 keV, The overall time resolution
of 2.4 ns can be derived from the y-peak. By means of the logarithmic scale
the background discrimination is more clearly demonstrated. In addition to
a time-independent background resulting from room-scattered neutrons, a
background due to (n, x)-reactions arises. This was directly measured with
the sample withdrawn into the transport chamber., It was found to be
approximately constantly 2% of the main fission event (direct neutron flux
in Fig.3) over the whole neutron energy range. This main peak is somewhat
broader than the y-peak because of the neutron energy distribution. Delayed
with respect to the main neutron flux by several nanoseconds are events
caused by slower neutrons of two different types. Both the neutrons scattered
near the target and those from the second neutron group are discussed in the
description of the neutron flux determination in the above-mentioned paper *
in these Proceedings. However, Fig.3 shows that their contribution to the
fission count rate Z can be discriminated by the time-of-flight method. The
uncertainty of the count rate Z  is composed of the statistical uncertainties
of the main peak and the subtracted background events.

4.4. Detector efficiency

The detector efficiency €,is defined as the ratio of detected fission events
to all fission events which took place. For its determination it was necessary
to know the fraction of fission events which could not be detected because of
energy loss in the sample.

j_—a-BACKGROUND o 74 pg/em?
+ 139 pg/em?
—~=CALCULATED CURVE
(for 139 ug/em? )
1500 .
& ‘;’_‘-
YA N + N
I &/ +y * 7 O\
/ . \
a / t_ \
i /
% 1000 T
T L \
o ! 4 . \\
x ! o®e + \
o o \
/
w / + \
2 5001 Pl A
A *a\
g ,/ . . +\\
8 J* L
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b °® ]
7/, AT
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FIG.4. Measured and calculated pulse-height distributions for fission fragments.
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TABLE II. EFFICIENCY OF THE FISSION DETECTOR

Sample .
thickness Efficiency _ Uncertainty
(ug/cm’) )
139 " 0.959 (0.957) 1.0
100 0.969 (0.969) 0.8
95 0.969 .  (0.988) 0.8
4 0.978 (0.976) 0.6

Figure 4 shows experimental pulse-height distributions for two sample
thicknesses. The dashed line represents a calculated distribution. The
deviation of the measured from the calculated distribution at energies above
70 MeV is due to the fact that the multiplier bases were designed for optimal
time resolution. This resulted in non-linearities for large pulses, a detail
which does not affect the results.

The adjustment of the energy scale was performed in the linear part
below 70 MeV by means of the well known pulse-height distribution of a very
thin ®2Cf-source [5]. It was confirmed by the-fit of the calculated distri-
bution to the experimental spectra of 235, In this way the position of the
electronic threshold was determined to be 15 +5 MeV. Although the given
uncertainty of £+ 5 MeV is an extreme value, its influence on the efficiency
is very small, as follows from the shape of the pulse-height spectra.

The fraction of fragments which are absorbed or leave the sample with
energies below 15 MeV is calculated by fitting the experimental fission
fragment distribution to a curve computed from the theory by Lindhard,
Scharff and Schiott [6]. Since dE/dx values for uranium acetate are not
available, approximate values were taken and adjustments made according
to the above fits. A Monte-Carlo method was used to select the places and
depths of fission events in the sample and the direction of fragment emission,
The calculated distributions were also corrected for detector resolution,

The resulting values of ¢, are given in Table II for the samples used in
the experiment. They agree well with the values in brackets, which were
derived from an equation given by Rossi and Staub [7] for the absorption
losses in a homogeneous foil with the adjusted dE/dx values as input data.
The agreement confirms again the good homogeneity of the samples.

4.5. Corrections

In the discussion of the time-of-flight spectrum in section 4.3, one
background component was not mentioned. Neutrons of the primary flux
which are scattered in the detector or the nearby surroundings may cause
fission events which cannot be discriminated by the time-of-flight method.
There is a possibility to determine this background experimentally, i.e. as
the difference between the values of the fission cross-section derived from
normal runs and those with doubled detector masses. But this method is
very uncertain because the resultant correction of about 6% came from the
difference of two big numbers with statistical uncertainties of the same
order. Thus this method was used only as a check on calculated values of
the scattering correction.
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FIG.5. Correction factors for neutrons scattered in the detectors,

For these calculations the detector geometry was approximated by
cylinders and planes, and the scattering correction was determined for
random scattering places and neutron directions from the differential
cross-sections and angular distributions for the respective detector
materials [8-10]. The correction factors k; and k, for the count rates
of the fission and proton recoil detector are shown in Fig. 5 for the detector
arrangement of geometry B.

The fluctuations are caused by corresponding fluctuations in the
scattering cross-sections and the angular anisotropies. As was expected
from the characteristics of the proton recoil detector, the correction k is
much smaller than k;;, although it is increased by the presence of the fission
detector. In Fig,5 the computed resulting correction k is shown as a
function of neutron energy. The experimental values are given by full circles.

The calculated contribution of scattered neutrons to the count rate has
an uncertainty of about 20%. Thus the uncertainty of the correction factor
is'between 1.0% and 1.6%.

4,6, Uncertainties

In the same way as for the neutron flux determination it was ensured
that the absolute determinations of the fission events were consistent when
the experimental parameters were varied. By using different sample and
backing thicknesses, the number of fissile nuclei, the counter efficiency,
and a main part of the scattering correction were changed. The observed
results were again consistent with the estimated uncertainties, which are
" listed in Table III, together with the overall total uncertainty for the absolute
values of the fission cross-section.
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TABLE III. EXPERIMENTAL UNCERTAINTIES FOR THE ABSOLUTE

VALUES OF THE FISSION CROSS-SECTION DETERMINED IN

GEOMETRY B, :

221

Source of uncertainty Uncertainty
%)

Number of fissile nuclei Ny, 0.4

Detector effeciency €y 0.6- 1.0
Fission count rate Z, 0.6- 1.4
Scattering correction 1.0- 1.6
Neutron flux determination 1.7- 2.4
Overall total uncertainty 2.6~ 3.4

O Allen und Ferguson 1957
< Diven 1957
NORMALIZED O Gorlov et. al. 1960
THIS RELATIVE VALUES + Smirenkin et. al. 1962
A White 1965
EXPERIMENT ABSOLUTE VALUES ® Poenitz 1988
@ Poenitz 197
% REF: (1] V Szabo et al. 197
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FIG.6. Fission cross-section values from this experiment and from existing measurements.
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It is important-to notice that the main experimental uncertainties are
related to the fission detector and not to the neutron flux determination. A
reduction of these uncertainties caused by the scattering correction k, and
the efficiency € may be achieved by using a neutron collimator and thinner
samples. However, this can be done only with decreased overall efficiency
of the fission detector and must be compensated for by a more intense
neutron flux,

The relative values, measured in geometry A, were normalized by an
optimal fit to the absolute values, The uncertainty of this fit is of the order
of 3%, corresponding to the uncertainty of the absolute values, However, the
shape of the fission cross-section is described with much better accuracy and
is only dependent on the statistical uncertainties, Therefore, only the
statistical uncertainties are quoted for the normalized relative values.

TABLE IV, NUMERICAL VALUES OF THE ?%U FISSION CROSS-SECTION

NORMALIZED RELATIVE VALUES

Neutron energy Fission cross-section Overall uncertainty
(keV) ® ()
513 & 32 1.210 0.9
580 £ 20 1.193 1.8
678+ 21 1,208 1.2
767 + 20 . 1,165 0.9
795 £ 20 1.178 1,2
87220 ) 1.12 2.1
920 + 22 ' 1.141 1.5
930 + 20 1.172 ’ 1.9
945 + 24 1.206 ’ : 1.1
966 + 21 1.213 1.2

1013 & 20 ‘ 1.293 : 1.9
1060 + 22 1,227 1.2
ABSOLUTE VALUES
546 + 22 ' 1.207 3.4
662 + 23 1.215 2.6
758 + 23 1.164 2.6
908 £ 22 1.193 2.9
1057 £ 26 1,248 3.0
1125 & 25 1,256 3.4
1175 + 25 1.221° 3.4
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5. RESULTS AND DISCUSSION

As’a result of this experiment, 7 absolute and 12 relative values of the
B85 fission cross-section for neutron energies between 500 and 1200 keV
were established. The overall uncertainties of the absolute values lie between
2.6% and 3.4% and those of the relative values between 0.9% and 2.1%. Figure 6
gives a survey of the results of this experiment and of the cross-section
values measured by several authors. The numerical fission cross-sections
are listed in Table IV.

The results of the previous measurements can be divided into two
groups, which show a discrepancy of 10 - 15%, although their given uncer-
tainties are of the order of 3 - 7%. The first group consists of the values of
Allen and Ferguson [11], Diven [12], Smirenkin et al. [13], White [14],
Szabo et al. [15] and two values of a preceding measurement [(1]. The
second group with lower fission cross-sections consists of the values of
Gorlov et al, [16] and of Poenitz [17,18]. In general, the two groups can be
distinguished by the fact that the experiments of the first group are more or
less based on the hydrogen scattering cross-section as a standard, while in
the experiments of the second group other methods for the neutron flux
determination are used. As can be seen from Fig. 6, the results of the
present experiment agree within the experimental uncertainties quite well
with the data of the first group.

In detail, there is good agreement above 750 keV with White, Szabo et al.,
Allen and Ferguson, Smirenkin et al. and, at least above 1000 keV, with
Diven too. For neutron energies from 500 to 750 keV the present results lie
between the results of Refs [13-15] and those of Refs [11,12]. However,
these differences can be explained by the respective experimental uncertainties.

In addition to the determination of absolute values, the results of this
work also allow a more complete description of the fission cross-section
shape in the investigated energy range. This is of importance for the use
of the 2*%U fission cross-section as secondary standard. Within the energy
resolution of the experiment, the measured shape shows a smooth behaviour
up to about 900 keV. At this energy, however, a 15% step-like increase with
a width of 100 keV was observed. Above 1000 keV the cross-section seems
again to be smooth with the energy.

This step in the fission cross-section was not unexpected because corres-
ponding dips in fission cross-section ratios had already been observed at this
energy [19-21]. An explanation may be that this increase marks the end of
the energy gap in the compound nucleus 23%U, At this energy the fission width
increases because of the onset of one-particle states. This assumption is
supported by the behaviour of the fission fragment angular anisotropy [22]
which shows a correlated decrease owing to the higher K-quantum numbers
of the one-particle states, Also a correlated structure was found for the
average kinetic energy of the fission fragments E,; and for the average
number of fission neutrons 7 [23].
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DISCUSSION

'W.P. POENITZ: Since you normalized your relative values to absolute
values, I would expect the error bars of your final results to be larger than
those of the absolute values.

F, KAPPELER: You are correct. I have quoted only the statistical
errors of the relative measurements because they describe the shape of the
fission cross-section. The normalization factor has an uncertainty which
is at least as large as the uncertainty of the absolute values,

W.P. POENITZ: How did you separate the true fission count rate from
the background?

F. XKAPPELER: I showed the time-of-flight spectrum in which contri-
butions from various (n, x) reactions are included (x = charged particle),

I subtracted the experimentally determined background and corrected for
the effects of neutrons scattered in the detector itself to obtain the fission
count rate,

W.P. POENITZ: Where did you set the threshold of the detector?

F. KAPPELER: This is shown in Fig.4. It was set in the valley between
the alpha peak and the fission-fragment peak, If the threshold had been set
higher, the extrapolated part of the fission fragment peak and the associated
uncertainty would have been larger. The correction for contributions from
(n, x) reactions was about 2%, so the uncertainty of this correction should
be small,
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W.P., POENITZ: Around 700-800 keV you have high values which deviate
from other shape measurements in this range, e.g. those of Gayther et al, 1,
Szabo et al.? and myself"’. In this range, there are very strong peaks due to
N(n, p) and N(n, o) reactions, whereas around 900 keV, where you show a dip
in the 25U fission cross-section, the nitrogen cross-sections also have a dip.
I assume that you also used an argon-nitrogen mixture in the fission detector,

F. KAPPELER: The correction for (n, x) reactions, including those you
just mentioned, was measured over the whole energy region, so I do not
believe they would cause a systematic error of this type.

R.W, PEELLE: Did you see a difference in the shape of the fission
pulse-height spectrum when the uranium deposit faced toward versus away
from the neutron source (geometries A and B in your Fig. 2)?

F. KAPPELER: I observed no definite deviations between the two spectra.

J.L. LEROY: The uncertainty of the shape of the cross-section is not
entirely statistical. For example, there is certainly some uncertainty in
the energy-dependent scattering correction.

F. KAPPELER: That is correct. In the error bars, which I called
statistical in the text, are also included energy-dependent uncertainties for
the scattering correction and for the scattering cross-section of hydrogen.

T.A. BYER: Since you are still waiting for the results of destructive
analyses of the samples, should we perhaps regard these results as semi-
preliminary.

F. KAPPELER: Yes. However, the samples were made from a batch
of uranium which had a well known specific activity and have been inter-
compared by alpha counting, Within a year, we do not expect the final mass
determination to be very different from that which we are able to calculate
now. Perhaps Mr. Deruytter could comment on this question,

A.J. DERUYTTER: I agree with Mr. Képpeler that very little change
should be expected as a result of the final mass determination. In this case,
there are no discrepancies in the alpha count rate such as occurred with
the foil used by Szabo®. Our alpha counting methods are very reliable in my
opinion. By now they have been confirmed by measurements on hundreds
-of foils,

When more than one foil have been used in a set of measurements, the
foils can be intercompared frequently by alpha counting so that it is possible
to determine whether any one of them has changed. Since Mr, Kappeler
used three foils, I believe it is unlikely that any additional systematic
uncertainty will be added to his results as aresult of the final destructive
analyses.

F. KAPPELER: I made measurements on three foils, and I believe that
three more foils were prepared at the same time as the foils used in the
measurements.,

(Editor's Note: The question arose whether the data obtained by
Szabo et al,* using the fission chamber and the data of White® should be
raised by as much as 2.5% because of the change in the recommended value

! paper IAEA-PL~246-2/26 in these Proceedings.

® Ppaper IAEA-PL-246-2/24 in these Proceedings.

3 Ppaper IAEA-PL-246-2/25 in these Proceedings.

4 sZABO, I., et al., Neutron Standards and Flux Normalization (Proc. Symp, Argonne, 1970),
CONF-701002, USAEC Symp. Ser. 23 (1971) 257.

S WHITE, P.H., ]. Nucl. Energy A/B 19 (1965) 325.
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of the half-life of 2*U, Such a change would result in better agreement
between these data and the data presented by Képpeler.

In the discussion it was pointed out that the mass determination used by
White was based on four independent methods of analysis whose results
agreed within their assigned errors. On the basis of private communications
it was suggested that the mass determination used in the calculation of the
cross-sections depended on the weights assigned to the several methods of
analysis and that the final value was not particularly sensitive to the value
assumed for the half-life of 2*%U,)
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Abstract

.PROGRESS REPORT ON LASL MEASUREMENT OF THE %U FISSION CROSS-SECTION FROM 1 TO 6 MeV.

Measurements of the **U fission cross-section in the range 1 to 6 MeV, using a pulsed Van de Graaff
accelerator, 2r fission counting and a proton recoil telescope to measure the neutron flux, are in progress.
The product of the amount of ***U on the fission foil and the efficiency of the 2 fission counting system was
determined in a separate expertment by comparison with the fission rate of a standard >**U foil counted in
low geometry in a uniform thermal neutron flux. Corrections to the data and sources of error are described,
Preliminary data contingent upon ‘final mass determination of the standard 2%*U fols are given.

In March 1970, a measurement of the 235U fission cross-section was
-started. The experimenters were D.M. Barton, P.G. Koontz and
R.K. Smith, Plans for the experiment were made in consultation with a
task group consisting of the experimenters and R, L. Henkel, J,C. Hopkins,
G. Hansen and B, C. Diven, chairman. In 1971, Koontz retired and the
experimenters were joined by G. A. Jarvis, In 1972, D, M. Drake replaced
Hopkins, and Hansen replaced Diven as chairman., Hansen also has made
extensive calculations of all corrections and has studied carefully the
consistency of the data.

Before the experiment was started, past measurements were studied
and limitations on accuracy surveyed. It was decided that the neutron flux
should be measured with a proton telescope using polyethylene as the proton
source. The fission counter was to use nearly 27 geometry to avoid problems
associated with poorly known angular distributions of fission fragments.

The 23y deposit and polyethylene foils were to have the same diameter and
to be located as close together as possible. Solid-state detectors were
chosen for both fission and proton detectors. The experimental arrangement
is shown in Fig. 1,

The use of 27 geometry produced an unacceptable uncertainty in the
fraction of fission events detected, and a separate calibration experiment
was performed to determine the product of the amount of 235U on the fission
foil and the detection efficiency, In the calibration experiment the CH, foil
was replaced by a thin deposit of 2350 whose mass was accurately known,
and the proton detector was used to detect fission fragments from the
standard foil. The assembly was placed in a uniform thermal neutron flux
and the ratio of counts in the two detectors determined the effective mass
of 2350 in the fission counting system. Since the actual mass of 235U on
both fission foils and the geometry factor of the proton counting system were
all known, the efficiency of the fission counting system could be determined,

! 227



228 DIVEN

TABLE I. 2%y FISSION CROSS-SECTIONS — PRELIMINARY DATA
(Hansen, Barton, Jarvis, Koontz, Smith, 10 Nov. 1972)

Energy ) of

(MeV)
1.0 1.238 ¢ 0,014
1.1 ’ 1.261 £ 0,016
1.2 1.254 £ 0,014
1.3 _ 1.250 + 0.015
1.4 1.233 £ 0.024

T 1.5 1.268  0.014
1.6 1.240 + 0,014
1.1 ’ 1.294 + 0,016
1.8 1.275 £ 0,017
1.9 1.274 £ 0,017
2.0 1.276 £ 0,011
2,2 1.273 + 0.014
2.4 1.253 + 0,019
2.5 1.951 + 0.020
2.6 1.219 + 0,012
2.1 . . 1.224 + 0.014
2.8 1.210 + 0.012
2.9 1.193 + 0.014
3.0 1.216 £ 0.009
3.2 1.215 + 0.016
3.4 1.183 £ 0.016
3.5 1.182 ¢ 0.011
3.6 1.182 + 0.016
3.7 1.155 ¢ 0.015
3.8 1.164 + 0,017
4.0 1.140 + 0,011
4.2 1.143 £ 0,019
4.4 1.118 + 0,016
4.6 1.098 £ 0.016

4.8 1.108 + 0.016
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TABLE I (cont, )

= .
5.0 1.089 £ 0.015
5.1 1.085 £ 0,019
5.2 1.090 + 0.014
5.8 1,085 + 0.014
5.4 1.067 + 0.012
5.5 1.063 + 0,014
5.6 1.048 + 0.014
5.7 1.068 £ 0,015
5.8 1.092 + 0.025
5.9 1.129 + 0,018
6.0 1.145 + 0,023

Note: The uncertainties listed include: (1) 0.24% uncertainty in calibration factor; (2) ~0.3%
uncertainty in secondary source factor, i.e. neutrons not from gaseous tritium in target cell
(vacuurn background); (3) ~ 0.3% uncertainty in detector assembly in-scatter factor; (4) ~0.2%
uncertainty in room return factor; (5) 0.5% uncertainty in 2%y assay; (6) 0.2% uncertainty in
fission fragment anisotropy factor: and (7) uncertainty due to counting statistics and lack of
reproducibility. Not included are errors associated with hydrogen assay and hydrogen scattering
cross-section.

235 SOLID-STATE
U FOIL APERTURE~
(2cm dia)  (2¢m dia) DETECTORS
ID- STATE
~NEUTRON  SOL ( -—cH, FoiL
7 SOURcE DETECTOR (ZClzn dia.)
10cm 10cm
: 1

FIG.1. Experimental arrangement (not to scale).

The efficiency is 90% at 10 MeV fission fragment bias., Except for small
corrections, the efficiency of the fission counter and the geometry factor

of the proton counter need not be known because the ratio of these quantities
was used in both the calibration experiment with thermal neutrons and the
fission cross-section measurement at high neutron energy.

The efficiency of the fission detector changes slightly as the neutron
energy changes because of the changing angular distribution of fission
fragments and centre-of-mass effects. This change, which is not monotonic,
-varies from zero to 1% in the neutron energy range from 1 to 6 MeV,
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In some past measurements with counter telescopes and fission counters,
large corrections were made necessary by scattering of neutrons in counter
materials. The scattering affects the two counters differently. The design
of the counter system was carried out in conjunction with calculations of
the scattering corrections, so that errors in the corrections could be kept
small. These corrections range from 1.3% to 2.4%.

Room-return neutrons contributed a negligible error in this experiment
because a monoenergetic pulsed source of neutrons was used, and a time-
of-flight spectrum determined the fraction of fissions caused by these
neutrons. The fraction is less than 2% in all cases.

The concentration of hydrogen in the stock from which the polyethylene
foils were prepared was determined by two laboratories, a private chemical
laboratory and the National Bureau of Standards.

The cross-sections resulting from this experiment are dependent upon
the knowledge of the absolute number of 2351y atoms on the standard foil
used in the calibration experiment. Thirteen deposits of 285y were prepared
by vacuum deposition from a single supply of ?*®U, Thicknesses were
125 and 550 ug/cmz. All thirteen foils were intercompared by alpha counting
in low geometry. The intercomparisons were made by two different groups
at Los Alamos. The thirteen foils were also intercompared by fission
counting in a thermal flux in a specially designed counting system. Four of
the thirteen foils were retained as standards by the experimenters., One
of the four foils was used in the calibration experiment. Two foils were
sent to the U.S, National Bureau of Standards for analysis by isotopic
dilution and coulombmetric techniques. Two foils were sent to the Central
Bureau for Nuclear Measurements, Geel, for analysis by whatever means
they prefer, Two foils were analysed at Los Alamos by a colorimetric
method, and one by comparison with another local standard foil that had
been prepared by stlpghng with aliquots of a 235y solution prepared from
weighed quantities of 235U, These analyses are not yet all completed, so
that the cross-sections given in Table I are preliminary and will be multiplied
by an appropriate factor after the analyses are all in; otherwise, all
corrections have been made to the data. Of course, changes may be made
in the meantime, after collection of additional data.

DISCUSSION

Backgrounds from scattered neutrons and from reactions in the detectors

M.S. COATES: Have you investigated the effects of spurious neutrons
which are scattered or produced other than in the target reaction?

B.C. DIVEN: I have mentioned the use of the monoenergetic pulsed
source and time-of-flight to eliminate effects of room-return neutrons.
Effects of neutrons scattered in the structural materials of the counters
cannot be eliminated by time-of-flight because the spurious effects originate
too close to the detectors. Corrections were made by calculation and were
reasonably small. The spectrum of neutrons produced by scattering in this
particular type of tritium target is well known from other time-of-flight
experiments over the years, and appropriate corrections have been made.
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B.D. KUZMINOV: The neutron energies were sufficiently high to cause
reactions in the solid-state detectors. What interferences do these reactions
cause? .

B.C. DIVEN: These effects depend very much upon neutron energy.

At low neutron energy there are very few reactions in solid-state detectors.
The proton detectors in the proton-recoil telescope are of various thick-
nesses; the first is quite thin, At low energies near 1 MeV, the recoil
protons do not go all the way through the first detector, but the background
is also very low. As neutron energy is increased to 2-3 MeV, the protons
go through the first detector and into the second. As neutron energy
increases, the background also increases, but as soon as a coincidence can
be obtained between the first two detectors most of the background can be
eliminated by the coincidence requirement,

Backgrounds are measured after each run in which 10000-20 000 fission
events have usually been recorded while the polyethylene-foil proton
radiator is in front of the proton detector. Then the polyethylene foil is
switched out of the-beam path, and another 10 000-20 000 fission events
are collected during the background measurement. This background varies
greatly with neutron energy.

Another effect also contributes to greater uncertainty as the neutron
energy is decreased toward 1 MeV. As the proton range becomes shorter,
the thickness of the polyethylene foil must be decreased, whereas the
various backgrounds remain nearly the same, The uncertainty at 1 MeV
must be significantly greater than at 2 MeV even though statistical accuracy
is good.

Hydrogen content of polyethylene foils

H. LISKIEN: How well did the independent analyses of the hydrogen
content of the polyethylene foils agree?
B.C. DIVEN: The hydrogen contents of the foils submitted for analyses
agreed to better than the 1% accuracy claimed by each of the two laboratories,
However, there may be other uncertainties in the hydrogen content.
The polyethylene foils which were actually used in the experiment
might have differed in hydrogen content from those which were destructively
analysed. However, at many energy points, more than one polyethylene
foil were used, :
It is somewhat difficult to determine the hydrogen content of the very
thin foils, which must be used at low neutron energies, because of
interferences such as absorbed hydrogen and significant changes in weight
of the very light-weight foils owing to evaporation of absorbed substances.
The masses of these light foils can be satisfactorily determined by 'neutiron
-weighing'. In a high-energy neutron beam the relative proton count rate

of a light foil is compared with the proton count rate of a-heavy polyethylene
radiator which can be accurately weighed. The hydrogen content of the

light foil is then calculated from the mass of the heavy foil and the relative
count rates. : '

H. LISKIEN: We also used this method and found that certain poly-
ethylenes lost hydrogen with time,

F. KAPPELER: Have you compared the hydrogen content of the
polyethylene-foil radiators before and after use in the experiments?
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B.C. DIVEN: The experimenters are aware of Mr. Liskien's
investigations of absorption and.loss of hydrogen from polyethylene, I do
not believe they have made any investigation of these effects themselves,
and I do not know their future plans.

Error due to uncertainty in the H(n, p) standard cross-section

B.C. DIVEN: In some energy regions, the error in this experiment
is due mostly to uncertainty in the hydrogen cross-section for production
of protons at zero degrees. Although the total n-p scattering cross-section
is quite well known in the MeV range, the angular distribution is not. In
the higher energy ranges to be covered in these experiments, uncertainties
in the angular distribution contribute an error of 2%. At 14 MeV, for
instance, other errors are expected to be much smaller than that.
In general, we expect the errors to be no greater than 3% although at
energies where the angular distributions are very poorly known the error
may be greater than 3%. .

Pulse-height spectrum of the 27 fission chamber

A.J. DERUYTTER: Although the calibrations were made in low
geometry with sharply defined pulse-height spectrum, the actual measure-
ments were made with 27 fission chambers so that the stability of the
fission-fragment pulse-height spectrum must be very important.

B.C. DIVEN: Yes, the shape of the pulse-height spectrum is one of
the considerations which limit the thickness of the 2% deposit. The
shape of the fission-fragment pulse-height spectrum must permit the
detector bias to be set so that small changes in the amplifier gains and
similar electronic effects will not change the efficiency of the fission counter.

In this experiment the preferred bias was about 10 MeV because in
that energy region there were few fission pulses so that the count rate was
insensitive to changes in the electronics; however, there was greater
danger of noise with such a low bias setting. Fission cross-sections were
also measured with the bias settings of 20 and 30 MeV, and the ratios of
the fission count rates thus obtained were monitored to ensure consistency.

Corrections must also be made for changes in the angular distributions
of fission fragments with energy and for centre-of-mass motion,

A.J. DERUYTTER: Were data always recorded with a two-parameter
system?

B.C. DIVEN: During the many months when backgrounds were being
analysed and optimum éxperimental conditions selected, pulse heights and
times were recorded simultaneously and analysed in an on-line computer,
It turned out that some precautions were unnecessary. For example, the
room-return background was so small that it was unnecessary to use the
two-parameter system to record simultaneously the flight times and pulse
heights. During the actual measurements, the time spectra and the pulse-
height spectra were recorded but not correlated.

Radiation damage from fission fragments

B.D. KUZMINOV: The stability of the detector with respect to radiation
damage is important. In the Soviet Union, we have found it possible to
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record up to 500 000 fission fragments with target and detector immersed

in the same flux without any noticeable changes in the counting characteristics
of the detector, Could Mr. Diven comment on effects of radiation damage

on the detector?

B.C. DIVEN: Two considerations turned out to be important in
selecting the type of fission detector, First, the thickness was important
because the detector was so close to the fission foil that scattering effects
could have been significant, Second, the lifetime of the detector under
bombardment by fission fragments was important,

The part of the experiment most damaging to the detector was the
calibration in which the count rate of the detector was compared with that
of a low-geometry fission counter in a thermal neutron flux. The low-
geometry counter counted 100 times more slowly than the one to be
calibrated so that the latter necessarily had to experience a very large
number of fission events, The type of detector used can take some tens of
millions of fission events without noticeable deterioration,

During the actual measurements the detector is monitored continuously
by recording not only all of the fission fragments but also the alpha-particle
peak. These various ratios are watched carefully to see that they stay
constant. So far, in this experiment it has been necessary to change the
detector once, That is why the calibration experiment was repeated once,

Anisotropy of the fission fragment distribution

R.W. PEELLE: How large were the corrections for anisotropy of
fission fragments and for centre-of-mass motion at an energy of about
10 MeV?

B.C. DIVEN: We have not made the calculation at 10 MeV yet, and in
that energy range it will be difficult because I know of no data on the
angular distributions of fission fragments between 8 and 14 MeV., Between
1 and 6 MeV the errors in these corrections are very small because
reasonably good angular distribution data are available and because there
is little centre-of-mass motion,

Fission-foil geometry and backing

C.D, BOWMAN: Since a large part of the mass of 235 is near the
outside of the foil, it is important in 27 geometry to have the foil close to
the solid-state detector. How close was it actually?

B.C. DIVEN: The distance between foil and detector was less than
1 mm but I do not remember the exact distance, The detector was
significantly larger than the diameter of the fission foil. If the fissile
material had zero thickness, so that there was no absorption in the
235y, then the efficiency should have been 95%.

R.W. PEELLE: You mentioned that the standard foil used in the
calibration experiment had a stainless-steel backing while all the other
foils associated with the measurements had heavy-element (platinum)
backings, Fission fragments which leave the uranium deposit in the
direction of the backing interact differently with the different backings.
Does the difference in backings affect the calibrated efficiency of the 27
fission counter?
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B.C. DIVEN: I think the effect of the backing would not be important
in a low-geometry system, and this is one of the reasons that the calibration
experiment was done in low geometry. Let me clarify the procedure.

The measurements with the Van de Graaff are done with a particular
fission counter of nearly 27 geometry, and that counter, including its foil,
is never disturbed in any way until it fails and becomes useless, In the
calibration experiment with thermal neutrons, a standard foil on a thin
backing is placed adjacent to the fission chamber and counted in low geometry.
Thereby the 27 fission chamber with all its bad scattering effects is
calibrated against a standard foil counted in low geometry.
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OF STRUCTURE IN SYSTEMATICS OF
23517 FISSION AROUND 1 MeV

J.J. SCHMIDT: I would like to inquire about possible physical or
theoretical reasons, such as channel effects, for structure in the 235y fission
cross-section around 1 MeV, .

B.D. KUZMINOV: I think it is possible that some channel effects appear
in this energy range. Inthis same energy range there are some irregulari-
ties in v, If one analyses the variation of Ko?, the square of the average
value of the projection of the angular momentum on the fission axis, one
finds corresponding irregularities. The possibility that such variation in the
fission cross-section may be explained by channel effects is not excluded.

F. KAPPELER: A possible explanation may be that this step-like
increase marks the end of the energy gap in the compound nucleus 23y and
is due to the onset of single-particle states. This is probable because the
angular anisotropy of the fission fragments shows a correlated decrease in
anisotropy at the same energy. As Mr. Kuzminov mentioned, structure is
also observed at the same energy in ¥V and in the average kinetic energy of
the fission fragments. ’ .

W.P. POENITZ: I looked at the reported fluctuations in v. The bump,
the deviation from smooth variation of ¥ with incident neutron energy, seems
to appear around 400 keV but has largely disappeared at about 1 MeV where
the cross-section begins to rise.

There may be one, and possibly two, other 'steps’ in the fission cross-
section before it begins to decrease around 2 MeV.

J.L. LEROY: Should one expect a correlation between structure inv
and structure in the fission cross-section also below 100 keV?

E. MIGNECO: I think there are two quite different phenomena which
may account for various fluctuations in the fission cross-section. At energies
lower than about 10 keV, fluctuations are due to the effects of the double-
humped fission barrier. At high energies, about 1 MeV, one would not
expect to see a peak because the damping of any new channel should be strong,
and any resonance-like effect would be strung out over a large energy
interval. A 'step', however, would be understandable.

J.W. BOLDEMAN: A review such as that of Manero and Konshin! shows
that there may possibly be several humps in the 7 curve below 2 MeV.
However, careful examination shows that there are inconsistencies among
the various data sets, Values of 7 derived from measurements of the kinetic
energy of the fission fragments show a different divergence from linearity
than direct measurements., The discrepancies among the measurements
suggest unusual effects, but it is difficult to determine exactly what is
happening.

One trouble with the early interpretation in terms of channel effects was
a mistake in the determination of the fission threshold of 2®U based on (d, p)
fission studies. Since the ground-state of 2351 has negative parity, only
compound nuclear states of negative parity were populated. It was very
difficult in that experiment to see the ground-state for fission, which is a
positive parity state, The irregularity in ¥ was interpreted by some people

! MANERO, F., KONSHIN, V., At. Energy Rev. 10 (1972) 681,

235



236 ’ GENERAL DISCUSSION

as being due to the availability of a K?2* state; others thought that there were
only a couple of fission channels available and that the irregularities in v
were due to a change from s-wave to p-wave fission. These arguments no
longer hold because it is now known that the fission threshold is 600-700 keV
lower,

For 23U we have measured both the kinetic energy of the fission frag-
ments and ¥; we observed some strange structure in both as a function of
neutron energy. The structure in these parameters seems to fit well with
the change in probability for s- and p-wave fission.

We thought that if we were going to see channel effects in “°U, they
would be similar to those in 233Uy, The bump in v for 235y, which occurs at
400 keV should really occur about 300 keV lower, but we observed no rapid
rise around 100 keV.

The results of Meadows and Whalen? are the ones which require struc-
ture in 7 for 235U in order to be correct. I think that Mr. Soleilhac's new
results suggest structure but could be explained without it.

M. SOLEILHAC: It is difficult to think of structure in 7 for *%U in
addition to that at 400 keV, which is found in our results of 1970° and in
those of Meadows and Whalen?. Since the ¥ data are statistically much less
precise than the fission cross-section data, I do not think it possible to make
meaningful correlations between structure in v and structure in the fission
cross-section. It is important to study other systematics such as variation
in kinetic energy of the fission fragments and in gamma emission.
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Abstract

MEASUREMENTS OF THE CAPTURE CROSS-SECTION OF *"Au BETWEEN 75 keV AND 500 keV.

The capture cross-section of '*’Au has been measured between 75 keV and 500 keV by two methods,
(1) Prompt y-ray cascades immediately following neutron capture were detected with a liquid scintillator.
The total-energy weighting technique of Maier-Leibnitz was used to render the detector response insensitive
to details of the y-ray cascade. Neutrons were produced with a pulsed Van de Graaff using the "Li(p,n)'Be
reaction, and neutron flux was monitored with a 1°B - Nal(T1) detector, (2) In the activation measurements,
neutrons were produced with a continuous proton beam on a lithium -target by the "Li(p, n)'Be reaction.
The neutron flux was monitored with a BF; counter of known efficiency. The activities of gold samples
irradiated at different distances from the neutron source were determined absolutely by 8-y coincidence
counting and relatively by y~counting. The measurements by the two methods disagree for unknown reasons.
The cross-sections obtained by prompt gamma counting are more consistent with existing data and at present
appear more reliable than the activation data.

1, INTRODUCTION
(E. Fort).

Before a cross-section can become a working standard, it has to be
measured by as many different techniques as possible.

The cross-section of *"Au(n,v)1%Au can be determined by the three
following techniques:

(a) Spherical shell transmission method, The capture cross-section
is directly related to neutron absorption, This method has been rarely
used with gold (Schmitt and Cook [1], Belanova [2]) because of multiple
scattering and self-shielding (Froehner [3, 4], Semler [5]) for which an
exact knowledge of the total and elastic cross-sections is needed.
Systematic errors can develop when processes other than radiative neutron
capture occur. ’

(b) Detection of y-ray cascades which immediately follow neutron
capture. These methods entail the use of detectors which are independent
of the decay scheme, This independence is obtained either by giving the
detectors an efficiency as near as possible to 100% (large detectors:
Diven et al, [6], Gibbons et al. [7], Haddad et.al. [8], Iliescu et al. [9],
Carlson et al, [10], Poenitz et al. [11] or by making the efficiency
proportional to the total gamma energy (neutron energy + binding energy).
This is the principle of the Moxon-Rae detector (Moxon and Rae [12],
Macklin et al. [13]) and also of the Maier-Leibnitz detectors because of a
weighting function applied at each pulse. The weighting function is
dependent only on the pulse size (Macklin and Gibbons [14], Czirr [15],
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Le Rigoleur et al. [16]). The Maier-Leibnitz detectors have a greater
efficiency than those of Moxon-Rae. All detectors of this type provide a
fast response, so they can be used in conjunction with the time-of-flight
technique., If (n,n'y) processes are properly accounted for, the combination
of these methods is capable of producing the most reliable cross-section
values and the most accurate energy values (Le Rigoleur et al. [16]).

(¢) Activation methods can be applied to gold because of a decay
constant of 2.698 days and because of the favoured transition (99%) in the
decay of %Ay £-198Hg, The two techniques generally employed are
absolute measurements of the B -activity (8™ of 962 keV) or the y-activity
(412 lgeV) (Harris et al, [17], Miskeletal, {18], Lyon and Macklin {19],

Cox [20], Johnsrud et al. [21], Gibbons et al, [22], Bame and Cubitt {23],
Weston and Lyon [24]). This method can be easily applied. Since only
small amounts of material are required, corrections for multiple scattering
and self-shielding are small, The method is suitable for energies,
approaching thermal energy. At higher energies it is less useful because

it gives mean values corresponding to a wide spectrum of incident neutrons.
We describe recent work carried out at Cadarache using (i) measurements
of the y-activity following neutron capture by means of a total-energy
detector, and (ii) the activation method.

2, CAPTURE MEASUREMENT FROM PROMPT y-COUNTING
(C. Le Rigoleur, A. Arnaud, J. Taste)

2,1, Principle of the method

In these measurements we used the total-energy weighting technique
proposed by Maier-Leibnitz [25] and first used by Macklin and Gibbons [26].

The efficiency of the detector for capture y-rays is proportional to the
total energy released, i.e, neutron energy plus binding energy:

m .
B, + B”:Z vy (1)
1=1

The detector response was rendered insensitive to details of the cascade
of individual y-rays following neutron capture by applying a weighting
function W(I) to each pulse from the detector. This weighting function,
which is a function of pulse size only, is defined as follows:

N

Z P(E/)S(I, E,)W(I) = E, (2)
1=1
P(Ey) is the probability for detection of a y-ray of energy Ey,and S(I, E,) is
the probability to have a pulse of amplitude I if the y-ray has been detected.
First, the pulse-height response P(Ey) S(I,Ey) of our detector for a
Y-ray of energy E, was calculated with a Monte~-Carlo code and then W(I)
was calculated.
The validity of this theoretical weigshting function W(I&has been checked
with calibrated y-sources (*!Cr, ¥'Cs, **Mn, #Na, ®Co, #Na). It was
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found that W(I) had to be corrected by 2.5% in order that the energy of the
sources can be calculated correctly with Eq.(2). For energies below 3 MeV,
W(I) was established with 1% precision and for energies above 3 MeV it

was estimated with 2% precision, Strictly, the method is applicable to
samples of separated isotopes or to isolated resonances, as for instance

to gold, which is monoisotopic.

2.2. Experimental set-up (see Fig.1)

The data were obtained with time-of-flight techniques. Pulsed protons
(3.5 MHz), bunched (~ 1.2 ns) full-width-at-half-maximum (FWHM),
accelerated by the 5,5-MeV Van de Graaff at Cadarache, interacted with
TLi to produceé 1.2 ns (FWHM) neutron pulses with a broad energy spectrum.
Neutrons at 0°were passed through a collimator. of SLiH, LisCOj plus
paraffin, and lead. Gold samples, 25 mm dia,, were exposed at the centre
of the prompt y-ray detector at a distance of 85 cm from the target. The
neutron beam covered a transverse area of 28 mm dia. The y-ray
detector was a 1.441-litre CgFg liquid scintillator contained in a quartz
cell, The experimental time resolution was better than 1.8 ns.

The neutron flux was measured with a 1OB, Nal(T1l) detector at a
distance of 170 cm from the "Li target. The detector had an experimental
time resolution of 2.5 ns. The efficiency of this detector was measured by
comparing it with a flat-response detector of well-known efficiency

(1.8%) [27].

"\ i TARGET SAMPLE T "p s PHOTOMULTIPLIER

Li,CO, +(CH,), Pb
i
A

PROTON
BEAM

PHOTOMULTIPLIER  PHOTOMULTIPLIER

FIG.1. Experimental set-up for measurement of the %Taufm,y) cross-section by detection of the prompt
gamma cascade which immediately follows neutron capture.

The parameters time and pulse height were digitized for each neutron
event and transmitted to a CII 90 10 computer for on-line processing..
The events were sorted according to the identification code of the y-ray
detector or neutron flux detector and were stored. For the events coming
from the y-ray detector, W(I) was stored in the time spectrum of this
detector instead of I, the amplitude of the pulse from the detector.
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2.2.1. Samples

The gold samples (99.99% purity) used were discs of 25 mm dia. and
1 mm or 0.5 mm thickness. For background determination, carbon samples
were used, the thickness of which was chosen so as to match the scattering
from the gold samples to be analysed,

2.2.2, Analysis

Time-of-flight spectra were transformed into energy spectra with
energy intervals AE. Non-linearities in the time digitization and photon
flight time were taken into account, An uncorrected neutron radiative
capture cross-section (in barns) can be calculated as follows:

B G % TR B, + B, 3)
where
£y = the solid angle of the 198 slab subtended at the 7Li target
Q = the solid angle of the gold sample subtended at the TLi target
n = thickness in nuclei/barn of the gold sample

€(E,) = efficiency of the 10g Nal(Tl) detector at energy E, + AE,/2
(efficiency known with 2.5% precision)

N = count rate of the 1B Nal(Tl) detector in the energy range
(E,, E, + AE)) after correction for the attenuation of a few per
cent by the capture sample (calculated from the total cross-
section) )

S.(E) = calculated count rate, corrected for background measured with
the carbon sample, of the y-ray detector in the same energy range

B, = binding energy of the neutron in 1%Au

Calculated corrections were applied for the following sample effects:

(a) Neutron scattering and resonance self-shielding. Analytical
calculations adjusted by Monte-Carlo calculations at several energies were
used,

(b) v-attenuation and non-linearity of the weighting function. Our
v-ray detector has a high efficiency (34% for y-rays of 1 MeV, 20% for
y-rays of 4,5 MeV) so that two y-rays from neutron capture cascades can be
detected simultaneously., Because of the non-linearity and the shape of
the weighting function, more weight is assigned to the sum of two pulses
than would be to each of them separately.

We have calculated the excess weight assuming that the spectral
distribution of the y-rays in the cascade has the same shape and multiplicity
at neutron energy as at thermal energy. <y-attenuation in the gold sample
is also related to spectral distribution, The y-attenuation for individual
y-rays of energy E, was calculated with a Monte-Carlo code. The effect
of both corrections was calculated. Calculation made with drastic changes
in the shape and multiplicity of the spectral distribution led to confidence
in the calculated corrections. It is estimated that these corrections
introduce an additional error of 1.6%.
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(c) Several other minor corrections were applied, e, g. for scattering
of neutrons in air and for y-rays from inelastic scattering of neutrons in
gold. The agreement between the results obtained with the 0.5-mm-thick
sample and the 1-mm-thick sample gave some confidence that corrections
dependent on the thickness of the gold sample were calculated correctly.

2.3. Results and comgariso'n with other data

Figure 2 gives the experimental values. Typically, we get 4.5%
precision including 2.8% statistical error. Our results agree very well
with those of Poenitz [28], i.e. within 1-2%. Extensive comparisons of
existing capture cross-section measurements on gold in the keV and MeV
energy range have been made. Our results agree well with the evaluation
of Poenitz [29] except above 450 keV where we found lower values. One
of the interesting results of our measurements is that the gold capture
cross-section is not smooth and that structure is observed below 200 keV.

400.0

3500 Au

300.0

250.0

. AN MMM

o {n,y}{mb)

100.0 |-
50.0 |-
0.0 1 1 L 1 q I 1 N SRR I U T T T T N SN T M B A O IR W A |
70 100 200 300 400 500 600

ENERGY {keV)

FIG.2. The gold capture cross-section measured in Cadarache by counting prompt capture y-rays,
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3. ACTIVATION METHOD
(E. Fort, J.L. Huet, J. Maloizel)

3.1, Description of the apparatus

Neutrons were produced by means of the 7Li(p,n)7Be reaction with a
continuous beam, The mean current was about 15 uA.

TLi was evaporated in vacuum on a copper backing (0.2 mm thick) or
a tantalum backing (0.5 mm thick). The thickness of the evaporated 'Li
deposit is between 10 and 15 keV. The target was mounted on a rotating
support and was air-cooled., A diaphragm of 5.mm dia. was placed 50 cm in
front of the target. Infrontofthe diaphragm, onthe trajectory of the protons, was
mounted a system of 6 tungsten wires, 0.35 mm in dia,, placed at 60° angles
from each other., Each wire penetrated more or less deeply into the proton
beam and collected a certain amount of current. By means of a recorder,
the value of this current could be established as a function of time. Thus
it was possible to have at each moment an approximate idea of the charge
distribution in the proton beam, The gold samples were discs of 16 mm
dia. and 0.1 mm or 0.05 mm thick. The samples were placed at 20° with
respect to the proton beam, on different trajectories. The sample assembly
is made of hollow steel tubes (exterior diameter: 3 mm, thickness: 0.1 mm)
and allows simultaneous irradiation of three gold targets (1), (2), (3),
placed respectively at distances of 5 cm, 10 cm and 15 cm from the target
(see Fig.3). The neutron flux was measured by a directional BF; counter

GOLD SAMPLES

TRANSVERSE AREA OF THE BEAM

FIG.3. Experimental arrangement of samples for measurement of the gold capture cross-section by the
activation method.
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with flat response whose efficiency had been previously determined by
the MnSO, bath technique and also by the 'associated~particle' technique
using the T(p,n)3He reaction. This reference detector was placed at
1.72 m from the target and at 20° with respect to the proton beam. The
neutron flux was recorded on a multi-scale basis — each time unit was
15 mm. '

The activity of sample (1) was absolutely determined by B-v
coincidence counting, The f's were counted with a proportional counter
filled with pure methane. The y-counter was composed of two Nal(Tl)
scintillators with photomultipliers operated in coincidence. The activities
of the samples (2) and (3) were measured relative to sample (1) (by
y-counting) or absolutely as in the case of sample (1).

The activities of samples (2) and (3) were needed for determining the
contribution of background neutrons to the activity of sample (1), assuming
that background flux does not depend on the sample position. This hypothesis
was verified by the relative count rate of the samples and also by a
supplementary experiment. This experiment involved the determination by
the time-of-flight technique of the response, according to the distance,
of a bLi glass scintillator and of a thin-walled grid ionization chamber
containing boron. The response of these two detectors varies according
to energy, much in the same way as the (n,y) gold cross-section, The
scintillator was used for distances greater than 10 cm and the ionization
chamber for shorter distances.

3.2, Corrections

Corrections were applied for the following effects:

(a) Neutron scattering in air, Scattered neutrons affect the BF, counter,
The mean value of the correction was about 6%.

(b) Target effect. The incident flux N(E) is contaminated by neutrons
scattered by the backing, at energies E'< E. The scattered neutrons have
a spectrum n(E'). The correction can be written as:

| n(E")o(E')dE!
AE' -

| N(E)o(E)dE
AE

[ n(E')dE'
1 +2E
| N(E)dE
AE

Values of the correction were calculated from the curve given by Vaughn
and Grench [30] for o(E) and from the spectrum n(E) calculated by Filippi[31]
using a Monte-Carlo method and were between 3% and 11%.

(c) Multiple scattering in gold targets. This effect was calculated
by Taste [32] using a Monte-Carlo method. Values of 0.6% for samples
0.05~mm thick and-of 1.4% for samples 0.1-mm thick were obtained,

(d) Effect of the finite dimensions of the proton beam. This effect
concerned the ratio of the solid angles., It was evaluated from data
obtained with the apparatus described in section 3.1 in the following way:
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The transverse area of the beam was divided into six parts. The charge
density inside each part was believed to vary lengthwise along a ray. The
shape of the linear variation was the same for each part and was determined
by the value of the total current,

We have also taken into account the time distribution of the neutron
spectrum and the decay of 198Ay, This correction fluctuated between
0.05% and 1,5%,

3.3. Results

From the activation measurements were obtained values of the gold
capture cross-section averaged over the incident neutron spectrum. The
shape of the incident spectrum was calculated from the measured thickness
of the "Li target using kinematic laws. The effect of the distribution of
incident neutron énergies on the activity observed at the end of the irradiation
period has been taken into account. The energies reported here are the
most probable values, and the uncertainties are the half-widths of the
distributions at half maximum.

Uncertainties in the cross-section values obtained from the activation
measurements are as follows:

(a) Uncertainties.concerning the measurement of the target-to-detector
distance are evaluated at 2%, thus giving a 4% error on the cross-section.

(b) The uncertainty of the count-rate measurement of the irradiated
sample varies between 1% and 4%.

(c) The uncertainty of the count rate of the reference detector is
equal to 2%.

If a 10% error is assumed for the correction factors (section 3.2),
a mean error of 5% for the cross-section values is obtained by combining
the partial errors quadratically.

4, CONCLUSIONS

The capture cross-section of 197Au has been measured at Cadarache by
two different methods, (1) by detection of prompt y-ray cascades and
(2) by activation., The results are compared in Fig,4. Activation measure-
ments were made at neutron energies of 115 keV, 164 keV, 202 keV,
302 keV, 355 keV, 406 keV and 498 keV. The values of the capture
cross-section obtained at 202 keV, 302 keV and 355 keV disagree appreciably
with values for the same energy range obtained by detection of y-rays.
The Cadarache activation values, however, are reproducible, and checks
were made to ensure that the target backing was not responsible for the
discrepancy.

Other values obtained by the activation method are plotted with the
Cadarache activation data in Fig. 5. Agreement among the various data
is poor, In the energy range 160-166.8 keV the apparent agreement
between the Cadarache data and those of Gibbons et al, [22] and Harris et al.
[17] cannot be regarded as significant because of the serious disagreement
at other energies,

The similarity in shape, but not absolute value, of the data of
Harris et al, [17] and Cox [20] should be noted. It would help to determine



o (n,y) (b)

1.4
13
12
11
10
09

08f

0.7
0.6

05

04

03

02

0.1

peox +p ¥X0a

+ A
Oomgy o "

o +
By . A
Oy @ o é 4 , &

GIBBONS et al. (1961), normalized to '°B (n,t,7) °

WESTON et al. (1961), absolute scintillation counting, '9®Au, 0.412 MeV

COX (1961), normalized to B (n, ) and fission {White) )

MISKEL (1962), activation P-T source : 4 .

KONKS (1963), normalized to thermal (n,7y) A

HARRIS et al. (1965), absolute scintillation counting, '*®Au, 0.412 MeV o A
+

FORT et al. {1972), activation, absolute determination of neutron flux

S

1 1 1 1 1 1 1 1

| N T S I

1
100
ENERGY (keV)

FIG.5. The capture cross-section of '*’Au measured by the activation method.

:5 44

‘T2 38 L¥0od



.o (n,y) (b)

08
07
06

05

04

03

0.1

T s
O =NWwh
T

02

MACKLIN (1967), liquid scintiliation

POENITZ et al. {1968), best fitted value

POENITZ et al. {1968), T-O-F, normalized, 30 keV, best fitted value
FRICKE et al. (1970), T-O-F, linac, *He, methane

UKAEA values (1969)

VAUGHN and GRENCH (1971), best fit

LLE RIGOLEUR et al. {1972), total energy determination,

weight function, T-O-F method

box +Db> Xa

10

FIG.6.

|
100
ENERGY (keV)

The capture cross-section of 197Au measured by counting prompt capture y-rays.

63/2-9%3-1d-VIV1

;344



250 FORT et al,

the physical origin of the systematic errors, Possible sources of systematic
error are the neutron flux measurements and the values used for normali-
zation (Gibbons et al, [22]).

Figure 6 shows that cross-section values obtained from measurement
of the prompt y-rays are more consistent. The values of Fricke et al. [33]
(except those above 400 keV) and those of Poenitz et al, [11] are in good
general agreement with the present Cadarache data of Le Rigoleur et al.
The Cadarache data were obtained with excellent timing resolution and
show structure at least in the lower part of the energy range, These
fluctuations occur around 30 keV at which energy Poenitz used an averaged
value for normalization. The fluctuations show that activation methods do
not yield reliable values for normalization at that energy. The fluctuations
are probably the cause of the 1-2% discrepancy between the present °
Cadarache values (Le Rigoleur) and those of Poenitz et al. [11]. Except
at lower energies, good agreement exists between the values of Harris et al.
[17] (activation method), Fricke et al. [33], Poénitz et al. [11] and the
Cadarache values of Le Rigoleur,

As a first attempt to establish practical standard values for the
cross-section, the data of the latter four groups of authors could be treated
in the manner of Vaughn and Grench [30]. However, better agreement
between data obtained by activation methods and data obtained by direct
measurements of the radiative capture cross-section is required in order
to establish reliable standard values of the gold capture cross-section,
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"DISCUSSION

Present accuracy of the 9Tay capture cross-section

C.D., BOWMAN: I would like to know how accurately the Cadarache
group considers the gold capture cross-section to be known at present
and what accuracy they eventually expect to achieve in their measurement
programme,

J.L. LEROY: Since we were beginning an extensive programme at
Cadarache to measure capture cross-sections of many nuclei, we thought
it important to check our techniques by measuring the gold capture cross-
section before undertaking measurements on other nuclei,

The accuracy of the data given in section 2 of the paper is 4-4.5%,
including 2.8% statistical error, 2% on the flux determination (on the
average), 1% on the weighting function and about 1.6% error from other
corrections. These data are somewhat preliminary and their accuracy
can be improved, If the agreement between these data and other recent
absolute measurements using prompt gamma counting is considered, one
might conclude that the gold capture cross-section is known to 3-4%.

Before a definitive statement about the accuracy of the gold cross-
section is made, I think the discrepancy between the prompt gamma
counting data and the activation data should be resolved., One problem with
the activation method is to eliminate the effects of slow neutrons, This is
possible if the experiment is performed in a very large room. Incidentally,
the National Physical Laboratory in the United Kingdom has such a facility,
and their activation measurements should be of very high quality. It is
possible that a more careful consideration of the effects of slow neutrons
may lead to an explanation of the apparent dlscrepancy of our activation
measurements,
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L. STEWART: Is anyone planning an experiment in which the cross-
section is measured simultaneously by the two methods using the same
sample? For example, could the prompt gamma rays be observed at the
same time the sample was being activated, with the induced activity being
counted at a later time?

J.L. LEROY: We are doing that now.

L. STEWART: What is the highestincident neutron energy at which you
expect to be able to make measurements ?

J.L. LEROY: We are not expecting to go much above 700 keV where
inelastic scattering begins to cause trouble,

Ratio 235U(n, f): 197Au(n,-y) and derived fission cross-sections

J.J. SCHMIDT: Restricting my remarks to the energy range above
100 keV, it seems that the apparent agreement of the new results of
Le Rigoleur with those of Poenitz [1] revives an old discrepancy. If the
197Ay capture cross-sections are combined with measurements of the ratio
235U(n, f):197Au(n,'y), the 2%( fission cross-section thus derived supports
the older measurements of 235U(n_, f) by Poenitz [2] which were quite low,

If measurements of the ratio 239Pu(n, £):23%U(n, f) are combined with absolute
measurements of 239Pu(n, ), the derived 2%%U(n,f) cross-section is in much
better agreement with other existing 235U(n, f) data and with most of the

data presented at this meeting. There are no 2Pu-fission to %’Au-capture
measurements, and such measurements might be useful., Would anyone
care to comment on the discrepancy between the 235U(n, f) eross-sections
derived by these two methods ? '

W.P. POENITZ: It is very simple. Either the 2*°U data, the gold
data or the ratios are wrong, All measurements since 1968 which I know
of, including the data just presented, confirm our measurements of the
1%y capture cross-section, The 239U fission cross-section is now much
better known, and it is lower than previously believed, although not enough
so to remove the discrepancy., We have also confirmed the ratio measure-
ments in which, by the way, activation methods have always been used.

As a result of much work, all the data are better known, but the discrepancy
remalns,

Incidentally, I tend to question one of the techniques used by Byer and
Konshin [3].for the 2%9Pu fission cross-section. If the 2%°U fission data of
Szabo [4] or White [5] are used with a set of ratio measurements to derive
a 2%9py fission cross-section, it seems reasonable to expect the derived
plutonium cross-section to agree with Szabo's [4, 6] experimentally
measured 23Py fission cross-sections, providedthe ratio measurements
are correct. After all, Szabo's data on both 235U and 239Pu were measured
with the same apparatus and flux-measuring technique, and I do not think
the ratio measurements should be much in error.

J.L. LEROY: My explanation of the conflicting results is that the
ratio measurements involving gold are probably wrong. Some time ago,
the most important problem in measuring these cross-sections was to
measure the neutron flux, and therefore ratic measurements were con-
sidered more reliable than absolute measurements. Today, flux measure-
ment is only one of a number of equally important methods such as absolute
fission counting, determination of sample mass, etc. Therefore, two
absolute measurements with the same apparatus and flux-measuring
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technique are equivalent to a ratio measurement and are equally reliable
so that a direct ratio measurement should not be assigned more weight,

T.A, BYER: I would like to reply to Mr. Poenitz concerning the
review of the 239Pu fission cross-section by Konshin and myself [3]. Above
300 keV, the data of Szabo et al, [4] are essentially the only absolute
measurements which exist. In the 300- to 900-keV region, there is very
good agreement, within 2,5-3%, among four or five completely different
sets of measurements of the fission cross-section ratio of 2°Pu to 2%y,
When our average fission-ratio curve is used with Szabo's 23%py gata,

a fission cross-section for 235U is obtained which agrees with the data of
White [5] and of Szabo et al, [4]. But I do not agree with Mr. Poenitz's
point that one should necessarily expect such an agreement.

I would now like to comment on Mr. Leroy's remark concerning
capture-to-fission ratio measurements. In Sowerby's evaluation [7] of
235((n, f) using the simultaneous technique, which includes ratio data for
238Uén,'y) and ®"Au(n,v) and for 23%Pu(n, f), the recommended curve for
the 235U fission cross-section dips rather low at 600-700 keV. When I
discussed this with Sowerby, he said that he had not given dominant weight
to the ratio of the fission cross-sections of 23%Pu and 23°U, As a result,
his recommended curve tended to be pulled down because of the capture-
to-fission ratio measurements. Sowerby was coming to almost the same
conclusion as Mr. Leroy, namely that one should perhaps doubt the
capture-to-fission ratio measurements but not necessarily the fission-to-
fission ratios,

W.P. POENITZ: I think that it is incorrect to say that Szabo's
absolute measurements on 23%Py prove that his absolute results for 239U
are correct. In an absolute measurement it is necessary to measure
the flux, the efficiency of the detectors, the fission rate, and the mass of
the sample, If two absolute measurements use the same flux measurement
techniques and detectors, then the only new information obtained from the
second absolute measurement is a comparison of the fission count rates
and the mass determinations. Since the flux measurement and detector
efficiencies cancel out, the two absolute measurements are exactly equivalent
to one absolute measurement and a ratio measurement. In an evaluation,
an equivalent information should be used only once.

T.A. BYER: I understand your point., The idea was to attempt to draw
conclusions about the absolute value of, for example, the 235U fission cross-
section based not only on absolute measurements of 235 but rather on a
much larger number of independent data sets including ratio measurements,

Cross-sections and integral experiments

J.J. SCHMIDT: The results of Monte-Carlo calculations [8] of
parameters of small fast-critical assemblies seem to be in much better
agreement with experiment when data like those presented here by
Mr. Gayther and Mr. Poenitz are used in the calculations. If instead the
older results of Poenitz [2] are used with the ratio of the fission cross-
sections of 239Py and 235U, for which there are about ten experiments in
agreement, then the multiplication factor is not predicted correctly for
any plutonium fast-critical assembly.

To me this seems to be additional indication that Szabo's absolute
fission cross-section measurements for 23%Pu, the ratios of the fission
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cross-sections of 2*%Pu to 235U, and the newer values of the 23%U fission
cross-section are correct and consistent. I think this agreement lends
support to Mr. Leroy's suggestion that either the capture-to-fission ratio
measurements or the capture measurements themselves are wrong.

W.P. POENITZ: I am glad that the question of integral measurements
has arisen because I doubt that integral experiments can give significant
information about differential data. As we all know, White [5] reported
a low value for the 235 fission cross-section at 5.4 MeV, and some
re-evaluated Los Alamos data later agreed with his value. As a result,
all evaluated data files contain low values for the 23U fission cross-section
over most of the whole high-energy range. In the Monte-Carlo calculations
by Benzi et al. [8], essentially unmoderated fast-critical assemblies with
very hard spectra were considered. It therefore seems difficult to draw
conclusions about differential data in the energy range around 1 MeV and
below, when the cross-section data used to-cover the most intense part of
the fission neutron spectrum in these critical assemblies were values which
we now believe to be much too low, )

I do not doubt that my old, low values for 235U fission produce low
values of K . However, my old data had quite large errors assigned to
them. If the old, high data in the high-energy range above 1 MeV had
been used with my older low data at the upper limits of their assigned
uncertainties, then values of K¢ff much closer to unity would have been
obtained.

L. STEWART: Two remarks: (1) Calculations have also been made
for fast critical assemblies which have very low energy spectra, and
raising the 235U spectrum in the high-energy range will not help to reduce
discrepancies in K¢ for them, (2) ENDF/B was always 5% above White's
value [5] at 5.4 MeV for the 235U fission éross-section.

I think that the 235U fission cross-section in ENDF /B will be reduced
at low energies to agaxs-ee with new measurements, but it will be 238y capture
crogs-sgection, not ““U fission, which must be changed most drastically
in order to obtain K 4 = 1 from critical-assembly calculations.

W.P. POENITZ: From critical assemblies, which have soft spectra,
it may be even more difficult to draw conclusions about a single differential
cross-section because of the many moderating materials which they contain, .
I think that in particular the effects of capture and inelastic scattering in
238\J are causing problems.
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Abstract

NEUTRON FLUX MEASUREMENT IN THE keV ENERGY REGION: SUITABILITY OF INDIUM AS AN
ACTIVATION STANDARD FOR keV NEUTRONS,

For measuring monoenergetic neutron fluxes in the energy range 100-1000 keV by activation of small
discs, the accepted standard material, gold, can be unsuitable because of inconveniently long half-life
and insufficient intensity of the induced activity, The suitability of indium as an activation standard for
keV neutrons and the required improved knowledge of the 1 capture cross-section are discussed,

The measurement of monoenergetic neutron fluxes in the neutron
energy region 100-1000 keV by the activation of small disc samples is
a simple and accurate method when the neutron capture cross-section as
a function of energy is known. Gold has often been used for these activation
measurements, but from an experimental aspect, the 2.7-d half-life of the
1984y produced is much too long for many purposes. Thus, in general,
the activity produced is rather low and the gold samples remain active
and unusable for several weeks after irradiation.

For recent measurements at the National Physical Laboratory (NPL)
on the keV neutron capture cross-section of 238 [1], it was desirable to
use an intermediate activation flux standard, and it was decided to use
indium rather than gold, because the accelerator runs had perforce to
be short (~1 h) and the samples had to be activated daily, The activation

" of indium foils to form the 54-min 116™In produces far higher relative levels
of activity than gold in short irradiations (~1 h) and the foil activity decays
quickly enough for the samples to be used again within a few hours. Thus
in experiments using an accelerator to produce a point source of 10® mono-
energetic neutrons ' s™l, several large indium foils can be quickly
activated at distances from 5 to 50 cm from the target and the specific
activity plotted against 1/ distance? in order to estimate the background
activity in the usual way, whereas with gold foils the activity at the larger
distances from the source would be prohibitively low unless day-long
irradiations could be made. '

The 54-min indium can be assayed in a 4783 counter, and it is found |
that the competing reactions are either very small (50-d 14MIn, 4, 5-h 115m]p)
or have decayed within several minutes before counting starts. The indium
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foils can be calibrated beforehand by B-y coincidence counting, making
allowance for the K-correction, which includes the effects of the complex
decay scheme and the interaction of y-rays in the foil and S-counter used.
The half-life is known to about 0.1%.

Thus it follows that the foil activities can be measured absolutely to
better than +1% after allowing for the long-lived component, and the neutron
background estimated to the same order of accuracy. Once the neutron
capture cross-section has been established accurately, the monoenergetic
neutron flux can be measured routinely.

The neutron capture cross-section has to be established before
measuring neutron flux. The shape of the cross-section is generally
- agreed, it falls 40% between 100 and 200 keV and then remains flat to
within $20% up to 1 MeV, but the resonance structure is not well known,
nor is the absolute magnitude of the cross-section. Recent measurements
at NPL [1] are about 10-15% below. the evaluation in BNL-325 [2] with an
error of less than +2% (standard deviation). Clearly, it is most desirable
to obtain other confirmatory data before the indium activation method can
be used to measure the neutron flux,
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DISCUSSION

W.P, POENITZ: This paper introduces the old question of whether
another capture standard should be adopted. One argument in favour of
retaining gold is that, to establish another standard to the same reliability,
the necessary effort may ultimately be equivalent to or exceed that which
has already gone into the measurement of the absolute capture cross-
section of gold.

The properties of indium seem to me to be generally suitable for a
standard material although there are some disadvantages. One possible
inconvenience is that the softness of the metal might cause mechanical
problems in the fabrication and use of large, thin foils.

Another possible complication is that the activation cross-section of
indium is not identical with the capture cross-section as is the case with
gold. In addition to the 54-min state of !'6In, a higher-energy 2.16-s
level, which decays entirely to the 54-min level, and the ground-state of
usln, ‘which decays differently than the 54-min level, are also excited.

If standards are selected according to their importance in practical
applications, perhaps 28U capture would be a useful standard. A possible
disadvantage is that, because of the low neutron binding energy, the
energy available to a gamma-ray cascade following capture is very low.

E.J. AXTON: In the work which I just described where the neutron
flux was measured as a function of distance in order to estimate the back-
ground activity, indium was used in preference to 28U because 238U samples
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had to be chemically separated every time before they were used and could
only be used for a few hours after chemical separation. In this experiment,
gold could not be used for the reasons stated in the paper.

J.L. LEROY: If there is great interest in indium as a capture standard,
we would want to include it in our programme of capture measurements
which I mentioned previously. .
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Abstract

THE VALUE OF # FOR 252Cf,

A number of absolute measurements of 7 for **Cf have been reported with réputedly high accuracy.
At the time of the IAEA review in 1969, the results appeared to divide into two distinct groups at about
3.7 and 3.8 neutrons/fission. In the intervening period, some new measurements have appeared and the
older measurements have been subjected to an objective scrutiny in an attempt to find an explanation
for the discrepancy. In this paper, a brief description of each experiment is given and in some cases
suggestions are made for revising the value and/or the estimated uncertainty. The measurements now
appear to form a consistent set with a veighted mean of 3,733 + 0,008 neutrons/fission.

1. INTRODUCTION

Absolute values of v, the average number of neutrons emitted per
fission, have been requested at hi%h accuracy by reactor designers for
238y, 257 and 29Pu. The use of 2°*Cf as a standard in this field has many
advantages; for example, the spontaneous fission half-life is such that
sources of negligible mass can be made, and absolute neutron emission
rates can be measured in ideal surroundings far from the disturbing
influences of reactors and accelerators, A number of absolute
measurements with reputedly high accuracy have been reported and in
1969, when the IAEA review was published [1], the results appeared to
divide into two distinct groups at about 3.7 and 3. 8 neutrons/fission.

In the intervening period, some new measurements have appeared, and
the older values have been subjected to an objective scrutiny in an
attempt to find an explanation for the apparent discrepancy. This paper
gives a brief description and criticism of each experiment, and in some
cases suggestions are made for revising the value and/or the estimated
uncertainty, The measurement techniques fall into two categories:

(a) Delayed coincidence experiments in which a neutron 'gate' is
opened for a finite time after each detected fission event, This method
has the advantage that no absolute fission counting is required and that the
same equipment can be used subsequently to measure v for neutron-
induced fission. However, in the case of liquid scintillators, there is
the disadvantage that intermediate stages of the experiment (e, g.
absolute neutron counting) cannot be confirmed by comparison of
sources with other laboratories,

(b) Direct measurements in which absolute fission rate measurements
and absolute neutron emission rate measurements are made separately.
In this type of measurement, in principle if not in practice, the two
separate operations can be the subject of external comparisons,
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The values and uncertainty estimates derived in this paper have
been accepted as provisional input data for the current IAEA review of
2200-m/s constants, pending further information on the problems
discussed and discussions with the authors,

2. DELAYED COINCIDENCE EXPERIMENTS

2.1. Liquid scintillator (Hopkins and Diven [2])

The californium sample is placed in a fission counter situated at
the centre of a cylindrical liquid scintillator tank, 1 m longand 1 m
dia,, light pulses from neutron capture v-rays being detected by banks
of photomultiplier tubes situated in the cylindrical wall, The neutron
detection efficiency is determined by replacing the fission chamber
with a plastic scintillator and observing neutron capture pulses in
delayed coincidence with recoil proton pulses from the scattering of
neutrons in the plastic scintillators, in a reaction with ¥ = 1,

The description of the absolute measurement of ¥ for californium
is rather short, forming only two or three pages of Ref, [2a], and
consequently there are some aspects of the experiment which warrant
further explanation. It appears that the work with the T(d, n) reaction
involving neutrons in the 0- to 2-MeV and 6- to 8-MeV energy ranges,
described on page 435 of Ref.[2a], is the experimental check of the
Monte-Carlo calculations referred to on page 434 of Ref.[2a]. The
absolute efficiency on which ¥ is based is thus determined only from
the runs with 0- to 1.3-MeV neutrons using the D(d, n) reaction, as
described on page 436 of Ref,[2a]. It would be interesting to know why
the efficiency is given as 'about 94%' on page 435, and 'about 86%' on
page 436, What is the explanation of this difference?

Further, it is assumed, that the efficiency E is independent of
neutron energy except for the effects of variation in the leakage fraction
and escape through the axial hole, Whilst this assumption is probably
approximately true, it is likely that there is some preferential
absorption at the lowest energies in the structural materials of the
bath and counting systems. Since there are more low-energy neutrons
in the 0- to 1,3-MeV calibration group than there are in the californium
spectrum, this would lead to an over-estimation of . How dependent
is the efficiency on the position of the neutron capture? In general,
low-energy neutrons will finish up nearer the axis (further from the
photomultipliers) than higher-energy neutrons, Isotropic neutrons will
finish up nearer the axis than calibration neutrons emitted at 80-90°,
Although it is stated on page 1014 of Ref.[2b] that no difference in the
capture pulse-height spectrum was observed between calibration
neutrons and fission neutrons, it would be necessary to estimate how
large the difference would have to be for.it to be detected. In any case,
this statement applied to a smaller tank with many more light detectors.

The Stockholm group [ 3] referred to three processes which reduce
the neutron energy for a proton pulse of a given size, namely, neutrons
scattered by a proton after having been scattered by a carbon nucleus
of the plastic scintillator, neutrons scattered by a proton after previous
scatter by another proton, and protons escaping from the scintillator
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before delivering all their energy. Other effects mentioned by the
Stockholm group are: (i) the escape of neutrons after double scattering
in the crystal or in structural material, and (ii) detecting @-particles
from C(n, @) reactions in the crystal and mistaking them for proton
pulses. The latter effect only applies to the part of the experiment
concerned with leakage check. It would be desirable to see uncertainty
estimates in the form of upper limits for all these possibilities.

The leakage estimate in Ref.[2] of 1. 67% for isotropic fission
neutrons appears to be too high. At the National Physical Laboratory
(NPL), the leakage from the 1-m spherical MnSO4 bath with a spherical
cavity of 8. 8 cm in diameter is about 0.25%. The leakage from the
bath under discussion (1 m dia,, 1 m length; axial hole: 7 cm dia.)
should be on the one hand greater because of the reduced hydrogen
density in the liquid scintillator compared with MnSO, in water, but on
the other hand less because there will be almost no thermal leakage and
because the average escape path for a cylinder is greater, The
difference does not seem to be accountable by the axial hole,
Monte-Carlo calculations have been carried out using the actual
dimensions for the bath and the axial hole and the formula of Reines et
al. [4] which gave the atom densities as 5 x 10?2 em™? for hydrogen,
3.72 x 102 cm ! for carbon and 0. 003 for Cd/H. Inelastic scattering in
carbon was omitted (time did not permit its inclusion) but anisotropic
scattering in carbon up to 5 MeV was included by means of Legendre
polynomial coefficients which were kindly provided by J. L. Leroy of
Cadarache, The neutron energy scale was divided into 200 equal bins
and each bin was allocated a number of neutrons proportional to
Et exp (-E/1,43) (1. 43 being a weighted average of recent measurements
of the Maxwellian temperature), such that the total number came to
15000. These neutrons were then started at random angles to the axis
and tracked until they were captured by hydrogen or cadmium or else
escaped. The hydrogen capture was about 0, 6% of the cadmium capture
and the leakage came out at 1,13%. This was reduced to 1.11% by a
small correction for the missing carbon inelastic scattering, and it
compares with the value of Hopkins and Diven of 1. 67%. The run was
repeated with a spherical hole of the same diameter at the centre of
the bath, giving 0. 52% leakage. The difference of 0, 6% is attributable
to the distortion produced by the axial hole, For the efficiency
measurement a rectangular distribution of neutrons from 0 to 1. 3 MeV
was started off at 72° to the axis and gave 0, 05% leakage, compared
with the value of 0. 4% by Hopkins and Diven, Thus, after making the
appropriate corrections and assuming that the efficiency is independent’
of neutron energy apart from leakage variations, ¥ should be reduced
by 0.22%, However, the leakage values given on page 435 of Ref, [2a]
were also checked. Rectangular distributions of neutrons from
0 to 2 MeV at 79° and 6 to 8 MeV at 45, 9° were introduced, giving
leakage fractions of 0,075% and 4.03% against the estimates of Hopkins
and Diven of 0. 5% and 6%. If the approximate figures on page 435 of
Ref,[22a] are taken as exact (which they are not), one can deduce that
the true efficiency after correction for leakage is 0,936 for 0 to 2 MeV
and 0, 9245 for 6 to 8§ MeV,

It would be desirable for the authors to re-examine their experiment
with the following purposes:
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(a) To estimate upper limits to the various effects and include them
as uncertainties, bearing in mind that several of them are 'one way'.
(b} To supply supporting evidence for the assumption that the efficiency
is independent of neutron energy and direction apart from leakage and
the effect of the axial hole, i.e. to make measurements at more than
one calibration energy band and to show that the various efficiencies
agree after correction for leakage, Another possibility would be to
observe the effect of probing with a y-source,

The authors accounted for most of the queries raised by
demonstrating that the effects were negligible, They re-calculated the
leakage correction using slightly different atom densities (hydrogen:
0.0453 x 10 c¢m™, carbon: 0. 0396 x 102¢ em™, cadmium:

0.00009 x 10%* cm™ ) and obtained significantly lower leakage fractions,
but confirmed their original correction for the difference between
californium neutrons and calibration neutrons. A trial run with Reines'
mixture confirmed the calculations described above, The authors also
made a reduction in ¥ of 0, 3% for the effects of delayed y-rays. The
value published in Ref,[ 1] was raised by 0.38% because of a change
from 1,4 MeV to 1.59 MeV in the value of T, Later evidence (see, for
example, Ref;[5]) indicates that the authors' original choice was
nearer the truth, Therefore, the authors' original value of 3,771
(prompt) is adopted provisionally, reduced by 0. 3% as described

above, and not adjusted for the 1969 spectrum change, The authors'
estimate of uncertainty of + 0, 83% is retained.

2.2. Liquid scintillator (Asplund-Nilsson et al. [3])

The principal features of this experiment are the same as in
Ref.[ 2] but there are considerable differences in experimental detail.
The scintillator tank was a 60-cm-dia. sphere with a 6-cm-dia, axial
hole. The efficiency determination was carried out with an anthracene
crystal instead of a plastic scintillator and was measured for many
more neutron energies. Also, the authors went into considerable
detail in their paper to discuss possible causes of error, The
scintillator solution is given as cadmium octoate in tri-ethyl benzene,
but the atom densities are not provided.

The crux of the experiment is the determination of the effective
efficiency of the liquid scintillator neutron detector for the detection of
californium fission neutrons emitted isotropically.

A study of the results of the measurement of this efficiency as a
function of energy at fixed angles reveals apparent systematic
differences between the sets of results in the four groups of Table I.
For example, .over the important range from 0. 65 MeV to 1,07 MeV,
there is a difference of from 1. 75% to 2. 7% between the Van de Graaff
results and those of the low-energy accelerator, A similar situation
exists in the 2, 5-MeV to 3.01-MeV range between the D-T results and
the Van de Graaff results. It appears that the true efficiency could
differ by up to 2% in the important region around the californium
spectrum peak, and up to 1% in the range 2-5 MeV,

It is probable that some, if not all, of these differences are
traceable to differences in leakage. The bath radius is only 30 cm,
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TABLE I. LEAKAGE CALCULATIONS FOR EFFICIENCY
MEASUREMENTS

265

Energy : Rectangular distribution
(MeVy Angle AE leakage
(B

0,24 73.6 0.25 0.35
0.65 62.3 0.25 0.75
1,07 53.3 0.25 - L9
0,15 79.5 0.25 . 0.30
0.50 70.5 0.25 0.35
0, 97 62.3 0.25 0.98
1.40 56.1 0,25 2.75
1.86 50.0 0.25 . 5.45
2.43 42.7 0.25 10.90
2.75 : 38.6 0,25 13.72
2.9 36.2 0.25 13.68
0.21 77.2 0.25 0.20
0.58 68.5 0.25 0.58
1.00 6.2 0.25 1.45
1,82 49.4 0,25 5,48
3.17 30.8 0.25 17,88
0.48 79.7 0.75 0,35
1,65 70.8 0.75 4.33
1.79 69.7 0.75 4.65
2.18 67.5 0.75 ) 6.80
2,49 65,9 0.75 9,23
3,01 83.3 0.75 11,70
3.48 €1.2 0.75 13.03
4.27 57.6 0.75 19,83
5.42 52.8 0.75 27.08
6,69 47.9 0.75 : 82,57
T7.% 43.1 0,75 36.4
10,75 31.9 0.75 48.3

With an axial hole of 3 cm radius the neutrons have only to traverse

27 em of liquid scintillator to reach freedom, even when emitted at 90°

to the axis. Thus the bath does not seem to be large enough to justify
the assumptions made by the authors, For example, on page 127 of
Ref.[ 3a] it is stated that ''the efficiency of the spherical detector is
assumed to be the same in all directions except where the cylindrical
channel through the tank influences the symmetry',

To investigate the leakage, Monte-Carlo calculations similar to
those described above were carried out using the correct dimensions
for the spherical bath and the axial cavity., Unfortunately, the exact
composition and density of the liquid are not stated in Ref.[3] so the
material used by Hopkins and Diven as specified by Reines et al, [4]
was used with an atom density of 5 x10%2 em™ for hydrogen,

3.72 x 102 cm™ for carbon, and 0.003 for Cd/H. The density of
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Reines' mixture is estimated at 0. 94. The solution used here is
believed to have a similar hydrogen dénsity and rather less carbon and
cadmium. Whilst the leakages from the two solutions will be different,
they will not be sufficiently so to affect the argument. The leakage
above about 7 MeV will be slightly over-estimated as inelastic scattering
in carbon was not included, The following calculations have been made:

- (a) The energy scale was divided into 200 equal intervals from 0 to
10 MeV, and each interval was allocated a number of neutrons
proportional to E! exp(-E/1.43) (1.43 being an average of recent
measurements of this quantity), such that the neutron total was 15 000.
These neutrons were started off at random angles to the axis and
followed until they either escaped or were captured. The run gave
9.9% for the leakage of isotropic fission neutrons, The calculation was
repeated with a spherical cavity of the same radius (3.0 cm) to give
6.6%, the difference being attributable to the effect of the axial cavity,

(b) Neutrons with a rectangular distribution whose width was equal to
the error bars in Fig. 3 on page 129 of Ref. [ 3a] were introduced
to assess the leakage for each of the measured efficiency points, The
results are shown in Table 1 of this paper, the points above about 6 MeV
having been roughly corrected for the effect of the missing carbon inelastic
scattering. The measured efficiency corrected for leakage then
appeared to be flat at about 0,78 from 10 MeV down to about 1.8 MeV and
then reduced slowly to about 0.73. Table II shows some examples of
leakage as a function of angle to the axis for single energies,

There is some external evidence that the leakage fractions were
not an order of magnitude too high in these calculations, viz. (i) the
same calculation for the Hopkins and Diven 1-m cylindrical tank gave
results significantly lower than those quoted by these authors, and (ii)
the leakage for isotropic californium neutrons is similar to the measured
fraction for the 25-cm radius NPL manganese bath, The latter has a
spherical cavity instead of an axial hole, and a greater hydrogen
density, but this is offset by greater thermal leakage.

TABLE II. LEAKAGE VERSUS ANGLE

% Leakage

Angle

E =2.18 MeV E=1,5MeV
15 25.13 16.45
30 : 11,05 5.5
50 8.00
56.1 2.75
67.5 6.80
70 . ’ 2.6
90 6.35 ) 2.1




TAEA~PL-246-2/31

267

It is evident from the foregoing argument that certain assumptions
made by Asplund-Nilsson et al. [3] are not justified,
they will investigate this problem, possibly by extensive Monte-Carlo
calculations based on the correct liquid specification.
with such a small bath, it is problematical whether the small
uncertainty of 0.9% could be retained in view of the large leakage

corrections involved.

Apart from the main problem of the leakage, |it
to see all the corrections and uncertainties listed.

It is hoped that

But in any case,

wduld be desirable
The total uncertainty

of 0.9% appears to be made lup of 0.77% on the average californium

efficiency and 0.05% for the spectrum uncertainty (page 130 of

Ref,[ 3a]) but this does not appear to include, for example, any

uncertainty in the 1.5% correction for pile-up (page 126 of Ref. [ 3a]).
The effective efficiency for californium neutrons will certainly not

be a’smooth curve because of the effects of the carbon respnances.

One wonders whether the efficiency after correction for leakage would

-be flat or whether there are other effects present.

For example, the

light collection efficiency may not be the same for neutrons of low
energy thermalized near the centre or for neutrons emitted at small
angles to the axis, This may explain the fall-off at low energies of the
measured efficiency corrected for leakage.
At the bath diameter is only 60 cm, the system will be more
sensitive to errors in the mean energy of the assumed californium
spectrum, Table III shows the calculated leakage from isotropic
californium fission neutrons for various assumed Maxwellian
temperatures both for this system and for the 50-cm-dia. cylindrical

tank described in Ref. [ 3a].

TABLE III, VARIATION OF LEAKAGE WITH ASSUMED SPECTRUM

Maxwellian temperature

% Leakage

60-cm-dia. sphere

50-cm-dia. cylinder

1.3
1.43
1.5

8.98
9. 87
10.85

11.88
12.79
13.60

The authors provided a detailed table of uncertainties, and the
quoted ¥ value was reduced by (0.6 + 0.3)% for the French effect and by
(0.2 + 0,2)% for the effects of delayed y-rays.” The total uncertainty

was expanded to + 1.5%, pending re-evaluation of the leakage corrections.

Meanwhile, for the purposes of the current evaluation, the authors'’
original ¥ value of 3.799 is retained, reduced by 0.8% as described above,
and not corrected for the 1969 spectrum change, The uncertainty has been
increased to 1.5%.
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2.3. Liquid scintillator (Boldeman [6])

A recent measurement by J. Boldeman using the liquid scintillator
technique has been reported as

v =3.735 + 0,014

This measurement was made with the full benefit of hind-sight, and a well
documented account of the experiment is presented in Boldeman's paper
IAEA-PL-246-2/33 in these Proceedings, At the consultants' meeting on
the 2200-m/s parameters in November 1972 it was decided to accept the
measurement and its estimate of uncertainty.

2.4, Boron pile (Colvin et al. [7a, 7Tb])

In this experiment, the neutron detector was a 220-cm cube of graphite
surrounded by a 35-cm reflector of graphite and containing a lattice of
240 BF; counters to detect thermalized neutrons. The pile efficiency was
determined by another reaction with unit ¥, namely photodisintegration of
deuterium, The system has the advantage (unlike liquid scintillators)
that it can be used for independent neutron source comparisons, In fact, an
alternative ¥ result has been derived from sources calibrated by the NPL
manganese sulphate bath.

The independent result is based on some very accurate efficiency
measurements derived from the D(y, n) reaction supported by calculations
of the pile efficiency as a function of energy carried out by E. Pendlebury
of Aldermaston using the Carlsen tin technique. The Pendlebury curve is
not a very good fit to the experimental data (see Fig, 2 of Ref.[7b]). No
explanation is given for the sharp rise in this curve below 1 MeV,

For the Carlsen calculation the pile was idealized to a homogeneous
sphere of graphite, boron-10and aluminium, the aluminium being used to
simulate copper, )

As a result of Monte-Carlo calculations, using the actual dimensions
for the core and reflector but with the core replaced by a homogeneous mix
of 97.8% graphite, 2.2% copper and 1.3 x 1073% B, the leakage is estimated
as 0.56% for the spectrum Eexp (-E/1,43) (1.43 being'the average of recent
measurements of the Maxwell temperature), The values for the ‘captures
are: carbon 4.41%, copper19,29% and boron 75.74%. The efficiency as a
function of energy can be obtained by taking a constant fraction of the boron
capture as a function of energy, the constant being a weighted mean of the
values obtained from the four experimental points. This constant, applied
to the overall boron capture for the spectrum (75.74%), gives 0,64145 for
the pile efficiency compared with 0.6428 quoted by Colvin et al., representing
an increase of 0.2% in U. A similar calculation can be carried out by
. correcting the individual measurements for the appropriate leakage and
carbon capture and then applying the overall leakage correction at the end.
This gives 0.6429 in agreement with the result of Colvin et al. and
confirming the value of 3.713 = 0.015, The alternative value obtained from
the source calibration of the pile is 3.700 + 0, 031.

The authors have carefully investigated all the various criticisms that
have been made of their experiment and found no cause to change their
result or their uncertainty. The original value and uncertainty of Colvin et
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al. are therefore retained for this paper. At the consultants' meeting on
the 2200-m/s parameters it was decided to retain both values because there
are facilities for the fitting programme to accept the common manganese
bath uncertainty of + 0.013 on the one hand and the common boron pile
uncertainty of + 0,009 on the other,

3. DIRECT MEASUREMENTS

3.1, Moat et al. [8a], Fieldhouse et al, [8b]

In this experiment the fission rate of a californium sample is compared
with its neutron emission rate using two cylindrical wax detectors of
different dimensions, each containing several BF; counters for the detection
of thermalized neutrons. The authors obtained a value of 3,77 + 0.07, the
more s1gn1f1cant uncertainties being due to differences in the energy spectra

of 2%Py and 2Cf and to self- -multiplication effects. The result has had a
rather chequered career, Fieldhouse et al, [8b], after recalibration of
the Harwell standard 2#°Pu source and re-evaluation of the corrections,
re-valued the result down to 3.675 + 0.040, the reduction in the uncertainty
reflecting the improvement in neutron source calibrations. In the 1969
2200- m/s rev151on [1] the value was pushed up by 1.2% to 3.727 + 0,056 after
the 0Py - 282y energy difference had been revised, the total uncertainty
now including a component owing to the 1% uncertainty in this correction.
The same value and its uncertainty are retained for the evaluation, although
there may be arguments, based on spectrum differences, to reduce it
slightly.

3.2, Axton et al. [9a, 9b], Ryves and Harden [9c]

This experiment is not complete and the details are incompletely
published. Therefore, rather more detail is given in this paper. The
experiment is based on separate absolute measurements of the fission rate
and neutron emission rate of many californium samples. One problem
normally associated with this type of measurement is the incompatibility
of neutron and fission counting efficiencies so that a source which will produce
adequate statistics in a manganese bath will overload a fission counter if
27 or 47 geometry is used, Consequently, either the neutron source is
inadequate or the fission counting must be performed in low geometry.

To obviate this problem, a system of aliquotting is used, From a
stock solution of californium chloride purified on an ion-exchange column,
a series of small sources is prepared on thin foils and counted in a pill-box
type gas-flow proportional counter. If N1 and N, are the respective count
rates recorded in the top and bottom 27 sections of the counter, and N, is
the coincidence rate, it can be shown that the true fission rate N is given
as follows [9Db]:

N =N, + 2K (Nl—Nc)
where K is a constant which has a value between 0.5 and 1 depending on the

method of source preparation, If there is no scattering of fission fragments,
then K = 1, whilst K = 0,5 when there is so much scattering that no event
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goes undetected on at least one 27 section of the counter., In practice, a
straight line is fitted to a plot of N, against N; - N, , and N and K are
obtained from the slope and the intercept. The remainder of the californium
chloride is then used as a neutron source for the determination of the neutron
emission rate in the manganese sulphate bath [9a]. The technique for the
calibration of the bath contains a number of features which ensure the long-
term stability and repeatability of neutron source measurements. The bath
is calibrated by stirring in a known amount of % Mn which has previously
been standardized by 478~y coincidence counting, Each batch of ~Mn
sources is counted twice, once by the neutron group on its own equipment
and once by the radionuclide standards group., Also, the same solution is
used to calibrate a very stable high-pressure y-ionization chamber, Such
calibrations are carried out monthly, and over a period of 8 years the ion
chamber calibrations show a spread of less than 0,3%. Thus any weighing
errors or malfunction of counting equipment are instantly detected. Also
the bath detector system has two independent counting channels. A change
in the channel ratio immediately shows up any faults in the bath counting
equipment., Finally, the bath solution is circulated continuously through
the counters and growth (source in bath) count rates are compared with
decay (source removed) results. Deviations of results in the early stages
of growth and near the change-over point immediately reveal faults due to
change in pumping speed, timing uncertainties, ete.

After the first round of ¥-measurements had been completed, the
solution was opened up to provide more 47 fission sources and a new neutron
source for the manganese bath, This process has been repeated up to seven
times with the same solution, 10 fission sources being prepared each time.
Furthermore, the experiment has been repeated using a solution from four
different californium samples, Thus over 20 separate neutron sources and
over 200 separate fission sources have been measured. Three of the
californium samples were obtained in 1968-1969 which then contained
~ 70% Cf. The other source was an earlier sample which then contained
35% 25%Cf, A v-value of 3.70 was originally obtained with the old sample
whilst all the newer samples give about 3,725, A recent remeasurement
of the old sample appears to give ~3.71. It is the resolution of this
apparent discrepancy which is delaying the conclusion of this experiment.
Meanwhile, for the purposes of this paper, a V-value of 3.725 is adopted,
with a 0.5% uncertainty provisionally allocated for fission counting.
Hopefully, the uncertainty will be reduced in the final report.

3.3. White and Axton [10]

In this experiment, the fission counting was carried out in low geometry
at Aldermaston., The neutron source emission rate was obtained as described
above from the NPL manganese sulphate bath, After consultation with White,
some adjustments have been made to the estimated uncertainties, as discussed
below,

The size of the alpha peak (0.6% - 0.7% instead of the expected 0.3%) can
perhaps be explained by multiple scattering of o-particles so that ~0.3% of
the particles initially emitted in other directions eventually find their way
through the collimator. White is therefore correct not to include this
component in his fission estimate, but a further 0,3% uncertainty should be
added for the uncertainty in the fission-~product spectrum.
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The uncertainty on the background variation should be enlarged to
0.6% instead of 0.4%, while that on the solid angle should be 0.5% instead
of the 0.15% published in error.

The uncertainty table should now read as follows in percentage:

Random Systematic

Neutron measurements 0.2 a
Cross-section ratios 0.25
Efficiency 0.15 0.15°
Escape - 0.02 aa
Charged-particle reactions 0.10
Source capture . 0.05°2
Manganese resonance 0.10
Fission measurements 0.2

Solid angle 0.5
Backscatter 0.5
Self-transfer 0.6
Fission-spectrum uncertainty 0.3
Other

Delayed neutron fraction 0.03
Chemical and isotopic purity 0.1
Total 1.12
Independent uncertainty 1,03
Common to all NPL bath measurements 0,33

)
These uncertainties are common to all NPL manganese bath measurements of 25*Cf.

The result (3.797 total, 3.788 prompt) is 1,99 higher than the current
NPL estimate of 3,725 total, The measurements are therefore not considered
to disagree significantly.

3.4, De Volpi and Porges [11]

In this experiment, the neutron emission rate from three californium
samples is measured using the 'on-line' manganese bath technique with, in
some cases but not all, variable manganese concentration. The fission rate
is determined in a separate experiment in which neutrons are detected with
a Hornyak detector, the fission counting efficiency being determined from
fission-neutron coincidences. '

These authors have done a great deal of work in establishing their
neutron source calibration facilities in conjunction with their novel method
of fission counting for the purpose of measuring v for 52Ct. 1t is therefore
rather unfortunate that certain disturbing aspects of the neutron source
measurements make it necessary to reconsider the estimated uncertainties.
The final V-value is heavily weighted by the measurements with fission
chamber number 3, the neutron calibrations of which were performed during
the two-year period when weighing errors occurred in the dispensation of
56 Mn aliquots,



272 AXTON

In 1968, as a result of an international comparison of % Mn, a systematic
uncertainty was revealed in the Argonne National Laboratory (ANL) system
for dispensing liquid samples, In the original ANL technique, the mass of a
liquid sample was determined by weighing a vial with a narrow neck before
and after depositing the sample in the vial. The evaporation from the vial
occurring during the act of deposition was neglected. Subsequently, the
samples were weighed in a pycnometer before and after deposition; this is
believed to be the more accurate method. In Ref.[11] (Metrologia), an
uncertainty of 1% is implied, but in an earlier report (ANL-7642) a figure
of 2% is quoted. Further, it was found that this discrepancy reduced to 0.2%
if the vial contained some alcohol, but no alcohol was used in the vials for
the measurements under discussion, Using similar vials, Goodier at NPL
has found a discrepancy of about 0.2% between vial measurements and
pycnometer measurements for samples of about 100 mg irrespective of
whether the vial contained alcohol or not [12]. One is thus faced with
possible corrections of 0.2%, 1% or 2%. As indicated above, De Volpi and
Porges in Ref.[11](Metrologia) corrected all weighings by 1% and stated that
this caused a lowering of the neutron emission rate of 0.5% and an upward
shift in the observed value of oy /cM of 1%. The originally observed value
of oy [0y, Was in agreement with the ratio calculated from the individual
cross-sections, The suggestion that the corrected, and now discrepant,
value of oy /oy could be due to impurities. in the water supply does not
appear to the evaluator to be sufficient to explain the difference, particularly
as no neutron-absorbing material was found in the water. Moreover, the
presence of an impurity in such abundance would invalidate the equations.

Another relevant factor is that it takes some considerable time to do
source measurements with a large number of bath concentrations, at each of
which the bath efficiency must be measured, If the weighing error varied
(for example with temperature and humidity) over this period, the effect
would tilt the fitted line, thus changing both the apparent source strength
and the apparent cross-section ratio, Nevertheless, it must be assumed
that the authors are in the best position to determine the magnitude of the
correction and hence the 1% value should be accepted, but it would seem '
only prudent to include an uncertainty of 0.5% on the neutron emission rate
to allow for aliquotting errors,

Two other factors affect the slope of 2t5he line obtained with the
higher-energy sources (Ra-Be, Am-Be, 2Cf). The first of these is the
change in the neutron escape fraction by nearly a factor of two as H/Mn
changes from 30 to 300, The effect would be to increase the apparent
cross-section ratio. The effect upon the apparent source strength would
depend on the concentration at which the (constant) applied leakage correction
was valid.

The second effect is the variation in the oxygen and sulphur fast neutron
capture of also nearly a factor of two over the same range. This experiment
cannot determine the oxygen loss in water which accounts for about 55% of
the effect. Thus the experiment seeks to determine the variation of the loss
as the concentration varies, a change of the order of 0.25% for 252Cf and
1.4% for Am-Be, The effect of this loss variation is to change the slope of
the line in the opposite direction to the change produced by the leakage
variation. The estimate of the oxygen and sulphur loss variation obtained

! A 1-mg deficiency in a sample of about 0.1 ml ~ 1%.
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by comparing the slopes of the fast neutron source lines with that of the
photoneutron source line is therefore the difference between the slope changes
produced by the leakage and fast neutron capture effects. This may explain
why the derived values for the latter are so small in most cases. The high
value for Am-Be remains a mystery.

The authors quote the calculations of Louwrier in support of their
derivations, Whilst calculations by Ryves and Harden [9c] are known to be
too high because the O(n,a) corrections used are too high, the Louwrier
results are too low because their cross-sections are too low (see Ref,[13]).
The effects of oxygen scattering have not been neglected by Ryves and Harden
as stated by Louwrier. A concentration-dependent correction of 6% - 7.6%
was made by them for this effect. The Ryves and Harden calculations have
now been repeated using all the latest cross-section data (including Dandy et
al, ) which mainly affect the oxygen effect above 7 MeV,

Unfortunately, the only published experimental measurement of the fast
neutron capture is Ryves' value for Ra-Be sources for which the spectrum
is not very well known; especially at low energies, This makes a comparison
of calculation and experiment uncertain, Calculations for Ra-Be sources
with the Geiger spectrum using the low-energy group estimates of Zill [14]
and Kluge [15] give 2. 52% compared with the measurement of Ryves and
Harden of 3.05%. The measurement is supported by an unpublished result
by M. G. Sowerby and E, J. Axton, based on a comparison of the boron
pile and the manganese bath. The new calculations give for Lo
(N(E) = E¥ ¢'¥/1-4%) 0,809 for H/Mn = 30 and 0. 45% for H/Mn = 300. These
values are shghtly higher than the original Ryves and Harden calculation
because the assumed spectrum used is harder. The values would have to be
normalized upwards by about 20% to obtain agreement between the calculation
and the measurement for Ra-Be. It is therefore felt that this effect has been
underestimated by the authors.

In Table II of Ref.[11] (Metrologia), the Am-Be source value and the
correction factors are the same for both treatments. This produces a ratio
of 2.4 between the losses for Am-Be and Ra-Be sources, whereas the ratio
expected from leakage measurements is aboutl, 3.

The (constant) leakage correction was derived from the BIPM fit.
However, the measurements which contributed to this fit were for bare
spheres of MnSOy and for a variety of concentrations, The leakage from a
sphere surrounded by a water bath would be lower by about 20% or more.

Because the source strengths are all obtained from least-squares fits
to unpublished data, it is very difficult to re-value the result, At NPL, the

Mn solution which is used to calibrate the manganese bath is also used to
calibrate a highly stable sealed high-pressure ionization chamber, In this
way, an accurate check on the long-term reproducibility of the.4n8-v
coincidence measurements is achieved so that fluctuating weighing errors,
if present, would be revealed. There is no such check on the reproducibility
of the ANL measurements other than through a study of repeated
measurements on a source. There is a spread of 7% in the results shown
for the source in Fig. 6 of Ref,[11] (Metrologia).

If the sources involved in the concentration series were all measured
using the same efficiency matrix, it would be possible to obtain two
independent evaluations of the californium source 0 by using alternative
correction factors and evaluating the bath efficiency as a function of
concentration by means of the NPL and NBS sources in turn, However, this
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would not be relevant to the all-important californium source 3. Under the
circumstances it is recommended that the authors' published value be
retained for the purposes of the current evaluation with the overall
uncertainty increased to 0. 80% to cover additional uncertainties in the
correction factors and in aliquotting, However, in fairness it must be
stated that the authors claim that their original estimate of uncertainty is
justified.

4. CONCLUSIONS

A strenuous effort has been made to re-evaluate the important 20y
measurements, the results of which are given in Table IV, The listing is
provisional in that it is subject to further information being forthcoming
from some of the authors. Also, the final NPL value is not yet available.
To the gated measurements must be added the delayed neutron contribution
of 0,0086 + 0,004 [16]. The uncertainty of 0.001 as published by Cox has
been increased because there is some uncertainty in the definition of
'delayed'. There are a number of nanosecond groups listed by Nefedov
etal. [17], and it is not clear how these reconcile with the Cox measurement.

To obtain a final value, a weighted mean of the NPL-bath-dependent
group is first calculated with the bath uncertainty excluded. The weighted
mean so obtained is then averaged with the other five measurements with
the bath uncertainty included (see Table IV), The final result is
3.734 £ 0,0082. The previous pattern of two independent groups seems no

TABLE IV. RE-EVALUATION OF MEASUREMENTS OF 7 FOR 2%Cf

Prompt Total

neutrons neutrons
NPL-‘I;ath-dependent group‘l
white and Axton [10] 8.797 + 0.038
Axton et al. [9b] 3.725 + 0,019
Moat et al. [8a] . 3.719 3.727 + 0.055
Boron pile 3.700 + 0,028
Other measurements
Asplund-Nilsson et al. [3] 8.771 + 0,060 3.778 + 0.060
Hopkins and Diven [2] 3.761 + 0,031 3.770 + 0,031
Boldeman [6] 3,735 z 0.014 3.744 £ 0.014
Colvin and Sowerby [7a] 3.713 + 0,015
De Volpi and Porges [11] 3.729 + 0.030
NPL-bath-dependent average 3.728 z 0.0186
Overall weighted mean 3.734 + 0.0082

2 The weighted mean of the NPL bath group is 3,728 + 0.0138. To this must be added the
common uncertainty of the Mn bath, 0.0123, giving a total uncertainty of 0.0186. The
external standard uncertainty for this group is 0. 0168. The boron pile value is retained
in this group since the correlation with the other boron pile value is small.
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longer to exist, since the external standard error for this group is + 0.0088.
Thus the resulis are no longer discrepant, However, the indirect value of
v for 2°2Cf obtained from 1 and « for 25y combined with the 235U/252Cf
ratio is still about 3.78, It therefore appears that there is some error in
either @, n or the 7 ratio, Since 1 + o is involved in the calculation, a large
error in the cross-sections would be necessary to explain the discrepancy,
The Boldeman value and the Colvin and Sowerby value of v for 235U are
unlikely to be in error, and there are no problems of spectrum conversion,
It is possible that the defect lies in the n measurements [18, 19]. Both of
these experiments involve a correction of > 3% for the complex opposing
effects of fast fission in the sample produced by both outgoing and incoming
neutrons and absorption of thermalized neutrons in cadmium. It is a matter
of opinion as to whether this effect can be calculated to the accuracy claimed,
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Abstract

SUMMARY OF THE ABSOLUTE MEASUREMENTS OF 7 FOR THE SPONTANEOUS FISSION OF *Cf.

The experimental techniques used in recent absolute measurements of the average number of fission
neutrons, ¥, for spontaneous fission of *®Cf are reviewed. The status of each experiment is discussed in
relation to recent corrections and experimental effects currently being investigated. Results are summarized
in tables.

1, INTRODUCTION

The absolute v-value for the spontaneous fission of %52Cf has been
recognized as a suitable standard for P-measurements, Thus the 252Cf
y-value is requested in RENDA 72 with accuracies between 0,1% and 0,5%
depending on its use as a standard in energy-dependent ¥-measurements
of the main uranium and plutonium isotopes., The absolute measurements
of 7 for 2*’Cf have recently been reviewed by several authors. The most
recent reviews are made by Hanna et al. (1969), De Volpi (1971) and by
Manero and Konshin (1972).

In principle, two different methods have been used in accurate measure-
ments of the absolute P-values for 252Cf. The coincidence method is
characterized by the use of a fission counter with high efficiency. A rela-
tively low fission rate is used and the neutrons are detected in coincidence
with each fission event. In the non-coincidence method, two separate
measurements are made, one of the spontaneous fission rate and one of the
neutron output of a relatively strong 2°2Cf-source. Furthermore, the
v-value for 252Cf can be calculated from measurements of @ and n (capture-
to-fisgion ratio and number of neutrons per neutron absorbed) of a fissile
isotope and the 7-ratio for that isotope and 252Cf (7 = (1+a)n).

The original results of recent accurate measurements of the v-value
for 252Cf are given in Table I, together with characteristic data of the
experimental arrangements., The experiments by Hopkins and Diven (1963),
Asplund-Nilsson et al. (1963), Colvin and Sowerby (1965), Colvin et al, (1966)
and Boldeman and Walsh (1972) (in progress) were all based on the coincidence
method, while the experiments by Moat et al, (1961), Fieldhouse et al, (1966),
De Volpi and Porges (1969), White and Axton (1968) and Axton (in progress) .
were based on non-coincidence methods.

The experiments by Hopkins and Diven (1963), Asplund-Nilsson et al,
(1963) and Boldeman and Walsh (1972) were made with a large liquid scintil-
lator as the fission neutron detector, while Colvin and Sowerby (1965) used
the boron pile, a graphite stack containing 240 BEF, -counters, as the neutron
detector. De Volpi and Porges (1970), White and Axton (1968) and Axton
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TABLE 1. CHARACTERISTIC DATA OF ABSOLUTE 7, MEASUREMENTS FOR 2%2Cf

Experiment

Neutron detector

Method of calibration

Approximate detector
efficiency for **Cf neutrons

ut (252(:0

Coincidence measurements

Hopkins and Diven (1963)

Asplund-Nilsson et al. (1963)
Colvin and Sowerby (1965)

Colvin et al. (1966)

Boldeman and Walsh
(in progress)

2 Preliminary value.

Cd-loaded liquid scint.
1 m long, 1 m dia.

Cd-loaded liquid scint,
sphere, 60 cm dia.

Boron pile: 220 cm®
graphite containing
240 BF; counters
Boron pile

Gd-loaded liquid scint.
sphere, 76 cm dia.

Monte-Carlo calc. checked
against (n, p) scattering in
plastic- scintillator

(n, p) scattering in anthracene
crystal

d(y,mp reaction in ion chamber

NPL MnSO,-bath

86%

69%

64%

64%

3.780 + 0.030

3.808 + 0.034

3.713 & 0.015

3.700 + 0.031

3,732

8L%

JANOD



TABLE I (cont.)

Experiment Neutron detector .Method of calibration Fission rate v, (3%=Cfy
counter t
Non-coincidence measurements
Moat et al. (1961) Waxcastle cylinder of %%, standard source Fission fragment counting 3.684 + 0.040
also Fieldhouse et al. (1966) paraffip containing calibrated in boron pile in ionization chamber
’ BFy-counters
White and Axton (1968) NPL MnSO4-bath sphere 8-y coincidence measurements Solid-state detector in 8.796 £ 0.031
98 cm dia. of 5 Mn activity low geometry
De Volpi and Porges (1969) ANL MnSO,-bath sphere B-y coincidence measurements Fission ionization chamber 3.729 £ 0.015
96 cm dia. of 3*Mn activity in coincidence with Hornyak
button neutron counter
Axton (in progress) NPL MnSOg-bath sphere B-y coincidence measurements. - 4n-proportional counter to 3,722
98 cm dia, of *Mn activity

v deduced from o~ and n-measurements

Hanna et al. (1969)

detect fission fragments in
coincidence, from thin foils

3.784 + 0.014

2 pretiminary value.

28/2-9%2-"1d-VaV1

6L2
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TABLE II. CORRECTED 7,-VALUES OF 2%Cf IN VIEW OF RECENT
OBSERVED SYSTEMATIC ERRORS

Authors Laboratory Year Corrected value Remarks

Coincidence measurements

Hopkins and Diven LAS 1963

3.772 £ 0.030 (a)
Asplund-Nilsson et al. FOA 1963 3.778 + 0.060 (b)
Colvin and Sowerby HAR 1965 3.713 £ 0.015 d(y,n)p calibration
Colvin et al. HAR 1966 3.700 + 0,031 NPL MnSO,-bath calibration
Boldeman and Walsh LHL 3.173 (©)
(in progress)
Non-coincidence measurements
Moat et al. ALD 1961 3.1727 + 0,056
White and Axton ALD 1968 3.796 0,031 (d)
De Volpi and Porges ANL 1969 3.729 £ 0,015
Axton (in progress) NPL 3,712 : (c)
Weighted mean (excluding the preliminary 3.731 & 0.009
values by Boldeman and Walsh and by Axton)

De Volpi ANL 1971 3.735 + 0.008 (e

(a) Corrected for delayed gamma rays (- 0.2 + 0.2)%,
(b) Corrected for delayed gamma rays (- 0.2 : 0.2)%, the ‘French effect’ (- 0.6 : 0.3)%
and leakage & 1,5%.
() Preliminary values.
(d) Error in fission counting of 2% discussed.
(e) Deduced from adjustment of 2200-m/s fission constants retaining the IAEA constant for Vog.

(1972) have all used manganese sulphate baths as neutron detectors but
different techniques when measuring the fission rates. Finally, Moat et al.
(1961) used two cylindrical neutron detectors consisting of BF; -counters
embedded in paraffin wax.

A large spread in the original results compared to the claimed accu-
racies was observed (Table I). The liquid scintillator measurements
(accuracies about 1%) by Hopkins and Diven (1963) and Asplund-Nilsson et al,
(1963) gave about 1.5% - 2% higher 7-values than those reported by Colvin
and Sowerby (1965) and De Volpi and Porges (1970) (accuracies about 0.5%).
This discrepancy has initiated investigations of possible systematic errors.
These investigations have resulied in the recognition of some additional
corrections and errors to be applied to the originally reported 7-values,
The current status of the different experiments is shortly discussed in
section 2, and the corrected P-values are given in Table II, The recom-
mended 2%2Cf y-values of the different experiments in the review by
Hanna et al. (1969) are given in Table III.
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TABLE [1I. NEUTRON YIELD PER FISSION (7,) FOR 2%20f FROM THE
IAEA REVIEW BY HANNA et al. (1969) :

Authors Laboratory Year Reassessed value Adopted mean

Liquid scintillator

Asplund-Nilsson et al. FOA 1963 3.830 + 0,037 3.807 + 0,024
Hopkins and Diven LAS 1963 3.793 £ 0,031

Boron pile calibrated with d(y, njp reactions

Colvin and Sowerby HAR 1965 3.713 + 0,015 8.713 + 0.024
Dependent on NPL manganese bath

Moat et al. ALD 1961 3.727 £ 0.056

Colvin et al. HAR 1966 3,700 + 0,031

White and Axton ALD 1968 3.796 + 0,031 3.713 + 0,024
Axton et al. NPL 1969 3.700 & 0,020

ANL manganese bath

De Volpi and Porges ANL 1969 3.725 £ 0.017 8,725+ 0.024 .

Weighted mean: 3.740 + 0.016
Fitted value: 3.766 + 0,010

The 7-value for 2%2Cf deduced from 2200 m/s data adjustments and
least-squares procedures is discussed in section 3.

2, CURRENT STATUS OF THE ABSOLUTE %°Cf p-EXPERIMENTS

Recent measurements of the fission neutron spectrum for 252Cf yield
an average value of the Maxwellian temperature of about 1.4 in accordance
with the spectra used in the efficiency calculations by Hopkins and Diven (1963)
and Asplund-Nilsson et al, (1963), Hanna et al. (1969) used the fission
spectrum obtained by Meadows (1967) with T = 1,59 MeV, which resulted in
a + 0.4% and 0.6% correction for the Hopkins and Diven and Asplund-Nilsson
results, réspectively.

The delayed fission gamma rays from 2%2Cf have been studied by
Boldeman and Walsh (1972) who report a correction to their v-values of
(-0.2 £ 0.05)%. The experimental arrangements used by Boldeman -and
Walsh (1972), Hopkins and Diven (1963) and Asplund-Nilsson et al, (1963)
are expected to have the same dependence on delayed gamma rays. Thus
it is reasonable to apply the same correction but with a larger.error,

(-0.2 + 0.2)%, also to the Hopkins and Diven and Asplund-Nilsson results
(Table II),
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The so-called 'French effect' suggested by Soleilhac et al, (see
Colvin, 1970) or the dependence of the prompt pulse detection efficiency
on the number of neutrons detected per fission has been studied by several
groups using different liquid scintillators. The effect has been observed
by all groups but the magnitude is reported to be small in most cases,

It is very likely that the results depend on the light collection efficiency

of the liquid scintillator tanks, Measurements by Signarbieux et al. (1971),
Mather (see Colvin, 1970), Boldeman and Walsh (1972) and Diven (1970)
yield a correction of the order of - 0,2% or less for the French effect, while
measurements by Soleilhac et al. (see Colvin, 1970) and Condé et al, (1971)
gave larger corrections. The measurement by Condé et al. (1971) was
made on the same scintillator as used by Asplund-Nilsson et al, (1963) but
with a gadolinium-loaded scintillator instead of a cadmium-loaded one.

The correction to the absolute V-measurement by Asplund-Nilsson et al,
was calculated to be - 0.6%. Because of the uncertainty introduced by the
use of different liquid scintillators, an error of £ 0.3% has been-attributed
to this correction when applied to the Asplund-Nilsson v-value (Table II).

The leakage correction, i,e, the difference in leakage between a
spherical symmetric scintillator tank and a tank with central channel, was
relatively large in the experiment by Asplund-Nilsson et al. (1963). It was
estimated by a Monte-Carlo calculation, Neutrons of energies of 2 MeV
and 3 MeV were started from the centre of the spherical detector at small
angles to the axis of the central channel, If the neutrons were slowed
down to 1 keV by successive collisions within the scintillator they were
registered as capture. The capture probability of these neutrons was
compared with that of neutrons started in a direction corresponding to
neutrons scattered from an anthracene crystal. The difference in escape
of neutrons emitted isotropically from the fission of 252Cf and neutrons
scattered from the anthracene crystal was calculated and resulted in a
correction in vof (1.3 + 0.3)%.

Axton (1972) has recalculated the leakage for a scintillator similar to
the one used by Asplund-Nilsson et al, and got a different result. The
possibility to do a new careful Monte-Carlo calculation of the Asplund-
Nilsson experiment will be looked into, As recommended by Axton, the
error of the Asplund-Nilsson 252Cf p-value in Table II was meanwhile
increased to 1.5% because of the uncertainty in the leakage correction.

The boron pile experiment was examined.in detail for systematic
errors by Colvin et al, (1966). No errors could be found in the corrections
which changed the V-value or the errors originally stated. The efficiency
of the boron pile was measured with the d(v, n)p reaction and independently
with a standard neutron source calibrated with the NPL manganese bath.
This resulted in two independent boron-pile V-values (Tables II and III).

Fieldhouse et al, (1966) made a recalibration of the Harwell 24°Pu-
source used by Moat et al. (1961) for the calibration of their neutron
detectors. The recalibration, based on the NPL manganese bath, resulted
in a revised y-value of 3.675 + 0,040, Furthermore, recent experiments
of the fission neutron energy difference between 252Cf and 240Pu give a value
of 0,40 MeV (Hanna et al,, 1969) instead of 0,27 MeV as used by Moat et al,
(1961). Using this higher value of the energy difference, the v-value by
Moat et al. increases by 1.1% and, assuming an uncertainty in this correction
of + 1%, the error increases from + 0.040 to 0,056 (Tables II and III).
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In the experiment by White and Axton (1968) the neutron counting was
made with the NPL manganese bath facility, and the fission fragment detection
was made at AWRE, Aldermaston, in a low-geometry counting set-up. The
overall systematié error was estimated to be about 0,8%. Recently,

White (1970) reported that there is a 2% discrepancy between the low-
geometry counting at AWRE and the fission-rate evaluations done at the
National Physical Laboratory (NPL) by Axton, It is also stated in the
same report that ''it is not known whether this discrepancy is significant,
and no reason has been found to account for the difference',

De Volpi and Porges (1969, 1970) have very carefully looked into several
systematic errors which apply to their manganese bath and fission counting
measurements. Three different fission counters were used having efficien-
cies from 60% to 99%. The absolute fission-rate determination was based
on a coincidence measurement between pulses from a fission ionization
chamber and a Hornyak-button neutron counter, .The fission counter with
99% efficiency was the primary basis for the results of the 252Cf y-value,
The estimated systematic error of the fission-rate determination with
this counter was 0,13%,

De Volpi and Porges have made several independent measurements to
verify the accuracy of their neutron detection manganese bath system,
Furthermore, three different neutron sources, i.e. Ra-Be(y,n), Ra-Be(a,n)
and Am-Be{x,n), having a wide range of emission spectra, were studied
both at the National Physical Laboratory, the National Bureau of Standards
(NBS) and Argonne National Laboratory (ANL), A discrepancy of the order
of 1% or more between the NPL and ANL results was observed and the
discrepancy increases as the neutron spectrum hardens; therefore, it was
suggested that there is some connection with neutron escape or high-energy
neutron capture, De Volpi (1971b and 1972) reported correction factors
for neutron escape and source and cavity absorption, When these are
applied, the results of NPL and ANL differ by no more than 0,5% (for the
soft-spectrum source). The error claimed by De Volpi and Porges for
the neutron rate measurement was 0,4%. The final value of the ANL
252Cf p-measurement is given in Table II.

The manganese bath measurement at NPL by Axton is in progress.

The value given in the review by Hanna et al. (1969) (Table III) was made
with a sample containing only about 30% of 252Cf and should be considered

as provisional, Measurements with a new sample are in progress and also .
a comparison of the fission rate per milligram of aliquots of the californium
sample between the Central Bureau for Nuclear Measurements at Geel and
NPL., The technique for the absolute counting of the fission rate used by
Axton {Axton et al,, 1969) differs from that used by De Volpi, The fission
sources were evaporated on thin plastic films and the two fission fragments
were detected separately and in coincidence. The absolute fission rate was
determined from the three counting rates with an error of about 0,2%.

A preliminary value of p for 232Cf from the measurement of Axton is
given in Table II.

3. 7 (2%cf) DEDUCED FROM 2200-m/s DATA ADJUSTMENTS
AND LEAST-SQUARES FIT PROCEDURES

The outcome of v, (2%2Cf) from the revised IAEA least-squares fit of
2200-m/s fission parameters by Hanna et al. (1969) was 3,765 + 0.010,
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This value can be compared with their weighted mean of the absolute
J-measurements, i.e. 3,743 + 0,016 (Table III). The deviation between
these two values points to the fact that the least-squares fit 7-value was
mainly based on a- and n-measurements including 7-ratios for 233y, 235U
and 2%9Pu to 252Cf. When abandoning completely all the absolute
TD-measurements, Hanna et al, obtained a value of 7 (252Cf) of 3,784 + 0,014,
De Volpi also points out that some reduction in the averaged value of n
is experimentally justified. The recent measurements with manganese baths
at ANL and NPL indicate that the corrections for neutron escape, capture
in sulphur and oxygen and resonance absorption in ménganese should be
revised in the n-experiments by Macklin et al, (1960) and Smith et al, (1966),
Furthermore, if the recent low measurements of the 233U and 234U
half-lives are accepted, the 2200-m/s fission cross-section values for
233y and 2%5U will be about 1% higher.
From the above considerations, De Volpi arrives at a different set of
data from which he works out an adjusted set of 2200-m/s data confined
by the restraints vo; = no, = n(l4a) o = constant. The 'adjusted’ value by
De Volpi of 7 for 252Cf is 3.735 + 0,008.
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DISCUSSION

(Papers IAEA-PL-246-2/31 and 32)

B.C. DIVEN: I would like to make some comments about the effect
which the position in which a neutron is absorbed in a liquid scintillator
has on the efficiency for observing that neutron., The pulse-height distri-
bution in a liquid scintillator, which contains a very clear solution so that
the mean free path of a gamma ray is much greater than the radius of the
scintillator tank, is almost entirely determined by the leakage of gamma
rays from the scintillator. If a 8Co source is placed at the centre of a
large scintillator, two scintillation peaks which are not completely, but
almost, resolved are observed., The higher-energy peak at 2.5 MeV
corresponds to absorption within the scintillator of both gamma rays
resulting from decay of %°Co, The other peak at about 1,25 MeV corresponds
to escape of one gamma ray and absorption of the other.

It is true that if a gamma ray undergoes one Compton scattering, there
is a very high probability that the remaining gamma-ray energy will be
absorbed in the scintillator, In a neutron capture cascade, some of the
gamma rays almost certainly escape, whereas if a gamma ray undergoes
one interaction, its energy is almost entirely absorbed in the scintillator.

If 2 gamma-ray source such as %Co is moved along the axis of a
scintillator, the efficiency for absorbing the gamma ray decreases ag the
edge of the scintillator is approached.’ In the double-peaked pulse-height
distribution the higher-energy peak decreases and the lower-energy peak
increases as the probability of losing one of the gamma rays increases.
The efficiency for detecting a neutron by observing scintillation light
produced by capture gamma rays is therefore lower when the neutron is
captured farther from the centre of the scintillator.

As a result of a letter which I received from Mr. Axton, we made
Monte-Carlo calculations to find the mean position in the scintillator at
which fission neutrons from 2%Cf were absorbed and the mean position
at which calibration neutrons were absorbed. The mean radii were fairly
similar, as I recall, 18 cm and 14 cm, with the calibration neutrons being
captured a little closer to the centre than the 22Cf neutrons. As Mr, Axton
has pointed out, this effect should be in the direction to increase 7, but
1 think it is a very small effect. ’

We repeated some of Mr. Axton's calculations using the same geometry
and atomic densities that he used, Our results confirmed his very well so
that we have confidence in his calculations. The actual atomic densities
occurriflg in our experiment were somewhat different, so we repeated the
calculations using the correct values.

Our final conclusion, which confirmed Axton's, was that no change
in our old value of ¥ was required. This result may be purely academic
because we assigned a rather large error to our value of ¥. Boldeman,
for instance, has new measurements with a much smaller error so that
our old measurements would probably receive rather low weight in an
evaluation. .

I have an observation based on the data reported in Mr. Condé's
review, I notice that in 1969, Hanna et al, reported a value of ¥ for

287
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28201 of 3,784 + 0,014 based on the thermal constants of the fissile nuclei

and excluding direct measurements of 7. De Volpi in 1971 derived a value

of 3,735 + 0.008 from essentially the same data, at least the same values

of n. The change of 0,049 is six times the quoted error of 0.008, I would
estimate the uncertainty, or lack of knowledge, of ¥ as derived from measure-
ments of n and other thermal constants more by the difference between the
analyses of, for example, Hanna andDe Volpi. I do not understand how an
error as small ag 0,008 can be assigned when the change in the reported

value is six times greater from one year to the next,

W.P. POENITZ: From the tables presented by both Mr, Axton and
Mr. Condé, I notice that the spread among the direct measurements of 7
used in various evaluations is of the order of about 2%. The final error
quoted for several evaluations is of the order of 1/3 of 1%, Also in the
case of the direct measurements I would have expected the final uncertainty
to reflect the spread of the experimental data more closely.

H, LISKIEN: I have a question concerning Mr, Axton's own work

"described in section 3.2 of his review. In the determination of the true
fission rate by measuring the fission count rate for 2%2Cf sources of various
thicknesses, should not the factor K in the equation in section 3.2 be a
function of the specific activity, i.e. of the thickness of the fissile deposit
(californium chloride)? If K is not constant, then the plot would not be
expected to be linear.

E.J. AXTON: There are two ways to determine the counting efficiency.
One way is to use a single fissile source and to vary the counter voltage,
which changes the collection efficiency. The second way is to count a series
of sources of different strengths using the same counter voltage. When the
count rates are plotted as described in the paper, both methods give the
same intercept, i.e. the true fission rate, within experimental error.

I am prepared to admit that there is no theoretical proof that the line should
be straight. We have measured something like 200 sources, and it always
seemed to be straight.

In order for a fission fragment to reach a counter it must be emitted
at an angle such that the distance through which it must travel in the fissile
deposit and backing is not greater than its range in these materials. The
count rates of the detectors are functions of the thicknesses of the deposit
and the backing.

There are many other effects which can be introduced into the
expressions for the count rates., For example, the range of a fission
fragment in a material depends on its mass and its energy. Another con-
sideration is that in order to be detected, a fission fragment must enter
a counter with sufficient energy to produce a pulse. Various assumptions
about scattering of fission fragments can be used to place limits on the
count rates obtained by extrapolation to zero thickness, For examﬁle,
it can be assumed either that there is'no scattering or that there is so much
scattering that at least one fragment from each fission is scattered into
one of the detectors, If it is assumed that the absorption of fission products
in the source is exponential, then the count-rate expressions contain
exponential integrals of the second and third orders. We have tried to
study many such effects.,

It is necessary to make an extrapolation to zero thickness in order to
obtain the true fission rate. A mathematician advised us to plot parameters
which were uncorrelated, and so we finally decided to plot N2 versus
(N; - N,) as described in my paper.
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The final error of the extrapolation will be based on the deviation of
the intercepts obtained from counting series of samples prepared from a
large number of californium sources.

B.D. KUZMINOV: What is the size of the correction for neutrons
absorbed in the source, and does this effect limit the accuracy with which
you can measure U? :

E.J. AXTON: The magnitude of the correction is about 0.3% and we

‘think the uncertainty of the correction is about 33%. The correction is
based on a measurement of the thermal neutron flux at the cavity boundary
using manganese foils and on a calculation by Ryves which agrees with the
foil measurements within about 8%. A knowledge of the capture cross-
sections of the materials comprising the source is also required.

A, T.G. FERGUSON: InTableIIl of Mr. Axton's paper, which refers
to the relatively small bath used in Mr. Condé's work, the neutron leakage
from the bath shows significant sensitivity to the assumed spectrum of
neutrons, Have similar calculations been made for the large tanks and
baths of, say, 1 m diameter?

E.J. AXTON: I think the various authors have made such estimates.
From time to time, values of ¥ are recalculated because of changes in
the assumed shape of the 252Cf fission neutron spectrum. In the 1969 IAEA
evaluation!, all the liquid scintillator values were raised, and now we have
lowered them again, The change assigned to Diven's? measurement was
0.38% and to Condé's® 0.6%, which may indicate the relative sizes of the
correction for larger and smaller baths, respectively.

! HANNA, G.C., WESTCOTT, C.H., LEMMEL, H.D., LEONARD, B.R., Jr., STORY, I.S.,
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Abstract

PROMPT NEUTRON YIELD FROM THE SPONTANECUS FISSION OF *Cf,
The average number of prompt neutrons emitted per fission in.the spontaneous fission of 252Cf has
been measured using the liquid scintillator method, A value of 3.735 * 0,014 has been obtained.

1. INTRODUCTION

A serious discrepancy exists between different determination methods
of the average number of prompt neutrons (u ) emitted in the spontaneous
fission of 252Cf, The discrepancy is 1mportant because 252Cf is used as the
standard in up measurements, espe01a11y in those for the thermal neutron
fission of 233y, 25y, 239py and #*'Pu. Any error in the standard appears
directly in relative measurements. The discrepancy first became apparent
with the publication of the data of Colvin and Sowerby [1]. Using the boron
pile, they obtained a value of 7, for 252Cf which was approximately 2%
less than the two accurate values existing at that time, both of which were
obtained using the large liquid scintillator method (Asplund-Nilsson et
al.[2] and Hopkins and Diven [3]). Subsequent discussion and an exhaustive
search for systematic errors failed to resolve the disagreement.

Recent measurements [4-7] using MnSO, baths for neutron counting
are in good agreement with the boron pile. Previous experimental data
from the recent review by Manero and Konshin [8] are summarized in
Table I. The discrepancy between values based on the liquid scintillator
method and other methods is obvious from the table. Reference to
Hanna et al, [9] in Table I is to a survey of the 2200 m/s fission parameters
for 233y, 285y, 289py and %Py (o, 0y,03, @ and n). They made a multi-
parameter least-squares fit to reassessed experimental values and included
up for the spontaneous fission of %201 in the fitted data.

Careful analysis of the MnSO, bath technique has not resolved the
discrepancy. In the liquid scintillator method, several sources of possible
systematic error (delayed gamma rays, French effect, multiple photo-
multiplier tube pulsing) have been investigated and eliminated as the source
of the discrepancy. However, the last liquid scintillation measurements
were made in 1963 and it was felt that a new measurement by this method
would be valuable, Such a measurement is reported.
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TABLE I. PROMPT NEUTRON YIELDS PER FISSION FOR 252Cf
SPONTANEOUS FISSION

Experiment Year Value Adopted Mean 2

Liquid scintillator

Asplund-Nilsson et al.[2] 1963 3.821 + 0,037 3.798 + 0.02

Hopkins and Diven [3] 1963 3.784 + 0,031

Boron Pile calibrated with
d (Y,n)p reactions

Colvin and Sowerby [1] 1965 3.704 + 0,015 3.704 + 0,024

Dependent on NPL manganese

bath

Moat et al, [10] 1961 3.718 + 0.056

Colvin et al, [4] 1966 3.691 + 0,031 3,704 + 0,024
White and Axton [5] 1967 3,787 + 0.031

Axton et al. [6] ' 1969 3.691 + 0,020

ANL manganese bath

De Volpi and Porges [7] 1969 | 3.716 + 0,017 3.716 + 0.024
Weighted mean Manero and Konshin [8] 3.731'+ 0,016

" "  Hanna et al, [9] 3,73 + 0,016
Hanna's fitted value . 3.756 + 0.010

2 Input data from Hanna et al. [9].

2. DETERMINATION OF &, FOR™Ct

The experimental system was basically similar to that used by
Hopkins and Diven and Asplund-Nilsson et al. Collimated monoenergetic
neutrons were scattered from a hydrogen target located at the centre of
the scintillator, and the probability of detecting the scattered neutron was
determined. By measuring the recoil proton energy, the energy of the
scattered neutron and its entry angle into the scintillator can be determined.
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In principle, the experiment requires the neutron detection efficiency of

the scintillator to be known for all neutron energies at all angles with
respect to the scintillator axis. The detection efficiency for ?52Cf fission
neutrons can then be obtained by integrating over 47 and the %5%Cf fission
neutron spectrum., For the required experimental accuracy, time would

not allow the exhaustive set of measurements needed to provide the complete
basic data set. It was necessary to compromise as follows:

(a) The relative efficiency of the scintillator as a function of neutron
energy and angle of emission from the scintillator centre with
respect to the scintillation axis was calculated by a Monte-Carlo
method, '

(b) The calculated efficiency values were normalized at the low-energy
end of the neutron spectrum in a measurement in which low-energy
neutrons were scattered.

(c) The shape and absolute calibration of the energy dependence of the
efficiency curve were checked in a second independent experiment.

Details of the experimental system are given below.

2.1. The liquid scintillator and electronics

The use of liquid scintillators for fission neutron counting was originally
developed by Reines et al. [11j and Diven et al. [12]. Subsequent develop-
ments were made by Mather et al, [13]. The present experimental system
has been described in detail in a number of previous publications {14-16].

The liquid scintillator tank was 76 cm in diameter and held approximately
240 litres of NE 323, a trimethyl-benzene-based scintillator containing
approximately 0.5 wt% of gadolinium, A 7,62-cm-diameter tube ran through
the centre of the tank and allowed entry and exit of a neutron beam. Neutrons
entering the liquid are moderated principally by.the hydrogen content of
the scintillator and detected by neutron capture in the gadolinium loading.
Scintillations produced by the capture gamma rays were viewed by twelve
photomultiplier tubes arranged in three coincident banks, each containing
four tubes. The average neutron lifetime in the scintillator system before
capture is 11 ps. )

The system had been in operation for a number of years, and prior to
the present measurement the detector was replenished with fresh scintillator
liquid and all photomultiplier tubes were replaced.

The 252Cf spontaneous fission counters were identical with that described
in Ref.[14]. Two were used during the measurements and had count rates
of approximately 8 counts/s and 55 counts/s. A coincidence between pulses
from the 2°2Cf ion chamber and the liquid scintillator (from prompt fission
gamma rays and neutron-proton recoil events) was used to initiate the
neutron counting cycle. This consisted of a 40-us gate, initiated 585 ns
.after fission, to count the associated fission neutrons. A second gate,
opened 100 us after the completion of the first gate, counted the background.
The electronics are shown in Fig. 1(a). The system.was identical with
that previously used, except that data were now recorded event by event
on nine-track magnetic tape and the new system allowed up to 15 events
to be counted during each gate. The neutron gate and background gate
counts for each cycle were written on the magnetic tape in a single eight-
bit word. During the course of the measurements, the scintillator was
operated at approximately 84.5% efficiency for 252Cf fission neutrons.
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FIG, 2. Neutron collimator and shield for scintillator tank,

For the calibration runs the system was used in conjunction with a
Van de Graaff accelerator. Details of the neutron collimator and shielding
arrangement are given in Ref.[16] and shown in Fig. 2.

2.2, Monte-Carlo calculation

A special Monte-Carlo code, in which the exact geometry of the
scintillator could be specified, was written to calculate the relative
efficiency of the scintillator.

In the code, source neutrons were started from the centre point of
the system from a variety of distributions in initial energy and starting
direction and were tracked through subsequent collisions until they escaped
from the system. Standard weight reduction techniques were used, but
no other variance reduction techniques were implemented so that code
debugging would not be a major problem.,

Cross-section data were taken from version III of the ENDF /B data
file, and the energy variations of the cross-sections were retained explicitly
down to 0.05 eV. Below this energy, a single thermal group was introduced
in which cross-sections were averaged over a Maxwellian energy spectrum.
Inelastic scattering from carbon was treated explicitly as being from a
single level of energy 4.81 MeV, with the angular distribution of the scattered
neutron being isotropic in the centre-of-mass frame. Elastic scattering
from carbon was treated as isotropic in the centre-of-mass frame for
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neutron energies below 0.15 MeV, but above that energy the angular
distributions compiled in the UKAEA data file were used. For both
gadolinium and hydrogen the scattering was always treated as isotropic.
The thin walls of the scintillator were ignored in the calculation.

The code allowed the starting conditions to be specified, and among the
options available were the following:

(a) Isotropic Maxwellian neutron energy distribution with specific
temperature.

(b) Monoenergetic neutron source within limits (AE) at a specific
angle to the scintillator axis.

The output from the program included the absorption probability in
gadolinium and hydrogen. The neutron detection efficiency of the scintillator
for neutrons with the specified starting conditions is then this absorption
probability multiplied by the probability of detection of the capture gamma
rays so produced. Hydrogen capture is included as the capture gamma-
ray energy of 2.2 MeV is well above the scintillator threshold and the
relative probability of hydrogen and gadolinium capture is effectively
constant for starting neutron energies in the significant energy range. It.
is assumed that the probability of detecting the capture event is independent
of the neutron starting conditions.

2.3. Normalization of the relative efficiency scale

The normalization was made to a measurement in which 2-MeV neutrons
(£50 keV) from the T(p,n) reaction were scattered from a hydrogen gas
target located at the centre of the scintillator. Scattered neutrons con-
sidered for the calibration were restricted to the energy range 0 to 1 MeV
for reasons that are given later, The neutron absorption probability of
the scintillator system was calculated for a number of scattered neutron
energies in the range considered, i.e. 1-MeV neutrons at 45° to the
scintillator axis, 0.01~-MeV neutrons at essentially 90° and a number of
other cases between these limits, The calculated difference between the
two extreme cases was 0.3%. '

The proton recoil counter is shown in Fig. 3. To minimize neutron
reactions of all kinds at the centre of the scintillator, the aluminium body
of the detector was made as thin as could be tolerated and the system
included the use of aluminium entry and exit windows for the neutron beam.

The proton counter was a standard surface-barrier detector collimated:
to an active area of 1 cm diameter. The intention was to ensure that all
recoil protons considered in the experiment (2 MeV to 1 MeV) originated
from a uniformly irradiated target volume (i.e. 2 J2 target thickness +
diameter of collimator < diameter of beam). The neutron beam for the
experiment had a diameter of 2.5 cm.

The entire chamber was filled with hydrogen gas at 1 atm. The target
thickness (120 keV) was defined by an aluminium foil placed in front of the
surface barrier detector. The aluminium was 0.014 g/cm? thick and
prevented recoil protons from reactions outside the target volume entering
the detector. The hydrogen target thickness was determined by the average
proton energy loss in the target volume. There are no problems with
multiple scattering in this experiment. The multiple scattering probability
is minute (5 X 10™®) and of no significance since the variation in efficiency
over the entire energy range is only 0.3%.
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FIG. 3. Proton recoil counter for low-energy run,

Typical recoil proton spectra for incident neutron energies of 2 MeV
have the theoretical shape down to at least 700 keV when the gamma-ray
background starts to become significant. The neutron energy resolution
(i. e. proton energy resolution plus spread in incident neutron energies)
was of the order of +70 keV. To determine the background contribution
from gamma-ray detection in the surface barrier detector, measurements
were made with the chamber evacuated. The principal background in the
experiment arose from recoil proton events in the edge protection of the
surface barrier detector. This was apparent as the majority of background
events had an associated neutron. With the range of proton energies
restricted to the region 1 to 2 MeV, the background correction to the neutron
count rates was 0.33%. We have pessimistically assigned an error of
+30% to this correction.

The electronics for the low-energy neutron runs are shown in Fig. 1(b).
For each recoil proton detected in the surface barrier detector, the
digitized proton recoil energy was recorded on magnetic tape together
with the neutron and background counting data from the scintillation tank.
Considerable care was taken to ensure that the neutron counting gate opened
at the same delay after the origin of the neutrons for both 252Cf fission
neutron counting and proton recoil counting, It is considered that the
maximum systematic error was 15 ns. The proton recoil measurements
were made with average backgrounds of 0.7 counts per gate.
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Seventeen low-energy measurements were made, Each consisted of
a series of proton recoil energy measurements interspersed with a number
of 2Cf measurements. High statistical accuracy for each 252Cf measure-
ment allowed drifts in the system to be detected, but none were experienced.
For each proton recoil measurement, a background measurement was also
made with the chamber evacuated. Each proton recoil run was analysed
separately. Analysis included dead-time correction (although an accurate
average correction was finally used — see later), unfolding of the neutron
and background distribution and an assessment of the statistical accuracy.
Two tests were made to assess the reliability of the data.

(a) Since the neutron emission for each proton recoil must be one
neutron, the unfolded neutron distribution should have a significant
probability only for zero or one count. Within the statistical
accuracy of each measurement, this was always the case.

(b) The assessed statistical accuracy can be compared with the
distribution of data of the 17 different results, A chi-squared
test indicated that the comparison was acceptable.

As mentioned previously, the maximum variation in calculated efficiency
was 0.3% from effectively zero-energy neutrons at 90° to 1-MeV neutrons
at 45°. This was less than could reasonably be determined experimentally
(although it was noted that there was no statistically significant variation),
and there is no error in treating all data for E, between 0 to 1 MeV together
and relating the value obtained to an average calculated value. Thus, if
it can be assumed that the calculation of the relative efficiency of neutron
detection is an accurate description of the energy and angular variation,
and if it can further be assumed that, once a neutron is absorbed within
the scintillator, the efficiency of detection is independent of the original
energy, then the neutron detection efficiency for a 252Cf fission neutron .
spectrum can be determined and a value of 5, for 22Cf obtained from the
25%Cf counting data.

2.4, Experimental verification of efficiency curve

It was necessary to demonstrate experimentally the reliability of the
two above assumptions. This was done in a series of high-energy runs
in which 16-MeV neutrons from the T(D,n) reaction were scattered by a
0.25-mm -thick hydrogen target (polythene) located at the centre of the
scintillator. The background from competing reactions, e.g. (n,p) and
{n, @), in the silicon detector was so high that a single surface barrier
detector could not be used. To overcome this problem a double detector
system was used (Fig.4). The first detector after the polythene target
was a 100-um -thick, fully depleted wafer, which acted effectively as a
dE/dx detector. The second was a 2-mm -thick, fully depleted surface
barrier detector [E]. An 800 mg/cm? carbon disc was placed in front of
the hydrogen target to shield the surface barrier detector from (n, p) and
{n, @) reaction in the aluminium counter material, and this ensured that
all reaction products entering the surface barrier detection system originated
in the hydrogen target. Carbon was chosen because of the high Q for (n, p)
and (n, @) reactions. Approximately 4% of the incident neutron beam will ~
be scattered in the carbon shield. However, because of the very high for-
ward peaking of the scattered neutrons, the average energy loss is very
small and the end result on the experiment minute.
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FIG.4. Proton recoil counter for high-energy run,

The electronics are shown in Fig. 1(c). A fast pulse in the [E] detector
gated the analogue-to-digital converters on both the [dE/dx] and [E] lines
and also strobed the neutron counting gates on the liquid scintillator. Data
were recorded event by event on magnetic tape. The digitized pulse
heights from both detectors were stored in eight-bit words, the counting
data from the scintillator were stored as before. The resolution of the
total energy [E + (dE/dx)] had contributions from the neutron energy spread,
the recoil proton energy loss in the hydrogen target, and from the dE/dx
and E detectors. The former detector had an energy resolution of approxi~
mately 250 keV, which was satisfactory for the experiment, the latter had
an energy resolution of approximately 80 keV. For a number of energy
ranges spanning the acceptable data (E, from 16 MeV to 6.67 MeV), the
estimated response in both detectors was calculated after allowance for
the scattering angle of the recoil proton and the energy loss in the hydrogen
target. This allowed restrictions to be set on each detector before con-
sidering an event for analysis. Fortunately, the experimental system
behaved quite well. Figure 5 shows the dE/dx spectrum for three selected
total energy ranges [E + (dE/dx)] for a typical run. All dE/dx curves peak
at the appropriate energy, and windows can be set on each side of the peaks,
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There was some contribution to the count rate from non-genuine neutron
proton scattering events. This contribution was determined experimentally
by repeating the measurement with the hydrogen target removed. The
correction for background events was 0.1% at high energies, of the order
of 2 to 3% for intermediate energies and 15% for the lowest energy. After
background events are subtracted, the total energy proton recoil spectra
approximate the theoretical shape to at least 6 MeV, .

Eight independent measurements were made. During the course of
each, frequent252Cf calibrations were made to detect any drift. A back-
ground run was also made for each measurement,

For each energy range shown in Table II the relative efficiency of the
liquid scintillator was calculated for neutrons entering the liquid
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TABLE II. COMPARISON OF CALCULATED AND
EXPERIMENTAL NEUTRON DETECTION EFFICIENCIES

Calculated Experimental
Energy efficiency efficiency
(MeV) . (%)* (%)

0.3 ¥ 0+ 2 89.1 89.3 + 0,9
‘ 0.99 ¥ 8:2-’{ 88.8 89.1 + 0.8
1.70 + 0.36 88.4 89.2 + 0,8
2,42 + 0,36 87.1 86.7 + 0,7
3.14 + 0.36, 85.8 84,5 + 0.7
3.86 + 0,36 84 .4 83.3 + 0.7
4.59 + 0,37 8.2.1 81.5 + 0.8
5.32 + 0,37 80,0 79.7 +0,7
6.03 + 0.36 76.8 76.8 + 0,8
6.73 + 0.35 73.5 | 74.2+0.9
7.42 + 0.35-'-_ 73.5 73.2 + 1.6
8.56 + 0,77 69.4 69.2 + 0.8

2 Staristical accuracy 0,1%.

scintillator at the average angle for that range. The calculated data were
then normalized via the 22Cf calibration data using the i, value determined
in the low-energy measurement, Table II shows an un-normalized

- comparison of the calculated and experimental values for each energy
range. The agreement between the two sets of data is good and confirms
the reliability of the calculation.

3, RESULTS AND DISCUSSION OF ACCURACY

" The final value obtained for the number of prompt neutrons emitted in
the spontaneous fission of 252Cf was 3.735 £ 0.014. Corrections and con-
tributions to the experimental accuracy are considered below and

summarized in Table III. :

3.1. Statistical accuracy

The statistical accuracy calculated as in Ref.[14] was 0.24%. This
was the accuracy from the comparison of the low-energy calibration of
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TABLE III. CORRECTION TO EXPERIMENTAL DATA AND SOURCE
OF ERROR

Contribution
to
Effect Correction Accuracy
(%) €]

1. Statistical accuracy : - 0.24
2, Dead-time correction:

(a) B2t +1.107°

(b) Low-energy proton recoil +0,279

(c) Relative 40,828 0.10
3. Delayed gamma rays -0.28 0.07
4, Fission neutron spe-ctra

(a) Accuracy of E : 0.12

(b) Accuracy of energy calibration . 0.17
5. French effect -0.10 0,10
6. Effect of hole through scintillator ) 0.10
7. Background error in proton recoil counter| 0,33 0.10

TOTAL 0,38

.

the scintillator with the 2°2Cf count rate. A value for 7, for 252Cf could

be deduced from the high-energy measurements. However, these measure-
ments were regarded purely as establishing the reliability of the Monte-
Carlo calculations and have not been included.

3.2. Dead-time correction

The dead-time correction followed the method given in Ref.[14] but
was extended to allow for iriple pulse overlap and two overlaps per gate,
The increased correction was estimated from a test case and amounted
to a 2% increase of the normal dead-time correction for a typical 252Cf
measurement.

The dead time of the counting system was determined by measuring
the average minimum separation of countable pulses {14]. The average
minimum separation was found to be 87 ns. However, it was noticed that
the time spectrum for the distribution of pulse separations had a small
peak slightly above the average separation. This was originally considered
to be the result of a small double pulsing probability. Subsequent investi-
gation showed the time spectrum to be independent of the count rate.



TABLE IV. DELAYED GAMMA-RAY DATA

Experiment Fission Iiiai}(f- Ena(.esrcga:.i((iaz Isotope Y;:::igzr
process (us) (keV) (%)

Guy [17] 252:¢ 0.162 115.0, 296.9, 1279.8 A=134 1.1540.10
Ajitanand [18] 252:¢ <0.250 115.2
Walton & Sund [19] 235u(n,f)
Walton & Sund [19] 239Pu(t'l,f)
Griiter et al, [20] 235u(n,f) 0.20 115,297, 1280 1340e
Boldeman [21] 252:¢
Data for correction 0.162 Total energy 1691.7 1.1540.10
Guy [17] 252¢ 0.62 324.5, 1181.0 A=135 0.3140.02
Ajitanand [18] 252:¢ 0.63 326.7 0.25+0.02
Walton & Sund [19] 235U(n,f) 3.4 13“’135Sb 134’135Te
Walton & Sund [19] 239Pu(n,f.)
Griter et al.[20] 230y (n,£) | 0.57 324.5, 1181.0 134,135, 134,135,
Boldeman [21] 2520f

L Data for correction 0.62 Total energy 1505.5 _| 0.28+0.02
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TABLE IV. (cont.)

Experiment Fission IJiiaflef ) Sz::;iies Isotope Yﬁigiﬁff
process (us) (keV) ()

Guy [17] 252 3.1 197.3, 380.7, 1313.3 A=137 0.66+0.05
Ajitanand [18] 232:¢ 3.4 383.5 0.3940.09
Walton & Sund [19] 235u(n,f) 3.4 205, 390, 1330 - 0.63+0.20
Walton & Sund [19] 239Pu(n,f)_ 3.4 205, 390, 1330 1.3040.30
Griter et al.[20] 234(n,5) | 3.2 197,381, 1313 136e '
Boldeman [21] 252.¢ 390, 1310 0.30
Data for correction 3.1 Total energy 1891 0.60+0,.05
Guy [17] 252¢¢
Ajitanand [18] 252¢¢
Walton & Sund [19] 235U(n,f) 26,7 720, 990 0.45+0,12
Walton & Sund [19] 23%u(n, £) | 26.7 720,990 0.73+0.15
Gruter et al, [20] 235U(n,f)
Boldeman [21] 2320 990 0.19
Data for correction 26.7 1710 0.38+0.19
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TABLE IV. (cont.)

- Half- Cascade Yield per
Experiment Erl.(s)g;(:; life energies Isotope fission

Guy [17] 2320¢
Ajitanand [18] 232:¢
Walton & Sund [19] 23¢(n,£) | 56.0 260, 850 0.85+0.07
Walton & Sund [19] 23%4(n,£) | 56.0 260, 850 0.724+0.06
Griter et al, [20] 233 (n,£) | 57.0 257.. e
Boldeman [21] 252¢ 250, 850 0.25
Data for correction 54,0 1110 0.5040.25
Guy [17] 252%:¢
Ajitanand [18] 25ZCf
Walton & Sund [19] 233(n,£) | 8o 460, 1250 0.3240.05
Walton & Sund [19] 23%u(n,£) | 80 460, 1250 0.46+0.03
Gruter et al.[20] 235U(n,f)

252
Boldeman [21] cf 1250 0.32
Data for correction 80 1710 0.64+0.32

€€/%-9%g-1d- VAV
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Thus, although the effect is not entirely understood, it is now considered
to be a consequence of the coincidence arrangements on the photomultiplier
tubes. Then the small peak is produced by pulses occurring earlier than
the apparent minimum separation. The value for the dead time has been
adjusted accordingly to 78 ns, and an error equal to the correction is
assumed, .

The accuracy of the calculated dead-time correction is limited by the
statistical accuracy of the counting data. Thus, there is a significant
distribution in the magnitude of the dead-time correction for the low-energy
proton recoil measurements. To bypass any error introduced on this
account, a composite dead-time correction was made to the combined data
from the 17 different measurements. There is, of course, no problem
with the statistically highly accurate 252Cf data. The dead-time correction
for the low-energy proton recoil measurements was 0.279% and for the
352Cf data 1.107%.

3.3. Delayed gamma rays

Delayed gamma rays have been observed following fission and have .
been attributed to the decay of isomeric states. A number of these isomeric
states have half-lives in the range 0.15 to 80 us and emit cascade gamma
rays which exceed in total energy the threshold of the liquid scintillator.
They will, therefore, make a contribution to the 252Cf neutron count rate.
Table IV lists the experimental data for half-lives, cascade gamma-ray
energies, an assignment as to their mass and charge and percentage yields
per fission of the isomeric states that contribute significantly. Also shown
in Table IV are the yield data used for the delayed gamma-ray correction.

For the 0.162-us isomer, the yield has been taken directly from
Guy [17]. From this reference, the yield for the two higher-energy gamma
rays has been averaged. Because the difference in yield exceeds the
experimental error, a slightly larger error has been assumed.

For the 0.62-us and the 3.1-us isomers, weighted averages of Guy [17]
and Ajitanand [18] have been used. For the longer half-life isomers
there are only some unpublished data from an experiment performed
several years ago [21], The data from this experiment were never satis-
factory, and it can be seen in Table IV that they are systematically low
by a factor of 2, especially in comparison with the 235U and 23%Pu data
from Walton and Sund [19]. The data of Ref.[21] have therefore been
renormalized to the Guy [17] and Ajitanand [18] average data for the 3.1-us

"isomer. Errors of 50% have been given to the yield data.

The efficiency of the scintillator was measured for a number of
gamma-ray energies up to 3 MeV using calibrated isotopes. The con-
tribution of the delayed gamma rays to the 252Cf neutron counts was estimated

-from the yield data inTable IV andthe gamma-ray efficiency data. The
correction to the 252Cf count rate was -0.28 £ 0.07%. The errors have
been added linearly.

3.4. Fission neutron spectra

The efficiency of the liquid scintillator for 252Cf fission neutrons has
been calculated assumning that the spectrum is accurately represented by
a Maxwellian distribution, The experimental data generally agree with
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TABLE V. COMPARISON OF MAXWELLIAN ENERGIES '

Experiment : Maxwellian energy
Werle and Bluhm [ 23], proton recoil 2,155
Werle and Bluhm [23], He spectrometer 2. 130

Consistent with
Pauw and Aten [24] w

2,085
Zamyatnin [25] 2.22
Green [ 26] ) 2. 085
Meadows [ 27] 2. 348.
Condé and During [ 28] 2,085
Bonner [ 29] 2 05

Smith et al, [30] 2,85

this view, but there are serious discrepancies between. experimental
determinations of the temperature describing the Maxwellian shape [22].
The discrepancy between microscopic and macroscopic determinations of
the fission neutron spectrum for 235U and 239Pu is to some extent relevant
t0 252Cf, In addition, there appears to be a discrepancy between microscopic
measurements of the temperature for 22Cf. Table V shows a compilation
from Werle and Bluhm [23]. Stated simply, one group of measurements
cluster around E =2.15 MeV (E = 1.5 T) and the other group near 2.35 MeV.
The evidence in our judgement is stronger for the lower average. We
have accordingly used a value of 2.15 MeV for the average Maxwellian
energy and have subjectively given this value an error of +0.05 MeV., The
present value of b, for 2’C{ can be adjusted in the future when the problem
is resolved, using db_/dE = 0.091 MeV™L

A further contribution to the experimental uncertainty arises from the
precision with which the neutron energy dependence of the scintillator is
known. The value of 7, obtained in the present experiment is based on the
calculated energy dependence of neutron detection. From Table III, the
calculated shape has been confirmed experimentally to better than 1.5%.
An error (Table IV) has been estimated assuming that the energy dependence
is exact between thermal and 1 MeV and is in error from 1 MeV upwards
at the rate of 1.5% per 10 MeV,

3.5. French effect

It has been suggested by Soleilhac et al. (quoted in Ref, [31]) that the
requirement of a prompt scintillator pulse introduces an error in 252Cf
fission neutron counting. The error is considered to occur because the
probability of a coincident scintillator pulse is not independent of the number
of emitted neutrons. The magnitude of the effect given by Soleilhac et al.
was approximately -1.5% for a measurement performed under conditions
similar to the present one. A subsequent investigation of the French effect
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A
has shown it to be significantly smaller. Mather et al, (quoted in Ref.[31])
obtained a value of -0.1% for an experimental set-up similar to the present
experiment. Signarbieux et al. [32] find a value of -0.1%.

For the present experiment, the neutron detection efficiency of the
liquid scintillator with and without a prompt scintillator pulse has been
compared at a neutron detection efficiency of 84.5%. The efficiency was
apparently 0.10 £ 0.10% higher if a coincident scintillator signal was
required. The present experiment could have been performed without a
coincident signal being required in the 252Cf neutron counting, but additional
care is needed in these circumstances to minimize electrical interference
(e. g. from other experiments). We prefer to use the coincidence and
accept the accompanying small correction and the slight increase in the
experimental error.

3.6, Effect of the hole through the scintillator

The hole through the scintillator has a direct geometrical effect of
0.5% on the neutron detection efficiency of the scintillator. In addition,
"the liquid scintillator in the vicinity of the hole presents a varying thick-
ness to the neutrons depending on the emission angle with respect to the
scintillator axis. The experiments conducted for calibrating and proving
the performance of the scintillator have not tested the adequacy of the
calculation in assessing this second effect. In these experiments it was
not possible to investigate sufficiently low-energy recoil protons. A
possible alternative method of testing the calculation is to insert a plug
into the hole and measure the efficiency with and without the plug. The
effect to be looked for in terms of leakage is of the order of 0.25% (only
half of the hole can be filled because of the 252Cf fission counter). Under
these conditions, however, there is a further effect that completely
dominates any variation'in the leakage. Neutron capture in the hydrogen
plug is of the order of 1.2%, and since the majority of these hydrogen
captures will not be detected by the photomultiplier tubes, the efficiency
of the scintillator will fall with the plug inserted rather than rise, by up
to 0.9%. An effect of this size has been observed. There does not appear
to be any satisfactory method of testing for the influence of the hole,

An error has been assessed as follows. The leakage from the scintillator
has been determined with and without the holes filled with scintillator., The
total effect is 0.6%. There is a geometrical effect of 0.5% and therefore
the calibration estimates an effect of 0.1% because of the influence of the
hole on the surrounding volume, We have assumed an error of 100% in
this estimate,

3. 7. Multiple pulsing

Signarbieux et al. [32] have suggested that multiple pulsing of the
photomultiplier tubes on the liquid scintillator may cause an error in Dp
measurement. The multiple pulsing probability could not be measured

- for the present experiment. The neutron distribution data for the low-
energy proton recoil measurements suggest that the probability is less
than 0.2%. The multiple pulsing probability would also appear in a measure-
ment of the average pulse separation, The strange effect observed in this
measurement (referred to in section 3.2 and, if a multiple pulsing problem,
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equal to a probability of less than 0.2% for neutron counting during a ?52Cf
fission neutron gate) has been attributed to an effect of the triple coincidence,
However, it is not considered, that a large multiple pulsing probability
would affect the data. The comparison in this experiment is between
neutrons emitted in 2°2Cf fission and neutrons from proton recoil reactions,
The multiple pulsing probability should be independent of the neutron source
and therefore would cancel. An effect would only be experienced if the
probability becomes high enough to influence the dead-~time correction.

3.8. Other sources of error

A number of other sources of error were considered:

(a) Physical difference between the 252Cf fission counter and the proton
recoil counter. For 252Cf fission neutrons, no variation in
efficiency of the scintillator could be measured between the proton
recoil counter placed directly beside the fission counter and with-
drawn entirely.

(b) Gate starting time. There is a possible difference of +5 ns in the
starting time of the liquid scintillator counting cycle between 20t
neutron counting and neutron counting from proton recoil reactions,
This difference in the efficiency is insignificant.

(¢) A numiber of other sources of error have been considered in
Ref.[14]. They have been shown there to be minute.

4. CONCLUSION

The value obtained for 7, for the spontaneous fission of 252Cf,
3.735 + 0.014, is in better agreement with results from the boron pile and
MnSO, bath determination than with previous liquid scintillator measure-
ments. Therefore, the present value seems to confirm a lower value of
vy for 252Cf, '
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DISCUSSION

J.W. BOLDEMAN: Another effect I should mention is neutron capture
in the steel frame of the scintillator. I do not think this effect is important
although it does contribute to the neuiron count rate, Neutron capture in
iron makes available about 8 MeV of gamma energy so that it does not
matter significantly whether the capture takes place in iron or in the
gadolinium loading.

B.C. DIVEN: As a result of correspondence with Mr, Axton we 1nc1uded
all iron parts of our system in our Monte-Carlo calculations, I also
looked up the pulse-height spectrum obtained from capture in an iron sample
at the centre of the scintillator and compared this with the pulse-height
spectrum obtained from capture in cadmium, with which our scintillator
was loaded.

As expected, very little capture occurred in the iron structure, the
spectrum for capture in iron was slightly different from capture in
cadmium, and the efficiencies were a little different. The resulting
correction was negligible. Since the neutron lifetime in Boldeman's
scintillator was a little shorter than in ours, the correction would be even
smaller for his experiment,

J.W. BOLDEMAN: The thickness of iron might be considered to con-
tribute to the effective volume of the scintillator. I have compared two
cases. In the first, it was assumed that scintillator liquid also occupied
the space normally occupied by iron. In the second, it was assumed that
the scintillator liquid occupied only its own volume and that no iron was
present. The difference in U for the two cases was only something like 0.04%.

H. CONDE: I would like to know more about the normalization of the
relative efficiency,

J.W. BOLDEMAN: We calculated the efficiency of the scintillator at
a series of neutron energies for a series of angles of entry of neutrons into
the scintillator. We thus obtained the calculated efficiency. for a matrix
of rieutron energies and entry angles. From our low-energy proton-recoil
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measurements, we determined the observed efficiency for neutron detection
corresponding to points along one of the semi-diagonals of the energy-

angle matrix. .The entire matrix was then renormalized to these data. It
was then necessary to-demonstrate that the variation of efficiency across
the energy-angle matrix had been correctly calculated. Therefore we made
more proton-recoil measurements to obtain data corresponding to points

on another semi-diagonal which cuts across the entire range of energies
and angles in the matrix. If the measurements agreed with our calculations,
then we assumed that we have sampled simultaneously, and calculated
correctly, the variation in efficiency both with neutron energy and with
.angle of entry of the neutron into the scintillator. To determine every point
in the matrix experimentally would require measurements at all neutron
energies up to 16 MeV,

H. CONDE: Is the axial hole through the scintillator included in the
Monte-Carlo calculations?

J.W. BOLDEMAN: The exact geometry is specified,

E.J. AXTON: Is it possible for a calibration neutron or a background
neutron to find its way into the proton recoil counter and to start an event?

J.W. BOLDEMAN: Ihavenot specifically worked this out, but I think
there is sufficient information in the paper. The probability for multiple
scattering of each calibration neutron which enters the proton-recoil counter
ig 5 X 107%, Since there is no multiplication of neutrons, I do not see why
the probability of producing a proton recoil should be any greater for a
neutron scattered back into the detector than for one which originally enters
as part of the neutron beam.

A neutron scattered back into the detector would also have very low
energy so that it would be even less likely to cause an event. This was
one reason for using low-energy neutrons in normalization experiments.
Finally, any uncertainties contributing to error in the proton recoil energies
are minimized because the variation in efficiency for neutron detection is
only 0.3% over the entire recoil-proton energy range.

R.W. PEELLE: 1have several interrelated questions.

{1) What does the pulse-height spectrum:of the scintillator look like
and where is the bias set?

(2) Is it possible to make an estimate of the absolute efficiency without
normalizing? This would help in understanding the processes which occur,
even though the calculated efficiency might not be so precise as required
or as obtainable experimentally,

(3) It appears not to matter significantly that the efficiency for detection
of a neutron varies, depending on how close to the shell of the scintillator
it is absorbed. Perhaps this is because, even at the highest energies, few
neutrons are absorbed near the edge. In this context, what is the effect
of the tube which passes through the scintillator?

J. W, BOLDEMAN: We do not claim that the probability for detection
of gamma rays from neutron capture is constant over the ertire volume
or even that the variation is small, Neutrons entering the scintillator
undergo a large number of scattering collisions so that it is not long before
they have forgotten their original starting energy. It is only the small
difference in the average position of neutron capture which affects the
relative detection efficiency for gamma rays.

Mr. Diven pointed out earlier that the difference in average position
of capture for californium neutrons and for calibration neutrons was small
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s0 that the effect of differences in efficiency for detection of gamma rays
as a function of capture position is much reduced.

B.C. DIVEN: As a result of correspondence with Mr. Axton, I have
recently reviewed information relevant to Mr. Peelle's questions. The
shape of the pulse-height spectrum will, of course, vary from one scintil-
lator to another. Our scintillator was considerably larger than Boldeman's
and a greater percentage of its area was covered by a photocathode so our
pulse-height spectrum may have had a somewhat more desirable shape
than his. '

In the pulse-height spectrum (probability versus pulse height) of our
scintillator, the probability was near zero at zero pulse height and rose
almost linearly to a maximum at the maximum pulse height of about
9 MeV, which is approximately the binding energy for thermal neutrons in
cadmium. With a bias of approximately 1 MeV, we could make a small
extrapolation to estimate the fraction of pulses missed. We started our
gate at about 1 us and were able to estimate the fraction of events which
occurred before and the fraction which occurred afterwards. If these
various fractions and the estimated leakage are added up, the loss of
eff1c1ency of the scintillator can be accounted for within probably 2%, which
is within the accuracy to which the approximations can be made., The
estimated efficiency is not nearly so accurate as measuring the overall
efficiency by scattering neutrons off protons, but the agreement is very
reasonable,

M.S. COATES: Do you get a severe background effect from cosmic
rays at low pulse heights corresponding to about 2 MeV?

] J.W. BOLDEMAN: Yes. We operate the scintillator at lower efficiency
in order to eliminate background which rises very rapidly at low pulse

heights, ‘In the californium measurements the background was about

0.26 - 0.28 counts per gate.

If a large amount of data is accumulated, one occasionally finds very
high energy peaks which might be attributed to cosmic rays. In some early
experiments, scintillators were equipped with a device to ignore all events
whenever a cosmic-ray event was detected, We have never used such a
device because we think the probability of such an event is the same for
fission neutron or background neutron counting.
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Abstract

SUMMARY OF THE CONSULTANTS' MEETING ON THE 2200-m/s FISSION AND CAPTURE CROSS~SECTIONS
OF THE COMMON FISSILE NUCLIDES,

In 1969, IAEA consultants reviewed the 2200-m/s fission parameters of the common fissile nuclei
and recommended values on the basis of least-squares fits of the available data. In November 1972, another
group of consultants met at the IAEA to review the input data and the assigned errors which determine the
weighting of the various data in least-squares fitting procedure. New recommended values of the 2200-m/s
fission parameters of 2*U, ¥y, #*°py, *py and ***Cf will be published.

In November 1972, a consultants' meeting was held at the IAEA to
discuss and reassess inagut data for the [AEA evaluation of the 2200-m/s
fission parameters of 283y, By, py, 2lpy and®2Ct, The participants
were B.R. Leonard, Jr., J. Story, E. Axton, H. Lemmel and C. Dunford
from the IAEA and myself,

It is impossible to go through each single entry to this least-squares
fit., This paper refers to a few points where information is still lacking,
where serious doubts about some measurement groups exist, or where
striking difference in the output is obtained when one measurement or a
group of measurements is discarded from the input.

Discrepancies exist among the alpha half-lives used to determine the
number of atoms in many fission cross-section measurements at 2200 m/s.
In the 1969 IAEA review [1] the value recommended for the half-life of

34U was (2.488 + 0.016) x 10° a, whereas a recent determination at the
Central Bureau for Nuclear Measurements (CBNM) using several counting
techniques and several destructive methods (controlled potential coulometry,
isotopic dilution, weighing in ultra-high vacuum) produced the value
2.446 x 10° a = 0.3% (99.7% confidence limit). This value has been
confirmed at Chalk River and at Argonne National Laboradtory.

For the 23y alpha half-life the situation is much more uncertain,
There is a group of half-life values situated around 1.61 X 10% a, and there
are two recent low values, ‘one by Oetting who used calorimetry and one
by Keith who used an alpha counting technique, of about 1.553 x 10° a.
However, there is a preliminary Chalk River value of 1,583 x 10° a that
falls in between the two groups. The value used in the 1969 evaluation was
1.593 x 10% a (+ 1.5% accuracy). In our last run, we used 1,58 x 1¢° a = 0.03
(average between high and low) with the hope that a more precise and
decisive measurement will become available soon from CBNM.

315
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As regards the 23%Pu alpha half-life, another problem arose. Until
now, all half-life messurements had been very consistent at about
24 395 + 29 a. The earlier calorimetric measurements of Oetting in 1969
were alsoiin reasonable agreement. However, the recent value of Oetting
from his ealorimetric experiment is 24 065 + 50 a, which is discrepant
from the value obtained by other experimenters by about 1.3%. This will
be directly reflected by the o;-values entered in the evaluation. Here
also, aprecise counting experiment could be decisive. One should not over-
look that in a calorimetric experiment the branching ratio as well as the
energies of the alpha particles are required to derive the half-life value.

There was an extensive discussion of use of 2200 m/s fission cross-
sections of earlier experimenters with full regard to problems such as
extrapolation to zero thickness for efficiencies determined in the range
0.1 mg/em?® to 0.5 mg/cm?, ]

The problem of underestimating fission fragment losses in thin foils
was also discussed. Further, the effect of foil absorption in connection
‘with fission neutron detection under 90° and 45° carried out at Aldermaston
was brought up. Our work at CBNM concerning foil assay and specirometer
calibration was extensivelgasand critically discussed, and finally a higher
fission cross-section for U was introduced taking into account the
alpha half-life change in 234y and some underestimated corrections in
previous measurements. The input value for 2357 now is about 587.5 b,
whereas in the previous review it was 581.6 b.

Another problem that was discussed at length was the deduction of a
2200-m/s value from an irradiation experiment. It is very hard to
estimate the errors on such an experiment because of the assumptions
that are made concerning the neutron spectrum in which the irradiation
took place. Not only the temperature but also eventual distortions from a
Maxwellian distribution have to be accounted for, However, in the 1969
evaluation, some alpha values and especially fission cross-section ratios
from the Chalk River (CRC) irradiation experiments were entered with
such a high'precision that they limit to some extent the variation of other
parameters. The value from the 1958 CRC experiment for the g;-ratio
of 239I’t)./235[1 comes down a little when the new alpha half-life of 3y is
taken into account, but a recent experiment [2] is half-life. independent
and gives:a value which is only 0.4% lower than the previous one. To
illustrate -what this means for 239Pu/235U, some recent values of g-dependent
fission cross-section ratios are given as follows:

White et al. {3}: Direct monokinetic energies 1.253 = 0.022
Thermal column irradiation
(g-dependent) 1.277 £ 0.025
Beam extracted grom thermal
column 1.235 + 0.022
Keith et al. [4]: Thermal column irradiation 1.271 + 0.015
Bigham et al, [5]: 1958 CRC 1.2970 + 0.0075
Lounsbury et al. [2]: CRC 1.2926 = 0.0081

(temperature controlled)

CBNM ratio: 1.263 + 0,0096
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The last two measurements are contradictory and prevent to some extent
the 23%U fission cross-section from becoming higher as a result of the
least-squares fit of all the data. Therefore, trial least-squares fits are
planned to evaluate the effect of some highly weighted values, which tend
to exclude less highly weighted data with which they disagree.

There were similar problems regarding the weight that the evaluated
V-value for 252Cf carries as compared to the n-values entered by Macklin
et al. [6] and Smith et al. [7].essentially with an error of 0.3%, based on
Monte-Carlo calculations of a rather complex system (3% corrections),

A run made using all data (n, ¥ ratios, absolute values of ;) yielded
3.750 = 0.007 for Tcs as output. When the absolute ¥ (252Cf) values were.
left out, vy became equal to 3.785 + 0.012. So here there is an inconsistency
and probably the r-values should have wider errors assigned., A critical
review of the V-ratios has to be carried out,

It was also suggested to allow for differences in the fission neutron
spectrum of various isotopes and for the small effects that may result from
a poorly defined distinction between ¥, and ¥, , but they were considered
of minor importance.

Several trial runs have already been performed by Lemmel with the
new input data, but some of the problems noted here need further considera-
tion before a final run can be made and before final values for all the
parameters can be recommended., Nevertheless, when comparing the
very preliminary output from the last trial runs, we see that, compared
to the 1969 IAEA evaluation, there will be several changes in the
recommended values i.e. o5 of 235 will be increased, o, of 2351 will be
decreased, 17“)t of 2%2Cf will be decreased, changes will be made in almost
all g-factors, and of 22°U) will be decreased. There will be relatively
little change for 2*Pu because the input data are so poor.

It can be concluded that, for the final revision of the 2200-m/s fission
parameters, analysis work still remains to be done especially for g-dependent
values, perhaps for n and certainly for the alpha half-life values and ¥ ratios.
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DISCUSSION

R.W. PEELLE: In the two n-measurements, one by Macklin et al.l
and one by Smith et al.?, is it possible that there are correlations between
the uncertainties because both experiments were done with manganese
baths? Are these correlations taken into account in the least-squares
programme used to evaluate the 2200-m/s data?

E.J. AXTON: In the n-measurements using manganese baths, there
are three important effects for which corrections must be made.

(1) In the centre of the bath is a cavity with the neutron source inside
it, It is necessary to estimate the number of neutrons which are captured
in the structural material of the cavity after thermalization in the solution,
The flux density at the cavity boundary is estimated by calculation and by
measurements using foils. The problem is complicated by self-shielding
effects of the many materials present,

(2) Fast fission caused by fission neutrons leaving the sample produces
additional neutrons which should not be counted.

(3) In addition to the thermal flux striking the cavity, there is a slowing-
down flux from the solution which can penetrate the cadmium shields and
cause fast fission.,

The correction given by most authors is 3,3%, and they estimate its
uncertainty to be 6%. Even using Monte-Carlo techniques, I would think
that a 20% uncertainty in the correction would be more realistic,

The geometrlcal arrangement in all these experiments is similar, but
I do not kriow to what extent this implies correlation among errors, Some
errors are obviously correlated, but not all.

! MACKLIN, R.L., DE SAUSSURE, G., KINGTON, J.D., LYON, W.S., Nucl. Sci. Eng. 8 (1960) 210,
* SMITH, J.R., READER, §.D., FLUHARTY, R.G., Rep. IDO-17083 (1966); see also NBS Spectal
Publ. 299 1(1968) 589, and Rep, WASH-1093 (1968) 58,
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Abstract—A=KoTaL¥S

USE OF CALIFORNIUM-252 AS A STANDARD FORT AND NEUTRON SPECTRUM MEASUREMENTS.

In the paper, the use of spontaneous califorpium-252 fission events as a standard for the calibration of
neutron detectors in large-scale studies is considered and the difficulties of using californium in measurements
of i are pointed out. Measurements of the neutron spectrum in spontaneous californium-252 fission require
the collection of data in order to derive a recommended spectrum form which could be used as a standard in
fast-neutron spectroscopy. The detectors used in the studies are described.

NMPUMEHEHHUE KAJTH$OPHHA-252 B KAYECTBE CTAHIAPTA NNPH H3MEPEHHUSX 7 B
CNEKTPA HEHTPOHOB.

B aoxnase paccMaTpHBaeTCA BONpOC 06 HCNOAb3OBAaHUH CHOHTAHHBIX Ae/eHHH KaJHHOpHHA~
252 B KayecTBe CTAaHAAPTHOI'O HCTOYHHKA HEHATPOHOB ANAA rPpalyHPOBaHHA ReTeXTOPOB B MaCCOBHIX
HelATpoHHBIX HCCneRoBaHUAX. OTMeYapTCA TPYAHOCTH NPUMEHeHUs KannhopHUa ANA H3MepeHHR
v. HMaMepeHHa cnexTpa HeATPOHOB NPH CNOHTAHHOM AeneHuM KanudopHus-252 npeAycMaTpHBALT
c6op AaHHBIX ANS BEHPaGoTKH pexOMeHAoBaHHONW OPMEI CNeKTpPa, KOTOPYH MOXHO 650 Gkl MCnoAb=
30BaTh B KayecTBe CTaHAapPTa B CNEKTPOCKONHH GricTphx HeiTpoHos. JaeTcs onucaHHe KeTeKTo-
POB, HCNOJAbL3YeMBX B HCCNEeAOBaHUAX .

BonpmuHCcTBO HEATPOHHEIX H3MEPEHHH CBOAUTCSH K ONpefie/ieHHI0 KOAH™
YecTBa ¥ CIEeKTPaJdbHOTO cocTaBa HeATpouos. Jas xaaubpoBxH ZeTeKTOPOB
Heli TPOHOB IpH peHleHHH TaKHX 3alay HCIOJB3YKWTCS CHOXHEIE H TPYLOEMKHEe
MeTOoXsl, BKAndawue B cebs onpeleneHue abconorHoll 3dHeKTHBHOCTH H
3HEpPTeTHYECKO# YYBCTBUTENBHOCTH NETEKTOPOB.

Jns uaMepeHUs KONHUECTBa HelMTPOHOB OOLIYHO HCHOJAb3YWTCHA TakHe
MeTOALl KaK MorjomeHue HeATPOHOB B MapraHUeBo# BaHHe, METOX CONYT-
CTBYDOHHX YaCTHL, U3MEpeHHe HHTeIpanbHOi aKTHBHOCTH, CONPOBOXAawL] el
ofpasoBaHue HeHTPOHOB, HalpUMep B peaKUHH "Li(p,n) 7Be,ct-xe'r Yucia npo-
TOHOB OTAAYH MPH pacCesiHUM HelTPOHOB Ha BoZopoAe. MaMmepeHHsS sHepreTH-
yecKol 3aBUCHMOCTH 9P PeKTHBHOCTH ZETEKTOpa OBBIYHO NPOBOAATCSI OTHO-
CHTENBHO CeyeHHH TaKMX CTaHZapTHHX peakumit, kak H(n,p), °B(n,a); SLi(n,e);
Au(n,v), 235U(n,f) . Bce 3TH MeTOAH AOCTaTOYHO MOAPOGHO M3/N0XEHHl B pa-
6oTax Apyrux -aBTOpoB. CleXyeT AP NOAYEPKHYTH, YTO BCe OHU TpebyioT
OT 9KCIepUMeHTaTOpa 6ONBMOTo MCKYCCTBa M GONBUIMX 3aTpaT BPeMeHH.

B c¢BfI3u ¢ 9THUM NPeACTaBAdAeTCA BeCbMa NOJEe3HBM UMEeTh UCTOYHHMK
Hel TPOHOB ¢ XOPOMO H3BECTHHIMH HHTEHCHBHOCTBI M CMeKTPOM HEeHTPOHOB,
KOTOPHIH MOXHO 6110 6B HCNOAB30BATE s I'PalyHpOBaHHA AETEKTOPOB
B MacCOBBIX Hefi TPOHHBIX HCCIeROBaHHAX 6e3 NMpHMeHEeHHs ONHCaHHHX Bhille
MeToAoB. Ha Ham B3T/NAA B KauecTBe TaKOro yAOGHOrO cTaHZApPTHOTO MC-
TOYHHKA Hel{TPOHOB MOXKHO MCIIOAb30BaTh CNOHTaHHEIE HejleHHa Kaludop-
Hua-252.
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HHTeHCHBHEE HCCAeJOBaHUA cpeldHero YHcja MIHOBEHHBIX HeATPOHOB
OpH CHOHTAHHOM AeNeHUH KalHGopHUA-252 MO3BONIIOT HalesATbCA, YTO B
Gauxaiillee BpeMs HeoMpeAeNeHHOCTh 3HAHUA TOH BeNMUMHB ZOCTUTHET 0,5%.
OTo 06CTOATENBCTEO AeaeT KaauGopHUH UCKAIOIMTENBHO HaJeXHpIM CTaH-
AapToM AJis HaMepeHUil ¥ U30TONOB TOPMS, ypaHa, IIYTOHHUS ¥ APYTHUX AeJIsIAX~
cs seMeHToB. ONHAKO CleAyeT OTMETHTh U Te TPYAHOCTH, KOTOpPHE BO3-
HMKAIOT MPH MCMO/b30BAHKHM KalnHPOPHHA B KaueCTBe CTaHAapTa LS MU3Me-
peHuit U: ‘

1. [Jas npeuu3HoOHHBIX H3MepeHUH Heo6XOAHMO 3HaHHe CHEKTPOB Hel -
TPOHOB fIPH CIHOHTAHHOM HeNieHHH KaanpopHHA=252 U AeJeHHH HCCIeAyeMOTo
usoTOmA. | o

2. Ilpouecc AeneHHs CONPOBOXAAETCH M3JyYeHHEM pa3HooOpa3HEIX {10
NpUpoAe Y -KBaHTOB B MHMPOKOM MHTepBaje SHepTHIl U BpeMeH UCHyCKaHHd .

B CcBs3H ¢l 9TUM MOTYT BO3HMKHYTh TPYAHOCTH B WU3MepeHUAX, ocobBeHHO mpu
KCMOAb30BaHHH KeTeKTOPOB, YYBCTBHTEABHEIX K Y "H3JIyUeHHIO.

3. KonuuecTBO N CNEKTPaabHLIH COCTaB HCMyCcKaeMbIX OCKOJNKaMU HEHT-
POHOB CHJIBHO CKOpPPE/JHMPOBAHH C TaKMMH XapaKTepPHUCTHKaMH OCKOJKOB, KakK
HUX MaccCH, KHHeTHYeCKHe SHepTHH U B3aMMHEIe YIJIOBble pacnpele/eHus .

OT0 06cTOsATENBCTBO TpebyeT Ty6OKOTO H3Yy4eHHs] KOPPe/AlHOHHEX CBOHCTB
MPOAYKTORB Je/ieHHT U TIfaTe/JbHOI'O aHa/H3a NMOCTaHOBKH ONMLITOB MPH H3Me-
PEHHSX TaKUX UHTeTrpajbHLIX XapaKTepHCTHK, KakK V.

4. Pa3znuuue BeAMYMH U ANd KaauPopHusa-252 4 MccaedyeMoro usoTona
TpebyeT BHeCEHHSA COOTBETCTBYDIIHX fIONPaBOK C yYeTOM CYeTHBIX KauecTB
AeTeKTopa HEHTPOHOB H 9JIeKTPOHHOH ammapaTypsl .

Bropas cTopoHa npobineMbl — onpeXAelieHHe CHEKTPaJbHOTO COCTaBa
HeHA TPOHOB NpPH CIIOHTAHHOM JejleHUH Kanudopuusa-252 — Ha Ham B3ITAAL AO-
BOJILHO ZaieKa OT coBeplleHcTBa. Jlo nociaelHero BpeMeHH OCHOBHOe BHHMa-
HUe MPH M3MEPeHUAX CIEeKTPOB YAeNANOCh ONpehesieHU0 cCpefineil sHepTUM.
CnekTp, Kak NpaBHJIO, ONKCHBANCH pachpeleseHHeM Makcsesla

/A E
N(E)~E “exp (- /T) n TeM caMbIM HCKTOYANMCE U3 PacCcMOTpeHHs JIOKaIbHEIe
OTKJIOHEHHUs OT IJIAaBHON KPHBOMH, a Takxe BapHauuu T Mo pasHsM HHTepBajaM

TABJIWIA I. 3HAYEHUS IAPAMETPA 1, IONY -
YEHHBIE B IM®®EPEHLUWATBHbIX H3MEPEHUSAX
CIIEKTPOB HEITPOHORB IIPY CIIOHT AHHOM
IEJTEHUY KAJTH®OPHUSI-252

MeTon usmepeuut I JIutepaTtypa
P OTONNACTHHKH 1,402 £ g:g:: 1
doTonnacTHHKH 1,57 % 0,05 2
Bpewms nponera 142 £ 0,05 2
-n - ’ 1,56 3
-" - . 1,39 + 0,04 4
-" - - 1,565 5
-" - 1,48 + 0,03 6
MpoTousl OTAAYK 7
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Puc.l.CnexkTpsl HeATPOHOB MPH CNOHTaAHHOM AeNEeHHH xa.nu(bopﬂuﬂ-ZSZ, noay4yeHuse NPpH KCMONbL3OBaHHHK
aetexTopa I (+), I1 (e), III (o),

sHepruu uefiTpoHoB. OueHb TPyAHO CYAHTB O CTENEHH COTrJIacCUf CIEeKTPOB,
H3MepeHHsIX B pab6oTax [1-7], nockonbky pesynbTaTh NpelAcTaBASIOTCA 06bIY-
HO B BuJe TpadukoB B noinynorapudmudyeckom Macimrabe. OxHako TOT HaAKT,
4YTO 3HaYyeHHA napameTpa T uMenT sHauuTenbHHH paabpoc (Tabn.I), ToBOPUT
0 TOM, 4TO U HOPMEH CNEKTPOB, MOoAy4eHHHX B paboTax [1-7], He coBnazawT.
Tak pasiuuue T Ha 7% O3HayaeT pasjiHuMe MaKCBEJJMIOBCKUX KPHBHX Ha 8-25%
B HHTepBaJje aHepruil HeliTporos (0,5-7) MaB.

B HameM MHCTHTYTe NPEANPHHMUMAKNTCSA YCHAUA MO H3MepPeHMIo ClieKTpa
HeHTPOHOB Npu CNOHTAHHOM Ae/JTeHUU KamuGopHHa-252 ¢ TeM, 4TO6H Ha OCHO-
Be NOJy4YeHHrIx JaHHHIX, a TaKXe UMCJIOBHX NaHHBX ADYTUX aBTOPOB BrpaGo-
TaTh peKOMeHIOBaHHy®o $OPpMY CHeKTpa, KOTOPYI MOKHO G510 6B HCHOAB30-
BaTh B KadYecTBe CTaHAapTa B CNEKTPOCKONMMH GHICTPHIX HeliTpoHoB. Jas
6onpmeit [OCTOBEPHOCTH PE3YNLTATOB H3MEPEHHs ClIeKTpa HelTpOHOB Jene-
HUS BeAYTCS C MCIONb30OBaHNWEM Pa3HBIX JeTeKTOPOB H pa3HEIX MeTOAOB HX
xanubpoBku. Ha puc.l npusedeHs pesyabTaTh U3MEpPeHHH CMeKTpa HeATpo-
HOB IIpH CHIOHTAaHHOM IefleHHH KanudopHus-252, nonyvennsie I'. H.JloBunkosoi,
B.lnsgsckueuM U Zp. Hcnonb3oBaluchk clelylomie Ae€TeKTOPH:

1. Xuaxuit cuuHTUAAATOp (¢ = 60 MM u L = 60 MM) npocmaTpusalics ABY-
Ma &Y, BKIOUEeHHEIMH Ha coBlaZeHusa. JleTeKTOp OKPyXeH CBHHUOM, Ha
MyTH HeliTPOHOB TOJIMHH2 CBHHNA cocTaBasana 1 cm. Ilopor merexkTopa
0,17 MaB; 3dpHeKTHBHOCTH U3MepsAaachk oT fopora Xo 1,5 MaB ¢ npussaa-—
KOif K BCEBOJHOBOMY cYeTuuKy. Brime 1,5 M3aB ucnonssopajiack pacueT-
Hasi KpuBas spdexTusHocTH. IlponeTHas 6asa cocTabasma 1,0m (+).

2. Xuzaxkuii CUMHTMANATOP B cocyle oBaiabHOR dopmui. JMBa #3Y pac-
MOJIOKEHH NapaU/le/lbHO U NPOCMaTPHMBAbLT XKUAKOCTb CO CTOPOHEHI 3afHei
TopLieBol NoBepxHOCTH. POY pxuMeHH Ha coBnaleHus. JerekTop Gria
3amumeH CBHHIOBHM 3KpaHoM. ToamuHa cBrHLa Ha NyTH HEHTPOHOB COCTaB-
nsina 4cM. DPPHekTHBHOCTE (@) HaMepsrach MO OTHOIMeHHIO-K cedeHuD (n,p)
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paccesiHHs Ha MMIYJbCHOM TaHAeMHOM yckopuTene ®DU B Ananazole suep=
ruit 0,5-6,5MaB. B unrepsane ot 0,2 1o 2,0 MaB addexTuBHOCTE U3MeEPA~
Jack Ha 971eKTpUYeCKOM ycKopuTesne OI'-1 ®3HU. Ilopor no HeliTpoHam Gpin
Ha ypoBHe 200 k3B. IIponeTHasa 6asa npu M3MepeHHAX CNeKTpa HeHTPOHOB
deneunit cocTapnsana 1,0 M (e).

3. ToT xe ZeTekTop, YTO ¥ B Ni. 2, HO NMpojieTHas 6asa cocTaBaAna
1,5M (o). Kax BuiHO, GBUIM NOJMyueHH XOpPOmo coBflalanmue ZaHHse. OLHAKO
IPeACTOAT U3MepeHusa HUXe 1 MaB, coBepmeHcTBOBaHHE MeTOAOB KalUEPOBKHU
AeTeKTOPOB, BHACHeHHE NMPHYHH PACXOXIEHUA C Pe3yAbTATAMU APYTUX aBTOPOB M
U ApyTrue NpoueAypsHl, NpexiAe 4eM yAacTcs BHPaboTaTk peKOMEHAOBaHHYD
dopMy cnexTpa Npu CNOHTAHHOM AeneHuH KanudopHus-252 c npuemnaeMoii
HaleXHOCTHI. .

B zakawueHue ciredyeT OTMeTHTh Heo6XOAUMOCTH MyGMUKOBaHUS UHPPOBOTO
MaTepHala 1o pe3yNbTaTaM W3MepeHHS CIIeKTPOB HeHTPOHOB NeseHHS .

ABTOp BHIpaxaeT riaySoKyno NPpH3HaTeNbHOCTh KO/IEKTHBY COTPYAHUKOB
CleKTpomeTpHYeckoit nabopaTopun ®OU, srnonHuBmeMy 06CcyxAaBmuecs B
AOoKNale U3MepeHusi CIeKTPOB HeHTPOHOB AeJ/IeHHUA .
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DISCUSSION

W. P.. POENITZ: How did you determine the efficiency of your neutron
detectors?

B.D. KUZMINOV: In the lower-energy region, the detector was
calibrated against a long counter., Above 1 MeV, the detector was calibrated
against the n-p scattering cross-section using recoil protons from a thin
stilbene crystal,

W.P. POENITZ: How did the lead shielding affect the detection
efficiency and time resolution? There must have been considerable scattering
in the 4-cm-thick lead shielding,

B.D. KUZMINOV: The detector was calibrated with the lead shielding
in place. The time resolution was 4 ns,

L. STEWART: Were you able to measure neutron energies below 1 MeV?

B.D.!KUZMINOV: No. We have measurements below 1 MeV, but the
agreement among results obtained with different detectors is poor. We
must study this region more closely, and I think we shall have to use a
different type of detector, probably one based on the 8Li(n, ) reaction,
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A, T.G, FERGUSON; Mr. Nefedov has reported previously! results on
the fission spectrum of 252Cf which showed that there might be some line-
structure superimposed on the smoothly varying shape of the spectrum.
Have you any additional information on such structure?

If Nefedov's ideas are correct, the time spread of the emission of the
neutrons contributing to the line spectra can be quite large, perhaps some
tens of nanoseconds. With such relatively short flight paths as yours —

1 m and 1.5 m — it is possible that you would not see such structure even if
it did exist. Nefedov used flight paths in excess of 3 m,

B.D. KUZMINOV: Al of Nefedov's results indicate the presence of this
structure. We have not observed it in our own work, This is a question
which we plan to investigate, and I think it would be useful if other groups
would study it also, '

! NEFEDOV, V.N., MELNIKOV, A.K., STAROSTOV, B.I., Prompt Fission Neutron Spectra (Proc,
Consultant’s Meeting, Vienna, 1971), IAEA, Vienna (1972) 89.






IAEA-PL~246-2/36

EXPERIMENTAL STUDY OF THE
PROMPT FISSION NEUTRON SPECTRUM
INDUCED BY

0.5-MeV INCIDENT NEUTRONS ON 2%y

P.1. JOHANSSON, B, HOLMQVIST, T. WIEDLING
Neutron Physics Laboratory,

Aktiebolaget Atomenergi,

Studsvik, Sweden

Preserited by H CONDE

Abstract

EXPERIMENTAL STUDY OF THE PROMPT FISSION NEUTRON SPECTRUM INDUCED BY 0. 5-MeV INCIDENT
NEUTRONS ON **y,

The spectrum of fission neutrons in the energy range 0.6 MeV to 15 MeV from. fission of ““U induced by
0. 53-MeV neutrons has been measured by time-of-flight techniques with a large liquid scintillator. The
relative flux of incident neutrons produced by the "Litp, n)'Be reaction was monitored with a direction-sensitive
long counter. The energy scale of the time-of-flight spectrometer was calibrated over the range 0.5 MeV to
21 MeV by observing neutron groups from common source reactions and by neutron scattering from carbon.
The relative efficiency of the liquid scintillator was determined in the range 0.9 MeV to 15 MeV by
measuring n-p scattering, and below 0.9 MeV with the T(p.n)aHe reaction. Pulse-shape discrimination was
used to eliminate gamma background. Corrections were applied for flux attenuation and for neutrons scattered
from the uranium sample. The Watt form of the fission spectrum fits the experimental data reasonably well
over the entire energy range covered, whereas the Maxwellian form does not.

f 235

The shapes of prompt fission neutron spectra of the main fissile and
fertile isotopes have recently attracted great interest, although it had been
assumed previously that these spectra had been measured with satisfactory
precision. Despite the many microscopic measurements made of prompt
fission neutron spectra, the results of different experimenters disagree by
amounts exceeding the given error uncertainty, which indicates the existence
of large systematic errors. Furthermore, the macroscopic measurements
recently performed indicated appreciably harder spectra than those extracted
from microscopic measurements. The general shapes of the spectra are
known, but accurate relative intensities are not well known above about
7 MeV and below 2 MeV where the microscopic and macroscopic measure-
ments differ most. One possible reason for the discrepancies between
fission spectra observed at different laboratories using a scintillation
detector may be uncertainties in the measurements of the detector efficiency
curve. The methods of calculating this curve or the use of angular distribu-
tions of neutron source reactions, i.e. T(p,nfHe, D(d,n)’He, etc., for
measuring the response function do not give sufficient precision. A more
accurate way which has been used in the present experiment is to measure
the efficiency curve by observing angular distributions of the well-known
n-p scattering process at different energies.
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about 40 hours,

Time-of-flight spectra from neutron-induced reactions in 237 at 0.53 MeV incident neutron energy
(circles), and background observed without any scatterers in position (triangles). The running time was
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This investigation is concerned with the fission neutron spectrum from
285y using time-of-flight techniques at an incident neutron energy of
0.53 MeV. The purpose was to measure the fission spectrum over as large

.an energy range as possible, i.e. from 0.6 MeV to 15 MeV. The accuracy
should allow relative measurements of fission neutron spectra from other
fissile isotopes. A comparatively large liquid scintillator was chosen as'a
detector element in order to get a high efficiency extending over a large
energy range, good time resolution and the possibility of using pulse-shape
discrimination to suppress the gamma background. This experimental
technique has given very positive results in that it has enabled the recording
of a fission neutron spectrum with very satisfactory statistics from about
0.5 MeV up to the highest fission neutron energy. The background conditions
were extremely good, even up in the high-energy range, thus giving an
extraordinary accuracy for an experiment of this type. The detector
arrangements were located in a large shielding of lithium-‘paraffin, iron and
lead. The distance between the uranium sample and the detector was

300 cm at a detector angle of 90° relative to the incident neutron beam.
Neutrons of 0.53 MeV energy were produced by the 7Li(p,n)’Be reaction,
and the relative neutron flux was monitored with a direction-sensitive long
counter. The time-of-flight spectra from neutron-induced reactions in ¥y
at 0.53 MeV incident neutron energy are shown in Fig.1.

It is very important in measurements of this type, requiring accurate
determinations of intensities in different energy intervals covering a large
energy range, that the energy scale as well as the energy dependence of the
neutron detector be known with high accuracy. The energy calibration of
the time-to-pulse-height converter of the neutron spectrometer was
performed by observing neutron groups from the reactions T(p,n)’He,
9Be(d, n)1°B and T(d, n}*He as well as neutron scattering from carbon. The
energy covered was 0.5 MeV to 21 MeV, i

The relative efficiency of the neutron detector was determined by
observing neutron scattering from hydrogen at different primary energies
and at different angles. For these measurements, new target facilities
have been used, allowing the production of high neutron flux intensities,
This equipment, in combination with the pulse-shape discrimination, made
it possible to measure the detector response function with high accuracy
from 0.9.MeV to 15 MeV with the n-p scattering process. The low-energy
part of the efficiency curve has been measured by detecting neutrons from
the T(p,n)"’He reaction. Thus the energy range from 0.5 MeV to 15 MeV was
covered. In this experiment, which required a long running time, the -
efficiency curve as well as the time calibration of the spectrometer were
performed before as well as after the fission experiment,

At fast primary neutron energies, the analysis of fission neutron spectra
recorded by time-of-flight techniques becomes somewhat complicated
because of the interference between the continuous fission spectrum and
neutrons emitted in competing elastic and inelastic scattering processes,
The high-energy end of the fission spectrum may also be somewhat influenced
by the low-energy tail of the peak from sample gammas incident on the
detector. The distortion of the high-energy region of the neutron spectrum
by the gamma peak has been eliminated by pulse-shape discrimination.

The contributions to the fission spectrum caused by the high-energy tail of.
- the elastic peak were taken care of by subtracting neutron scattering spectra
recorded with a 181Ta sample.
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The corrections for flux attenuation in the uranium sample have been
performed on the basis of the Monte-Carlo technique, The relative correction
factor was found to vary little with the fission neutron energy, i.e. between
1.03 and 0.99. Up to now, the effects of neutron multiple scattering on the
shape of the fission neutron spectrum have been-considered to be small and
have accordingly been neglected. However, a more careful investigation of
the importance of the multiple scattering effects is highly desirable.

The standard procedure for interpreting the fission neutron spectrum
from microscopic measurements has been to fit a semi-empirical function
derived from nuclear evaporation theory to the experimental data. One
function chosen is that proposed by Watt:

N, (E) ~ exp(-E/A) sinh (BE)"/2.
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FIG. 2. Fissi'_on neutron spectrum from ¥y obtained at 0, 53 MeV incident neutron energy. The solid line
and the broken line are least-squares fits to the experimental points, assuming Maxwellian distribution and
Watt distribution respectively. . '
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Here E is the neutron energy, and A and B are constants chosen to fit the
data points. Another function used is the Maxwellian distribution proposed
by Terrell:

il
N (E)~E

exp(-E/T)
Here E is the neutron energy and T is the so-called Maxwellian temperature.
Since there is no theoretical reason for using one or the other form, the
Maxwellian distribution has hitherto been most commonly used. However,
the use of a one-parameter expression leads to a lack of flexibility in
making a very close {fit to experimental data, in particular at high and low
neutron energies, '

In the present case, the experimental fission neutron distribution given
as the number of neutrons per unit interval was fitted by the method of least
-squares with the Watt distribution and the Maxwellian distribution in the
form given above. The quantity x%, defined as

N
X2 = 1 Z [Ni(E)cal B Ni(E)exp:‘2
N

Wi

was chosen to compare the results of the fitting with the two functions.
Here N(E)_,; is the calculated value, N(E)exp is the measured one and w; is
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FIG.3. Comparison between the experimental and the least-squares-fitted Watt and Maxwellian neutron
distribution from **U at 0.53 MeV incident neutron energy. The circles and triangles are the quotients
between the experimental values, N(E)exp' and values calculated from the Watt distribution and the

Maxwellian distribution respectively.
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the experimental error. The experimental data are shown in Fig.2 as the
number of fission neutrons per unit energy interval, N(E ).y, divided by E!
with arbitrary normalization, It is shown that the Watt distribution (broken
line) fits the data over the entire energy range. Thebest-fit parameters
are A = (1,01 £0.03) MeV and B = (2,34 £0,30) MeV™!, The x2-value is
4.3 X 10'°, The least- -squares fit with the Maxwellian distribution (solid
line) gave the parameter T = (1.42 £0.01) MeV and the x> -value

13.3 X 1019 It is evident that the Maxwellian distribution does not fit the
data points so well as the Watt distribution. This is also shown in Fig.3,
where the quotients between the experimental values, N(E Jexps and the
corresponding values calculated from the Watt and Maxwell distributions
have been plotted versus the neutron energy.

DISCUSSION
A.T.G. FERGUSON: For the fission neutron spectrum of 2357 there
seems to be good consensus about the shape in the energy range 0.5 MeV to
about 5-6:MeV. The differences among various measurements come at
lower energies and at higher energies; some are quite substantial and should’
be resolved.

1 think it is becoming apparent that experimenters have devoted much
_attention to the efficiency calibrations of their detectors and to the energy
calibration of the time scale. The remaining difficulties probably lie in the
area of background subtraction.

L. STEWART In studies of the 235U fission neutron spectrum, I wonder
whether the geometries have always been such that anisotropy of the fission
neutrons does not influence the measurements as the energy of the fission-
indueing neutrons is increased.
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Abstract

STANDARD FISSION NEUTRON SPECTRA. ,

This paper reviews the advantages to be derived from the availability of a standard fission neutron
specttum. The most appropriate choice of standard is considered and its status reviewed. It is concluded
that the fission neutron spectrum from low-energy neutron-induced fission of ?%U and that from
spontaneous fission of 52Cf would both be valuable as standards. In the case of 28Cf it is not yet
possible to give a satisfactory evaluation. The situation for 23U is much more satisfactory and this
body of data is ready for re-evaluation.

1. INTRODUCTION

The importance of neutron standard cross-sections derives from the
fact that absolute measurements from first principles are difficult and
time-consuming, If appropriate standard cross-sections were available,
only ratio mesurements of the required to the standard cross-section would
be needed. Such ratio measurements are in almost all cases simpler and
more precise, This paper is concerned with a standard fission neutron
spectrum.and deals with the following questions:

(a) For what purposes would a standard fission neutron spectrum be used?
(b} What is the most suitable standard or standards? _
(c) What is the current status of such standards and how well are they known?

2. USES OF A STANDARD FISSION NEUTRON SPECTRUM

2.1. Determination of fission neutron spectra

For reactor physics calculations, a substantial body of fission spectrum
data is required, especially for 235U, 289Pyu and 238U. The data for #0Pu
and 24Py are becoming of increasing significance, There is some evidence
that the shape of the fission spectrum and its average energy depend also on
the energy of the primary neutron [1] and that the angular distribution is
non-isotropic. The measurement of the fission neutron spectrum for five
elements at several pr1mary energies and several angles is clearly a
substantial task. .

Measurements of fission neutron spectra have certain components in
common, whether they use time-of-flight techniques or a proton recoil
spectrometer or other nuclear reactions, for instance:
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(a) Determination of an observed spectrum including background

(b) Determination and subtraction of background

(c) Calibration of the time or pulse height versus energy scale

(d) Initial determination of the detector efficiency as a function of energy
and its repeated verification

(e) Corrections of the reduced results for multiple scattering, etc.

Component (d) is by far the most time-consuming and makes a major
contribution to the uncertainty of the final value. If all other experimental
conditions: can be kept constant and a standard fission source of known .
spectrum can replace that under study, there is no need for such careful
and repeated calibration -and the experiment is greatly simplified, This is
a significant gain although the other measurement components remain,

2.2. Detector calibration

The efficiency variation as a function of energy of a neutron spectrometer
can be determined by observing a known spectrum covering the desired
energy range, A standard fission spectrum could be valuable for this, A
well-knowhn spectrum with a marked energy structure would be ideal, i.e. a
spectrum with easily recognizable peaks, The fission spectrum covers the
required energy range but is itself featureless: Artificial structure can be
introduced by filtering through iron, carbon or boron, whose well-known
resonances are clearly imprinted and give an energy calibration with
numerous: well-known points up to 6.5 MeV,

2.3. Semi-integral experiments

There are a number of classic semi-integral experiments such as the
measurement of the fission cross-section of 23871 [2-4] in the fission
neutron spectrum of 235U, If the latter were a very precisely known
spectrum, a valuable cross-check on an extremely important set of data
would be obtained. Similar checks on other fission and threshold reaction
cross-sections would be of great value.

2.4. Importance for determination of v

The quantity v is one of the few nuclear quantities known to a
comparatively high precision, Axton [5] and Boldeman'[ 6] point out that
the uncertainties in the fission neutron spectra, particularly those of 25U
and 282Cf, represent a significant component of the error in v. The spectrum
is of particular importance in reconciling results obtained with very large
and comparatively small detectors.

Fromg; the above, it is concluded that a standard fission cross-section
should have its place in the list of standard neutron data.

3. CHOICE OF A STANDARD

There are two main candidates for the role of fission neutron spectrum
standard, 'i. e, that from the spontaneous fission of 252Cf and that following
fission® of' 235U induced by neutrons of low energy.
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3.1. Standard for fission spectrum measurement

For this role, a standard is needed whose spectrum measurement is
easier than that of any of the other materials with which it will be compared.
This condition is largely satisfied by 235U, which has the following
advantages:

(a} For time-of-flight measurements it can be used either as a solid sample
or in a counter, e. g, a gas scintillator,

(b) Because of its comparatively low specific activity, amounts in excess of
1 g can be accommodated in a fission chamber,

(c) As its biological hazard is ' comparatively low, it can be used in the form
of an uncanned solid sample, thus simplifying multiple scattering
corrections,

(d) It is widely available in quantities adequate for such experiments in high
isotopic purity., At incident neutron energies at which it is proposed as a
standard, i.e. less than a few hundred keV, the principal impurity,
238y, ig largely inert.

(e} Because thermally fissile, it can be stimulated either by neutrons from a
reactor or by low-energy neutrens from an accelerator.

~ The 2% fission neutron spectrum can equally well be observed
with a proton recoil or nuclear reaction spectrometer [ 7],

A strong case can also be made for 252Cf on the following grounds:

(a) Although for time-of-flight experiments it must always be used in some
form of a detector, it is expected that the majority of comparable
measurements will in future be made under similar conditions.

(b) The ratio of spontaneous fission to a-particle emission is such that
sources giving adequate neutron intensity can be incorporated in

" counters,

(c) It is widely available either as a thin exposed deposit or, usually in

larger quantities, as an encapsulated source.

3.2. Standard spectrum for other purposes

For detector calibration and semi-integral experiments, 252Cf has
the following advantages: T

(a) It requires neither reactor nor accelerator,

{b) It can be used in idealized environments where there are no problems
.such as, for example, in-scattering,

(c) It presents a 'point source' in either a fission chamber or in a tiny
capsule, '

(d) Sources of sufficient strength are now available to make such
measurements quickly and with good statistical accuracy.

From the above, it can be concluded that no preferencée can be given
either to 25U or to 252Cf in all fields in which their use as standards is
envisaged. Both are usable in an adequate fashion in all fields, Itis clear
that the balance of argument which, at the Consultants' Meeting on Prompt
Fission Neutron Spectra, led to their being adopted as joint standards has
been maintained,
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4, STATE OF KNOWLEDGE OF THE STANDARD SPECTRA
This was extensively reviewed at the Consultants' Meeting on Prompt

Fission Neutron Spectra in 19711 In the following, the evidence on the two
standard spectra as then presented is summarized and brought up to date.

4,1. Current status of 252Cf

The known measurements of this spectrum were summarized by
Smith [1] and by Koster [8] in 1971. The average neutron energy varies
between 2.085 MeV and 2.35 MeV with quoted errors which in general are
small compared with the difference between these two figures. In his review,
Smith [1] pointed out that many of the early measurements were made with
weak sources but that later ones, with adequate source strength, still gave
discrepant results. Jeki et al. [9] have suggested that backgrounds due to
delayed v-rays have perturbed the average energies, reducing them by as
much as 0.1 - 0,2 MeV, and they favour the higher values. On the other
hand, Rose [10] used long flight paths and pulse-shape discrimination, in
this way avoiding such corrections, and he found a preliminary value of
only 2,13+ 0.064 MeV.

There are also discrepancies in the shape of the 252Cf fission spectrum.
A number of authors report an excess of neutrons above a Maxwellian at
energies below 1 MeV, while others fail to observe this feature. Nefedov [11]
reports some line structure in his observed 252Cf spectrum which he
attributes to delayed neutron groups with half-lives in the nanosecond region.
Their intensity is weak, however, and would have no significant effect on the
average energy deduced. I would support the comment of Koster [8] that,
until further good measurements are available, it is a waste of time to try
to arrive at an evaluated representationof the 252Cf fission spectrum.

4.2. Current status of 25U

There is a vast body of data on the fission neutron spectrum of 235U;
more than sixty measurements have been reported. This was reviewed by
both Smith [1] and Koster [ 8] in 1971, Smith deduced an average value of
E =1.98 MeV with an rms deviation of 0.09 MeV. The latter is rather longer
than the typical values of undivided authors, i.e. less than 0.050 MeV, During
the. last few years, the values have systematically increased by 50 - 100 keV,
Thus Johansson et al. [12] report a value of B = 2,07 MeV, Rose [10]
finds E = 2.11+ 0.05 MeV, and Knitter et al. [13] find E = 2,02 £ 0.08 MeV.
Although the results are consistent as to average energy, there is some
divergence regarding the detailed shape of the spectra. Over a restricted *
energy range, say up to 6 - 7 MeV, a Maxwellian gives a good representation,
but in general, when the upper limit is raised to 14 MeV, deviations are
observed and the greater freedom of the Watt expression is found valuable.
There are some discrepancies at these higher energies between recent
measurements [10, 12]. Active programmes are in progress in a number
of laboratories to attempt to eliminate these discrepancies which are
significant mainly where the neutron intensity is very low.

1
INTERNATIONAL ATOMIC ENERGY AGENCY, Prompt Fission Neutron Spectra (Proc. Consultants’
Meeting Vienna, 1971), IAEA, Vienna (1972).
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5. CONCLUSION

It is concluded that the fission neutron spectrum from low-energy
neutron-induced fission of 235U and that from spontaneous fission of 2%Cf
would both be valuable as standards. Neither of them is yet known to
adequate accuracy but, whereas a satisfactory state for 235U is in sight,
considerable further work is required in the case of 2%2Cf,
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DISCUSSION

C.D. BOWMAN: To what accuracy do you think the 252Cf fission neutron
spectrum must be known in order to be useful as a standard?

A.T.G. FERGUSON: If it were as well known as the 235U fission neutron
spectrum, it would begin to be useful as a standard. If such accuracy were
achieved, it might be useful to agree somewhat arbitrarily on a 'standard’
shape which could be used in the interpretation of integral experiments in
particular and also to tie together many diverse experiments. I think it
will be at least a year before it becomes worth while to postulate standard
values for the 252Cf spectrum. The 252Cf spéctrum has such great
potential utility that its precise determination is worth significant effort.

C.D. BOWMAN: By tying together diverse experiments, do you mean
ratios of cross-sections?

A.T.G. FERGUSON: Yes. I mean integral ratios of fission and other
reaction cross-sections in the californium spectrum.

I think the californjum spectrum would be useful as a general calibration
source because it is an extremely tedious job to make a point-by-point
calibration of detectors of the type used in time-of-flight measurements.

B.D. KUZMINOV: I support Mr. Ferguson's opinion regarding the
usefulness of the 2%2Cf gpectrum as a standard. I think it is worth while to
invest the effort necessary to resolve discrepancies apparent in the
currently available data because californium would then become a convenient
instrument for a whole series of measurements.
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If the 235U gpectrum is the only standard, one must always have an
accelerator or reactor in order to make use of it. When 257 is used with
an accelerator, the fission neutron spectrum obtained cannot extend to
energies lower than the energy of the neutrons used to induce fission. To
use 257 in a thermal reactor with the time-of-flight method it is necessary
to have some kind of fission chamber or a very powerful reactor in order to
* obtain sufficient intensity. When a large quantity of 235U is used, there is
an uncertaintyassociated with the angular distribution of neutrons with
respect to the fission fragments. Because of these difficulties with 235U
it seems to me that 252Cf would be a very convenient standard.

E.J. AXTON: I also would like to support the use of 252Cf as a standard.
It would be extremely easy to make fission-spectrum-averaged
cross-sec¢tion-ratio measurements using a 252 Cf neutron source. The
neutron source could be installed in a large room, surrounded by a ring of
fission counters, and allowed to operate for weeks. This type of experiment
could even be done in a laboratory which has no accelerator or reactor.
Very thin sources, which would imply very slow count rates, could be used
because the time-duration of the experiment would be unimportant, Such
experiments could be usefully carried out even now, while the 252Cf
spectrum is not very well known, because later when the 22Cf spectrum
becomes better known, the measurements could be correctly related to
cross-section-ratio measurements in other spectra.

C.D. BOWMAN: Mr. Grundl at the National Bureau of Standards (NBS)
has carried out measurements using a 252Cf fission neutron source located
at the centre of a room, which is approximately a cube with about 30-ft
sides. He has obtained absolute cross-sections, averaged over the
252Cf figssion neutron spectrum, for 238U, 235U and their ratio. He
considers: this technique to be an important tool in the integral measurement
programme at NBS,

R.W. PEELLE: In the time-of-flight measurements of the 252 Cf neutron
spectrumiit is possible that the observed structure might be due to an
instrumerital effect such as 'ringing' if the observed peaks occur at equal
time intervals. I have experienced such problems in time-of-flight
measurements even using the best commercially available equipment.

A.T.G. FERGUSON: Our 285U gpectra taken at long flight paths show
no comparable structure; they are absolutely smooth. I agree with
Mr. Peelle, however, that there is not yet sufficient evidence to show that
structure in the 252Cf spectrum is real,

B.D. . KUZMINOV: The structure observed by Nefedov changed position
in the time scale when the flight path was changed, so the effect is
apparently not instrumental,



V. CRITERIA FOR STANDARDS
"FOR NEUTRON DATA MEASUREMENTS:
GENERAL COMMENTS

The last paper of the previous section
by A.T.G. Ferguson contains remarks
relevant to this section. '






1AEA-PL-246-2/38

CONNECTIONS BETWEEN

AND COMMON PROBLEMS FOR
LOW-ENERGY (eV REGION) AND
HIGH-ENERGY (keV TO MeV REGION)
PRECISION MEASUREMENTS

A.). DERUYTTER

Central Bureau for Nuclear Measurements,
Euratom,

Geel, Belgium

Abstract

CONNECTIONS BETWEEN AND COMMON PROBLEMS FOR LOW-ENERGY (eV REGION) AND HIGH-ENERGY
(keV TO MeV REGION) PRECISION MEASUREMENTS.

Experience from low-energy precision measurements should be helpful when moving to higher energy:
(1) The definition of the samples (number of atoms, isotopic composition, chemical purity, weight, choice
of preparation technique, etc.) should be carefully considered. (2) Measurements should be performed on
several samples to permit cross-checks, possibly with other laboratories. (3) Where possible, overlapping
energy regions between different machines and (or) detection techniques should be available to take
advantage of the 2200-m/s reference values. (4) Analogous detectjon problems exist in low-energy and
higher-energy experiments, e.g. 2n-geometry fission fragment counting. Problems connected with these
measurements can sometimes better be studied at low neutron energy because of the available high-intensity
neutron beams. '

INTRODUCTION'

The paper presented at the Helsinki conference on the situation in 1970
concerning standard quantities [1], and especially the EANDC standards
symposium held at Argonne National Laboratory [2], are taken as starting
points for the following comments.

In the low-energy region, we reach now a 0.5% accuracy for fission
cross-section measurements and even somewhat better for a few standard
total (and absorption) cross-sections. To achieve this, it was imperative
to develop new measurement techniques, but also the target preparation
and definition had to be considerably improved. As was proved during this
Panel, we are now moving in the direction of higher neutron energies for
these standard cross-sections. At this moment we should not make the same
mistakes that were made in the earlier low-energy precision measurements,
nor forget to use the precise low-energy cross-section values where possible.

From experience at the Central Bureau for Nuclear Measurements
(CBNM), I would like to make a few comments on connections between low-
energy (eV region) and higher-energy (keV to MeV region) precision
measurements.
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TABLE I. ISOTOPIC COMPOSITION OF EVAPORATED ELEMENTAL

BORON LAYERS

10,
Target :number Wi:‘:::b:yu m——n—% coni:l::::tii‘:m
: (at. %)
B 92 32 1.0095 & 0.0010 20.012  0.030
33 1.0086 + 0.0010 20.014 0,030
34 1.0092 £ 0.0010 20.006 + 0,030
35 1.0088 : 0.0010 19.998 + 0,030
36 1.0085 & 0.0010 19,993 : 0.030
Average value 20,005 + 0,030
B 86 37 1.0104 & 0.0010 20.030  0.030
38 1.0114 £ 0.0010 20.050 x 0.030
39 1.0105  0.0010 20.032 & 0.030
40 1.0109 & 0.0010 20. 040 + 0.030
4 1.0109 + 0. 0010 20.040 2 0.030
Average value 20.038 + 0,030
B 75 41 1.0193 £ 0.0010 20.2086 £ 0,030
48 1.0198 & 0.0010 20.217 + 0.030
49 1.0193 £ 0,0010 20.206 + 0,030
50 1.0193 & 0.0010 20.206 £ 0.030
51 1, 0200 £ 0.0010 20.220 : 0,030
Average value 20,211 & 0,030
B 98 o) 1.0183 & 0.0010 ©20.187 £ 0,030
(ot accepted) 43 1.0189 £ 0.0010 20,199 + 0.030
“ 1.0208 & 0. 0010 20.236 0,030
45 1.0201 & 0.0010 20.222 + 0.030
48 1.0204 £ 0.0010 20.228 2 0,030
Average value 20.214 : 0.030

DEFINITION OF SAMPLES

Only measurements on well-defined samples are valuable. This means
that the number of atoms (e.g. in a layer) has to be determined by several
really independent methods. Often the physicist relies on the number of
atoms given by the target constructor without much verification,

Out of CBNM experience, I would like to give an example of the possible
‘errors in cross-section values from ill-defined samples. For several
measurements we used evaporated layers of elemental boron, Natural
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boron metal was used as we did not have a sufficient quantity of highly
purified 108 metal necessary for the evaporation in the rather reduced
. geometry needed to obtain the required layer homogeneity. As a control,
the isotopic composition of the starting material and the isotopic composition
of each evaporated elemental boron layer was checked by our mass-
spectrometric laboratory [3], and we noticed an increase in the 1°B to !B
ratio., The atomic °B concentration of the starting material, the CBNM
isotopic boron standard, was (19.824 + 0.020) at.%. It was established
that for each evaporated target this atomic 1B concentration was slightly
but significantly different. So for each layer to be used, five small witness
layers were evaporated during the evaporation of the target, and afterwards
they were carefully analysed by the mass-spectrometric laboratory.

Some typical results in Table I are very instructive, It can be seen
that the 9B atomic concentration for all evaporated layers is higher than
20% or at least 1% higher (with a range from 1% to 2.5%) than the concen-
tration of the starting material. A second point is that for each layer the
isotopic concentration has to be measured because the enrichment varies
from evaporation to evaporation although the evaporation conditions are
kept similar, The variations from target to target reach regularly 1%
(compare, e.g., B 92 and B 75) and occasionally even more than 2%. The
normal spread in the measured atomic 1°B concentrations among the five
small witness layers evaporated on gold backings and situated around the
target is 0.1% (see all witness layers of targets B 92, B 86 and B 75 in
Table I). A target like B 98, which is shown in Table I only for comparigon,
is not accepted as a 'good foil' because the deviation among the witness foils
reaches 0,2% and there might be a variation of the 0B atomic concentration
across the foil, The errors indicated here consist of the statistical scattering
of the measurements as well as of an estimate of the maximum possible
systematic errors. The measurements were repeated until the systematic
errors were predominant, so the error on the average is equal to the error
on the measurements of a single witness layer, The possible error on a
measured cross-section, only from the isotopic composition of the layer,
could be as high as 2% if such a systematic and thorough mass-spectrometric
study of the layers had not been performed. '

Now we only have the relative amount of B in the evaporated deposits.
The total weights of the layers were determined by weighing the total deposit
in ultra-high vacuum,., Here we need the chemical analysis of the layers.
The contaminants were essentially metallic impurities, and the carbon
content of the layers was always checked, These measurements showed
again the importance of taking witness layers for each of the boron foils.
Not only was there a correction to be made but also the correction varied
substantially from layer to layer,

In Table II, the characteristics of a few selected boron targeis are
listed. Variations from 994 ppm (+ 20%) for B 69 up to 3883 ppm (+20%)
for B 64 are apparent for the metallic impurities. This means that a
correction on the total mass of 0,38% has to be applied for B 64 and a
correction of 0.10% for B 69. The correction is meaningful and shows
again the importance of witness layers. Also for the carbon content,
fluctuations of over a factor of two are noticed, i.e. for B 73 1080 ppm
(+ 20%) and for B 69 2500 ppm (+ 20%), resulting in mass corrections of
0.25% and 0.11% respectively. The total correction for impurities can
reach more than 0,5% and has to be checked for each layer independently.
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TABLE II. CHARACTERISTICS OF ELEMENTAL BORON LAYERS

Target

Quantity Onit number | pqg B 74 B-64 B 69
Total mass ug 412.6 525.0 787.2 493, 8
deposited and
determined under
vacuum: M
Estimated e'tror- ug 2 2 2 2
on M
Metallic ppm 2215 2171 3883 994
impurities .
Error on % 15 15 20 20
metallic impurities
Carbon content ppm 1080 1450 1100 2600
Error on % 20 20 20 20
carbon content
Total mass of ug 411.2 523.1 783.3 492,1
boron deposited: My s
Error on Mg % 0.45 0.45 0.35 0.48
Calculated cm? 11,357 11.360 11.454 11,453
deposit area 0
Error on area % 0.05 0,05 0.05 0.05
Surface density pg/cm® 36.21 46.05 68,39 42.97
of boron, mp = Mp/0
Error on surface % 0.50 0.50 0.40 0.53
demsity pg/cm® 0.18 0.23 0.217 0,23
Isotopic content of at. % 20.450 20.330 20.127 20.228
1% witfh 18,950 18.837 18,647 18.740
Error on isotopic % 0.32 0.32 0.23 0.23
content
Mass of 18 g 77.922 98.536 146.06 92,220
Error on !B mass % 0.55 0.55 0.41 0,53
Surface density of pg/cm? 6.861 8.674 12.752 8.052
10

B

Error on surface % 0.55 0.55 0.42 0,63
density of 1% pg/cm’ 0.038 0.048 0.054 0.043
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Another problem which turned up was the effect of the temperature
of the diaphragm used in the evaporation, For instance, the evaporation
of the targets B 73 and B 74 on the one hand and that of B 64 and B 69 on
the other hand was performed at different diaphragm temperatures, which
resulted in about 1% difference of the calculated deposit areas and could
give a 1% difference of the calculated layer thickness. Of course, during
the evaporation the diaphragm temperature is constantly controlled. Now
we can deduce the total B weight and also the surface density of the layers.
The errors are in the vicinity of 0.5%. But without all these controls and
systematic error analysis, the errors could easily reach several per cent
on the number of atoms of 1B,

We had similar problems with solutions of § Li, 80, in D, O which
yielded a cy cross-section for 6Li that differed from the ' now accepted’
value by a few per cent. We are checking at present the origin of the
discrepancy and also if the same discrepant results would be obtained with
transmission measurements on SLiF.

NECESSITY OF USING SEVERAL TARGETS

Even now, single targets are often used for the measurements. Under
no circumstances should this be permitted. A set of targets should be
prepared and they should be compared with each other by non-destructive
means, e.g. verification of their relative number of atoms, based on alpha
counting (fission foils), neutron-induced alpha counting (1°B 611) or neutron-
induced fission counting (33U, etc.), preferably at low energy where high-
intensity neutron beams are available, the cross-sections well known and
the detection geometry can be adapted to the count rate.

As an example, it is assumed that a laboratory wants to measure o
of 2357 in the keV-region. CBNM would advise it to order five foils,
preferably from an institute with good knowledge in target preparation,

The experimentalist in charge should consult the laboratory which prepared
the samples about the choice of the isotopic composition in view of the
present state of knowledge of alpha half-lives and their relation to the
determination of the isotopic composition of the samples. In some cases,

a small amount of highly alpha-active material (such as 234U) is not cumber-
some for the fission measurements as long as one stays below the fission
threshold of 234U, but it helps considerably in precise low- -geometry alpha
counting to determine the amount of material by this method as it increases
substantially the specific activity of the material, For instance, in order
to have as high an enrichment as possible, a 235U sample with 99.9% 235U

is ordered. However, the sample received contains 0.1% 234U, With such
a target the definition from alpha-activity measurements will be rather
inaccurate as it will not be possible to determine the amount of 2347 with
sufficient accuracy although it still contributes to a great extent to the

alpha activity. However, when one can tolerate 1% of 247 in the fission
measurement, the accuracy achieved with alpha low-geometry counting

will be even better than that achieved with most destructive methods applied
on one sample only,

The choice of the material having been made and the target having been
prepared by the best available method, the five foils can be intercompared
by low-géometry alpha counting and fission counting in the institute preparing
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the foils, This institute keeps two foils which are checked at regular inter-
vals. On receipt of the three other foils, the experimentalist can compare
them with his own alpha equipment (preferably in low geometry, perhaps
using 27-detection, although in this case the corrections may depend strongly
on the layer thicknesses), and perhaps by fission counting when available,

If there is disagreement between the measurements, he can immediately
contact the laboratory that delivered the foils. If there is agreement, he

can make a proper choice of one layer (or use all three layers), depending
on the time available and the count rate used in his experiment. Once the
measurements are performed, the foils are again checked for their relative
activities, When only one foil has been used, it should nevertheless be
compared with the two others. Then the foils are returned to the preparation
laboratory where they are now re-measured, together with the two witness
foils previously kept there. The intercomparison is very useful for
establishing the error limits on eventual loss of material durmg shipment

or while using the layer(s) in the experiment.

OVERLAPPING REGIONS

It would be extremely helpful to have data for overlapping neutron energy
regions of reactor neutron measurements (chopper, crystal spectrometer)
and linac ‘experiments which on the high-energy side would overlap with
Van de Giraaff neutron experiments. In this way, measurements of the
low-energy end.(i.e. the 22 OO-m/s values) and other 'spot'- pomt accurate
measurements would be better implemented,

At CBNM, we run at present a 23U (n, f) experiment relative to °B(n, o)
where the time-of-flight decoder is programmed in such a way that a region
of the channels covers an energy range from 7 to 15 eV, which is linked to
our chopper experiments [4], and is further programmed to start the time-
of-flight analysis from 100 keV down to a few hundred eV. Of course, this
condition of detecting a part of the low-energy neutrons limits the repetition
rate of the linac (or the distance between target and detector) and in this
way the intensity, but the cross-sections obtalned can be connected finally
to the 2200-m/s values,

27-GEOMETRY FISSION EXPERIMENTS

In the higher-energy region, fission measurements are usually per-
formed with a 27-geometry ionization chamber or with proportional or
gaseous scintillation chambers, depending on the specific alpha activity
of the fissile material used. For reasons of intensity, low-geometry
measurements are very difficult or even excluded. In such a 27-geometry,
the correction for self-absorption depends strongly on the homogeneity of
the foil (preparation method). Generally, a very approximate method is used
to determine the number of fission events where the fragments are completely
stopped in the foil. The fraction of such events where the fragments are
completely stopped is calculated as follows:

t2 + o?/2t R (1)
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t being the average thickness of the layer and ¢ the thickness spread over
the area, which depends very strongly on the préparation technique; R is
the range of the fission fragments in the source material. From CBNM
experience, evaporated sources have the best homogeneity. When not
sufficient material is available, the electrospraying technique applied with
precautions also yields good results. However, often the correction remains
of the order of several per cent. Also the extrapolation to zero bias below
the discriminator setting is liable to rather subjective criteria and the
error assigned ‘can be open to doubt. The differential relation giving the
fraction of pulses lost, AP, for a bias change AB (or AE; in the energy
scale) is given as follows:

t 9Rp

AP = SR, - Ry)? 98,

AEg (2)

where Ry is the range corresponding to the bias B, and R, is the full range.
To evaluate Eq.(2), the density of the energy loss along the path has to be
known, This long-standing problem has not been solved satisfactorily,
especially at the end of the fission fragment range where atomic collisions
become important and make extrapolations of this type questionable,

Backscattering of a fission fragment into the counter increases the
pulse height of the other fragment pulse but does not result in an extra
recorded pulse. Thus, contrary to the 27-measurements of alpha particles,
there is no backscattering correction for fission fragments from foils
of zero thickness. For thicker foils, the backscattering of the partner
fragment of a totally absorbed fragment may cause a pulse for a fission
event that was supposed to be stopped in the layer, and in this way back-
scattering slightly reduces the correction for total ahsorption in the foil
but increases the uncertainty of the correction.

From this short discussion it follows that the incomplete information
available on fission fragment scattering is insufficient, and for this reason
the CBNM is starting an experiment on the scattering of a collimated beam
of fission fragments on materials of different (A, Z)-values. Again, this
problem can be better studied at low energy because of the available high-
intensity neutron beams, In this way, valuable information will be obtained
for experiments with lower intensify at higher neutron energy.

CONCLUSIONS

Both low-energy and high-energy measurements have certain problems
in common such as sample ‘definition and detector efficiency, and it is
sometimes easier to resolve them in the low-energy region because high-
intensity neutron beams are available there. Overlapping measurements
with different types of machines are needed to take advantage of data
available at 2200 m/s neutron velocity and of data available at 1solated
energles such as 14 MeV.

REFERENCES

[11 DERUYTTER, A.J., "Cross-sections and techniques for high-precision neutron nuclear data measurements”,
Nuclear Data for Reactors (Proc. Conf. Helsinki, 1970) 1, IAEA, Vienna (1370) 127.



348 DERUYTTER

[2] U.S. ATOMIC ENERGY COMMISSION, Neutron Standards and Flux Normalization (Proc. Symp.
Argonne, 1970), CONF-701002, AEC Symp. Ser. 23 (1971).

[3] De BIEVRE, P., CBNM certificates and private communications (1972).

[4) DERUYTTER, A.J., WAGEMANS, C., J. Nucl, Energy 25 (1971) 263.



VI. SUMMARIES, CONCLUSIONS
AND RECOMMENDATIONS






SUMMARIES, CONCLUSIONS AND
RECOMMENDATIONS

1. METHODS AND TECHNIQUES OF NEUTRON FLUX MEASUREMENTS

Neutron flux measurements are divided into two groups: those methods
that may be called absolute because they do not depend on the knowledge of
any cross-section and those that are relative in that the flux determination
depends upon a known cross-section.

1.1. Absolute methods

The absolute methods can be subdivided into three groups: associated~
particle, associated-activity, and tota;-absorptmn methods.

.

1.1.1, Assoc1ated-part1c1e method -

This method makes use of neutron-producing reactions in which the
neutron is produced in conjunction with an associated charged particle of
unique type and energy. In the frequently used reactions D(d,n)*He, T(p,n)aHe
and T(d,n)*He, the neutron production is associated with the production of a
uniquely characterized 3He, 3He or *He charged particle, respectively. With
these reactions, the associated-particle method can be used in either a
'tagged' mode, where the neutron and charged particle are detected in coin-
cidence, or in an 'untagged’ mode, where the neutron and charged-partlcle
fluxes are measured independently..

The T(p,n n)®He reaction has been extensively used recently at Cadarache
and at the Central Bureau for Nuclear Measurements (CBNM), Geel, for
absolute calibration of detectors for use in neutron cross-section measure-
ments. The method is successful from 100 or 200 keV up to about 6 MeV,
Much effort has been expended on the development of the method, and about
2% accuracy can be achieved in flux determinations. No single error
dominates, and improvements must be along several lines. Among the
limitations are charge exchange and scattering in the target at low incident
particle energies, solid-angle determinations and backgrounds. Conceivably,
1.3% accuracy could be reached.

The D(d,n)®He reaction can be used with the same apparatus and similar
accuracy as the T(p,n)®He reaction, Below about 100 keV deuteron energy,

a simpler apparatus can be used successfully.

The T(d, n)4He reaction has been used with the associated- -particle method
for accurate flux determination at 14 MeV neutron energy, but no measure~
ments were reported at this meetmg One or two per cent accuracy is
possible.

1.1.2. Associated-activity method
In this method the residual radioactivity left in the neutron-producing
target by the source reaction is used to determine the total neutron production

in the target. It is capable of good accuracy, 1% or 2%, in determining
neutron production but it is limited to a small number of suitable reactions.

351
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Generally, it is used for spot checks at a few energies and in cases in which’
a considerable neutron energy spread is acceptable. Examples are the
reactions TLi(p,n)"Be at threshold which produces 30-keV neutrons, 51V(p,n)’lCr
which produces neutrons up to 600-700 keV, 85Cu(p,n)?3Zn and 57Fe(p, n)*"Co.
This method has been used recently in neutron standard determination by
several groups for detector calibrations and cross-section measurements.

1,1.3. Total~absorption method

The total-absorption method depends upon absorption of essentially all
neutrons incident upon a detector, and upon detection of those neutrons with
an efficiency which is independent of neutron energy. While some detectors
of this type, such as long counters, are often used only as relative flux
monitors and are calibrated by other means, many total-absorption detectors

are absolute flux monitors. Those in use at present include the manganese
and vanadium baths and various detectors descr1bed as 'black' or 'gray’
detectors.

An ancient example of the use of the total-absorption method as an
absolute flux monitor is the manganese bath method in which incident neutrons
are thermalized by scattering in the bath, captured by 55Mn, and detected
by the induced %Mn activity. In an alternative application, neutron sources
which have been calibrated absolutely by the manganese bath technique are
used to establish detector calibrations.

A recent version of the total-absorption method is the black detector of
Poenitz inh which a collimated neutron beam falls into a well in a large liquid
or plasti¢ scintillator where the neutron loses essentially all of its energy by
scattering before it can escape. The proton and carbon recoil atoms produce
a prompt scintillation for nearly 100% of the incident neutrons.

The best accuracy with a total-absorption technique has probably been
achieved ‘with the manganese bath method. However, it should be noted that
while the experts claim 0.3% accuracy, cross-section measurements usually
give other errors that are much larger. The various total~absorption
detectors which respond promptly, such as the so-called black and gray
detectors, often have 2% accuracy.

1,2, Relative methods

Many neutron flux determinations rely on well known cross-sections.
Commonly used for reference are the light-element reactions H(n, p),
5Li(n,a)T:, 0B(n,a)’Li and 3He(n, p)T.

1.2.1. H(n,p)

Observation of recoil protons following neutron scattering from hydrogen
is commonly used for measurement of fast neutron flux. At the low~energy
end, counters filled with hydrogenous gas are used, and protons recoiling at
all angles are detected. The lower-energy limit of a few keV is determined
by the small amount of energy available for observation of the recoiling proton.
Above 50 keV, 2% or 3% accuracy can be achieved if considerable care is
used. A similar proton-recoil arrangement is often used with solid or liquid

scintillation counters, but the non-linearity of pulse height with particle
energy complicates their application. An accuracy of 4% to 10% is commonly
obtained,
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For neutron energies above 1-2 MeV the counter telescope is frequently
used. In this system a small fraction of the recoil protons from a solid
proton radiator of hydrogenous material is selected by means of an aperture
located at some distance from the radiator and usually positioned to select
protons near zero degrees to the neutron beam. A suitable detector behind
the aperture counts with 100% efficiency those protons which pass the aper-
ture. The fraction of protons counted is determined by the easily measured
geometry factor of the aperture relative to the radiator. The accuracy of
flux measurements with proton telescopes is about 2%. At low energies,
background problems and determination of hydrogen masses limit the accu-~
racy, and at high energy the error in the cross~section for production of
forward-scattered protons dominates. At 14 MeV this latter error is about 2%.

1.2.2. fLi(n,e)T

For neutrons of energy below 100 keV the 8Li(n,a)T reaction is one of
the most commonly used. Although solid lithium compounds can be intro-
duced into counters for measurement of fluxes with this reaction, this method
is not in common use because of the convenience of lithium glass scintillators,
which are nearly 100% efficient for the detection of the charged reaction
products. Care must be taken that corrections for neutron scattering in the
glass and its surroundings are accurate and that the lithium content of the
glass is known. The lithium content is commonly determined by measuring
the transmission of the glass at low neutron energy where ®Li(n,a) absorption
dominates. Aside from errors in the 6Li(n,a)T cross-~section, about 2%
accuracy can be achieved below 100 keV with these detectors.

1.2.3. ¥B(n,a)

The 1"B(n,a) cross-section is well known below about 50 keV, Below
about 10 keV, neutron flux is monitored using this reaction by detection of
alpha particles; above 10 keV, the detection of the gamma rays from one
branch of the reaction seems to be more popular. The detection efficiency
for the gamma rays can be determined by a coincidence measurement, but
this is seldom done. The reaction usually is used for shape determination
and is sometimes normalized at thermal energy. Detectors based on the
10B(n,a) reaction can be calibrated to about 2% excluding error in the
cross-section,

1.2.,4. 3He(n,p)
This reaction is seldom used as a standard. Probably the unavailability
of pure 8He was initially a problem. Recent developments suggest that this

reaction will be used more frequently in the future.

Recommendation

Absolute measurements of neutron flux by the associated~activity method
are dependent upon absolute measurements of activities from radionuclides
such as "™Be, 91Cr, ®Zn and 5’Co. Standards laboratories should undertake an
international comparison of the absolute calibration of such activities in order
to evaluate the accuracy achievable with the available techniques.
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TABLE I. SUMMARY OF RECENT RESULTS ON THE
61.i(n,a) CROSS-SECTION

Measurement Energy range Flux measurement Normalization
Fort and Marquette [1] 15 keV - 1.7 MeV Flat response Absolute
SLi glasses detector and

associated particle

Coates et al. (2] 1.5 keV -400 keV Harwell black Between 2 keV
SLi glasses detector and 10 keV to
149.5/VvEDb
Poenitz and Meadows [3) 90 keV -600 keV Gray detector ’ Absolute
SLi glasses
Clements and Rickard [4] 160 keV -3.9 MeV Harwell long Uttley and Diment
8Li sandwich counter and 2%y value between
cross-section 300 keV and
500 keV

2. LIGHT-ELEMENT STANDARDS

2.1. The Li(n,a) cross-section

Four recent determinations of the 8Li(n,a) cross-section have been
reported at this meeting. These are summarized in Table I. Considering
‘first the common energy region across the 250-keV resonance, the 6Li glass
resulis {1] agree to an accuracy of + 4% between about 150 keV and about
400 keV if systematic energy shifts of up to about 5 keV are accepted and if
the data of Poenitz and Meadows [3] are renormalized down by approxi-
mately 5%. (This latter shift is acceptable since Poenitz's (Li~mass assay
is preliminary.) The SLi sandwich detector results [4] in this energy region
are known to be inaccurate because of resolution effects and may be ignored.
Further work is needed to-establish more accurately the 6Li content of the
glasses used in the Van de Graaff experiments, and there are some differences
of detail in the multiple scattering corrections used by different authors. The
correct energy scale in this region must be established by further experiments.

As far as the experimental (n,a) data are concerned, these represent.

a considerable improvement since the 1970 Argonne Symposium when, due
to lack of agreement among the (n,a) data coupled with likely experimental
deficiencies, it was recommended that the value of the 6Li(n,a) cross-section
calculated by Uttley and Diment [5] from accurate total cross~section
measurements represented the best available value. Uttley and Diment's
cross-section was given some support by a preliminary measurement by
Coates et al. The revised data of these authors, however, together with
the other data referred to above, are approximately 12% below the Uttley
and Diment value at the peak of the cross-section, These results cast doubt
on the validity of deriving the (n,a) cross-section from total cross-section
measurements with a theory which treats the resonance around 250 keV as

a pure single level superimposed on an S-wave background. A calculated
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total cross-section which correctly represents the experimental total cross-
section always results in a calculated (n,a) value which is too high compared
with experiment. This is illustrated in Figs 2 and 3 of the paper of Fort and
Marquette in these Proceedings [1] and is also confirmed by some calcu-
lations of Meadows and Whalen [6]. It appears likely that a more sophisti-
cated atiack is needed before the theoretical prediction of the (n,a) cross-
section over the resonance peak is capable of being consistent with the most
accurate experimental values. A possible refinement is to consider the
likelihood of interference from the just-bound level at 6.64 MeV in'Li.

Turning now to the energy region below 100 keV, it is considered that
the reservations on the reliability of the prediction of the (n,a) cross-section
using the simple theory do not significantly alter the value of the (n,a)
cross-section recommended at the 1970 Argonne Symposium for energies
below approximately 50 keV. At 100 keV, the uncertainty in the P-wave
contribution is not likely to be greater than 2%. Unfortunately, the spread
in the experimental data is about + 8% near this energy.

Above 300 keV, the accuracy of the cross~-section is difficult to evaluate.
The Fort and Marquette [1] data are substantially higher than those of
Clements and Rickard [4] which are normalized to'the Uttley and Diment [5]
value between 300 and 500 keV. No reasonable renormalization helps the
situation significantly. It should be noted that the values of o(n,a) obtained
by subtracting the o(n, n) data from the total cross-section data in this energy
region support the Fort and Marquette data [1] although the values obtained
are not accurate to better than about 15%. It must be concluded that in this
energy region more measurements are urgently needed.

Recommendations

(a) Work should be continued to establish the 6Li(n,a) cross-section to
the accuracy requested for nuclear energy programmes (see WRENDA).

A further incentive lies in the need for measurements of the lower-energy
(less than 500 keV) portion of the fission neutron spectrum where 6Li glass
detectors may have to be used.

(b) Effort should be directed towards obtaining a more sophisticated
theoretical treatment with close collaboration among the laboratories chiefly
concerned (Argonne, Cadarache and Harwell).

(c) The present efforts to establish the correct energy scale over the
approximately 250~keV resonance should be continued. '

(d) Another white-spectrum measurement of the total cross~-section
should be made to cover the energy range from about 100 eV to about 5 MeV,
At present, the only white-spectrum measurement is that of Uttley and
Diment [5] which should be confirmed because it has been heavily relied
upon. It is important that the proposed measurement covers the energy range
which is accessible to Van de Graaff accelerators using monoenergetic neutron
sources and, in addition, extends to lower energies which are inaccessible
with Van de Graaffs.

(e) Further total cross-sections should be measured'by suitable methods
to resolve the discrepancy at higher energies (above 500 keV),

(f) The accuracy to which the 8Li content of glasses is known should be
improved. ' :

(g) More angular distribution measurements for the (n,a) reactioh are
needed above 20 keV to provide a correct basis for interpretation of measure-
ments performed with SLi sandwiches.
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2.2. The 19B(n,a) cross-section

Since absolute proton recoil counting with good time resolution has not
been demonstrated for neutron energies below 100 keV, other light-element
standards are required to extend the energy range up to 1. MeV. Because of
the resonance structure near 250 keV in the 6Li(n,a)T reaction, a boron
standard would also receive useful application up to 1 MeV.

ThelB(n,e) reaction (ground-state plus excited state) seems potentially
useful to about 1 MeV but is not well established above 80-100 keV. Recent
data do not indicate changes since the 1970 Argonne Symposium in the status
of the cross-section below 40 keV, but the new measurements of
Friesenhahn et al. [7] for the (n,a) reaction are approximately 5% higher at
10 keV and up to 50% higher around 420 keV.

The (n,oz1 v) reaction seems potentially more useful at the higher energies
(10 keV ~.1 MeV), provided the 478-keV gamma ray can be resolved. Above
100 keV the new data of Friesenhahn et al. for the (n,e;v) reaction and the
preliminary results of Coates et al. [8] agree with each other but show
systematic disagreement with current evaluated data files and with earlier
measurements. This disagreement is approximately 7% at 100 keV and
increases with increasing energy.

Recommendation -

Further experimental work is recommended in order to establish the
total (n,a) and the (n,al'y) cross-sections to the necessary precision up to
approximately 1 MeV. In consideration of the recent experiments of
Coates et.al. and of Friesenhahn et al., recommended values of the 1°B
cross-sections above 100-200 keV are difficult to determine.

2.3. The :3I~ie(n, p)T cross-section

The cross-section for this reaction is known to 2% below 100 eV, to
about 5% below 10 keV and less accurately above 10 keV,

Recommendation

Further measurements at energies above 100 keV are recommended to
achieve the accuracy requested for this standard cross-section.

2.4. The ilH(n,Ap) cross-section

This cross-section is reasonably well known from 1 to 14 MeV, but since
forward-scattered protons only are detected in the upper energy range, the
angular distribution of the reaction is needed.

Recommendation

It is recommended that the absolute cross~section as a function of angle
be measured at several energies above 8 MeV with the object of allowing
the determination of the cross-section for forward-scattered protons to an
accuracy of 0.5 to 1% at 14 MeV.
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3. FISSION AND CAPTURE STANDARDS

3.1. The fast-fission cross-section of 235y

Because of considerable structure as a function of energy, the use-
fulness of the 235U fission cross-section as a standard below 100 keV is
questionable. However, if this cross-section is to be used as a standard
above 100 keV, the available data sets should be examined below this energy
as well as above. Furthermore, cases of usefulness as a standard below
100 keV may occur. The data base in this region continues to improve, but
between absolute values at thermal energies and absolute values above 20 keV,
differences in the shape of the cross-section among various experiments
ledve uncertainties of the order of + 5%.

Since the 1970 Argonne Symposium [9], new measurements and modifi-
cations of earlier results have contributed significantly to an improved
knowledge of the fission cross-section. These new results include the
‘following:

(a) New relative measurements have been made with ORELA [10] from
100 eV to 100 keV by Perez et al. [11] and from thermal energies to 100 keV
by Gwin et al. [12]. Both measurements are normalized at low energies.

(b) Szabo et al. [13] have modified previous absolute measurements
made with a Van de Graaff and have obtained new data above 1 MeV, Data
based on White's fission chamber and reported previously at the 1970 Argonne
Symposium [14] remain unchanged. Data reported at the 1971 Knoxville
Conference [15] are currently being reassessed as a result of a foil
recalibration. '

(c) Relative measurements in the 1-~keV to 1-MeV region have been made
by Gayther et al, [16] using the Harwell linac. These data are normalized
to the 1972 evaluation by Sowerby et al. [17] in the 10- to 30-keV range and
have been reported previously only with preliminary flux measurements.

(d) New absolute data of Poenitz [18], obtained with a Van de Graaff,
replace the low preliminary values reported previously [19]. The new data
cover the range from about 35 keV to 3.5 MeV and are subject to final
confirmation of the foil assay.

(e) Both absolute and relative data in the energy range 0.5 - 1.2 MeV
have been obtained by K&ppeler [20] using the Karlsruhe Van de Graaff.

(f) New but preliminary absolute data in the range 1 ~ 6 MeV obtained by
Hansen et al. with the Los Alamos- Van de Graaff were reported by Diven [21].

The new data presented at the Panel are plotted in Fig.1l. A com-
parison of the data reveals the following features:

(a) From 35 keV to 1 MeV where measurements partially overlap, the
ORELA data, the data of Szabo et al. based on White's fission chamber, and
the data of Poenitz and of Gayther et al. are in reasonable agreement when
the errors of approximately 3 -4% in the individual data sets are considered.

(b) Of the 19 data points of Képpeler, the five between 500 and 700 keV
lie consistently about 6% higher than the data of Poenitz and of Gayther while
the data of Szabo et al. have intermediate values.

(c) The data of Képpeler also appear to differ in shape from the other
measurements in the 500-keV to 1-MeV region althéugh both he and Poenitz
have evidence for a 'step' in the cross-section at approximately 1 MeV.
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(d) From 1 to 2 MeV the data of Szabo and Poenitz agree while the data
of Képpeler are somewhat higher, and the new Los Alamos data are approxi-
mately 6% higher.

(e) From 2 to 3.5 MeV the Los Alamos data and those of Poenitz agree.

Recommendations and observations

(a) Inthe last two years, overall knowledge of the 25U(n,f) cross-section
has improved considerably. Below 500 keV the new data appear to agree
sufficiently well so that an évaluation would be fruitful.

Above 500 keV there appear to be differences of up to 6% among the new
data. In the important energy range 0.5 to 2 MeV it remains somewhat
difficult to determine the shape of the cross-section, and a more detailed
examination of this range is suggested. Although an evaluation would best
await a final assay of the foils used by Poenitz and the Los Alamos group,
even now an evaluation might achieve an estimated accuracy of about + 3%.

(b) Turning attention to lower energies, standard fission cross-section
integrals should be established and evaluated periodically as suggested by
Deruytter in 1971 [22] in order to supplement the standard thermal fission
cross~section of 235U (as well as the thermal cross-sections of all other
major fissile isotopes).

(c) For those cases in which the %U(n, f) cross~section must be used as
a standard below 50 - 100 keV, it will be important for the experimenter to
determine what additional uncertainties must be assigned to his experiment
because of fluctuations in the standard cross-section. '

(d) For accurate measurement of the standard fission cross-section of
2351 it is necessary to have detailed information concerning the angular
distribution of fission fragments over the whole range of energies and angles
of interest.

3.2. Fast-neutron capture cross-section of 197Ay
and other appropriate capture standards

The nmost important advantage in the use of gold as a capture standard is
the high accuracy with which the capture rate can be determined from the
induced activity of 1%8u, This outweighs the disadvantage of the large pro-
portion of gamma transitions to low-lying levels, which may disturb the
detection of prompt capture gamma rays (from other materials) with split-
tank scintillators. However, such detectors are used at present in only a
small number of laboratories.

New absolute measurements of the capture cross-section of °’Au by
Fort et al. [23] support previous values reviewed at the 1970 Argonne
Symposium and also agree well with the evaluation presentéd by Poenitz [24].
Preliminary measurements by Fort et al. [23] using the activation technique
reveal some discrepancies of the order of 15% which should be resolved.

Based on the independent absolute measurements, the present uncertainty
of the gold capture cross-section below 500 keV is less than + 5%, probably
+ 3%. Discrepancy still exists between the absolute cross-section data and
values obtained relative to the 235U(n, f) cross-section., Similar discrepancy
with absolute measurements is also apparent for gold capture data based on
the 238U capture cross-section. Consequences of fluctuations, which are
present in the lower keV energy range, must be considered in individual
experiments when gold is used as a standard.
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Recommendations

(a) Gold should be retained as the capture cross-section standard. It
would be a useful.check to include gold in all measurements of capture cross-
sections even if a different standard is used for flux measurements.

(b) The assumption of spectral independence of prompt gamma=~ray
detectors is a possible source of uncertainty in capture cross-section
measurements. It is proposed that, in addition to the capture cross-section
of gold, the ratio of gold~to~indium capture cross-sections be reliably
established since the capture gamma-ray spectra from these two elements
are significantly different.l

3.3. The value of U for spontaneous fission of 2°4Cf2

Recommendations

(a) Based on a least-squareés fit of all known absolute measurements
of ¥ for spontaneous fission of 252Cf, the following value was derived:

v = 3.733 + 0.0083 internal error
total

+ 0.0078 external error

It is recommended that this value be used for normalization of future
7 -measurements relative to 252Cf,

Input:data for the least-squares programme included the recent measure-
ments of Boldeman [26] and all absolute measurements discussed in the
reviews by Axton [27] and by Condé [28]. Weighting of the various data
according to estimates of experimental error was based upon published
literature cited in the review papers, upon discussions during the Panel
meeting, upon preliminary correspondence with many other authors and upon

! Editor's note: In a review of the Summaries, Conclusions and Recommendatidéns, some participants
challenged the technical basis for proposing to measure or establish the ratio of the gold-to-indium cross-
sections. It is the opinion of the secretary that the panel participants realized that measurements of the ratio
would not resolve the primary problem of insufficient understanding of the spectral response of gamma-ray
detectors but thought that reliably established ratios might help to illuminate detector problems in a user’s
laboratory.

In a preliminary version of this paper, owing to a typographicalerror, 'iodine® was written instead of
*indium®. Several interesting points arose in the ensuing correspondence.

(a) Iodine would also be useful as a secondary standard under certain circumstances. For example,
iodine has a smaller thermal capture cross-section than gold and would be useful when there is a large thermal
background. )

(b) There are practical difficulties [25] in the use of gold for activation measurements (as opposed to
capture gamma-ray measurements). If indium were to be used as a standard in place of gold in order to
avoid these difficulties, then absolute values of the indium cross-section would be required — not ratios to gold.

2 EBditor's note: Because of limited time, the recommendations in sections 3.3, 8.4 and 8.5 could not
be discussed in complete detail by the full panel so that the contents of these sections may represent the
consensus of the working group rather than of the full panel. Some of the recommended numerical values are
controversial and might have been somewhat different if they had been discussed by the full panel or by a
different group of scientists. Hopefully, the implementation of the recommendations wiil contribute to the
resolution of the controversies.
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the proceedings of the Consultants' Meeting on the Third Evaluation of the
Thermal Fission Constants (Vienna, 15~ 17 November 1972) [29], in which
several members of the present Panel had participated. Values of V derived
from measurements of the parameter n were excluded from the present
analysis,

(b) From previous discussions at the Consultants' Meeting [29], it
appeared that inclusion of all data, both absolute and indirect, in the least-
squares fit produced a value 0.5% higher than that recommended above and
that exclusion of all absolute measurements (leaving essentially only values
derived from n-measurements) produced a value approximately 1.5% higher
than that recommended above.

The discrepancies among the results of the various fitting procedures
can apparently be traced tothe assignment of high weights to the n-experiments.
Therefore, the following is recommended: -

(i) either the corrections and author-estimated errors of the
n-measurements should be reassessed
(ii) or n should be re-measured.

The Panel was not convinced that either of these recommendations would
yield values of ¥ with errors as small as those of the direct measurements,

The Panel noted that the errors assigned to the value recommended
above describe only the uncertainties in the direct values and do not reflect
the discrepancy of approximately 1.5% between the directly and indirectly
determined values. The problem of the value of ¥ for %%Cf is therefore not
yet satisfactorily resolved in spite of the improved agreement among the
direct measurements.,

3.4. The 2200-m/s fission and capture cross-sections of the fissile nuclides3

Recommendations

(a) Because-of difficulties involved in deducing 2200-m/s values from
effective cross~-section measurements, it is recommended that the quantities
required be measured at 2200 m /s neutron velocity.

(b} Extensive work on the alpha half-life of 234U has been performed at
CBNM using several counting techniques (low geometry, medium geometry
and 47 alpha counting; liquid scintillation counting) and several different
mass determinations (controlled-potential coulometry, isotopic dilution,
weighing in ultra~high vacuum). While this work is being finalized and
confirmed at Argonne National Laboratory and at Chalk River, the Panel
received the working group's recommendation of the value

T, (**u) = 2.446 X 10° 2 £ 0.3%

for calculation of the amounts of 23%U in targets used in fission cross-section
measurements. The quoted error represents three standard deviations.

(¢) The difference among measured values of the alpha half-life of
2337 is striking. Several values from high-precision alpha counting are
grouped around T1/2(233U) =1,61 X 10°a. However, recent measurements by

3 See Footnote 2.
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Keith [30] using alpha counting and by Oetting [31] using a calorimetric
method both yield the value 1.55 X105 a. The difference between the two
groups of measurements is about 4%. A recent but unpublished measurement
performed at Chalk River by Durham et al. using the alpha-counting method
yields a value of 1,583 X 10° a.

High-accuracy measurements of the half-life of %3U are recommended to
resolve the discrepancy. .

(d) For the half-life of 239Pu the counting method yields with high con-
sistency a value of 24 395 + 29 a (error = 3 standard deviations) [32] while a

. recent calorimetric measurement by Oetting yields a value of 24 065 = 50 a[33].
This difference of 1.3% is directly reflected in the 2200-m /s value of the
fission cross-section of 29Pu, Measurements of high accuracy are needed
to resolve the discrepancy.

(e) There is a persistent difference among values of 2200-m /s fission
cross-section ratios deduced from g-dependent experiments. For example,
values of the o;(23%Pu)/o;(235U) ratio measured at Aldermaston in a thermal
column are 1.277 + 0.025 (White et al. [34]), 1.271 + 0.015 (Keith et al. [35]);
the ratio obtained with a beam extracted from the column is 1.235 + 0,022
(White et al. [34]). Values measured at Chalk River are: 1.2970 x 0.0075
(Bigham et al. [36]), 1.2926 % 0.0081 (Lounsbury et al. [37]). The ratio is
rather sensitive to the assumed g-factors, and results are different for
different irradiation facilities. Ratio values obtained with monokinetic
neutrons of 2200-m/s velocity are much more consistent,

It is therefore recommended that evaluators reassess the g-factors for
the fissile isotopes to take into account recent low-energy data, In view of
the inconsistency of ratio values obtained with different neutron spectra, it
is recommended that the errors assigned to the Maxwellian ratios be
increasedto a realistic value when those ratios are used in an evaluation of
all parameters at 2200 m/s.

{(f} For %'Pu the available information is very scarce. Further
measurements of the 2200~-m /s fission and absorption cross-sections are
needed in connection with the least-squares evaluation by the IAEA [29].

(g) When 2200-m/s fission cross-section measurements are performed,
they should be carried out in low geometry in order to avoid significant
corrections for scattering and self-absorption of fission fragments in the
fissile layers.

(h) It is recommended that the output parameters from the IAEA
revision [29] of the 2200-m /s parameters should be used for future normal-
izations of relative measurements,

3.5. Fission neutron spectra%

Recommendations

(a) It is recommended that a standard fission neutron spectrum be
included among the neutron standard reference data. The spectrum of
neutrons from spontaneous fission of 252Cf should be a primary standard but
the fission spectrum of 2*%U induced by neutrons below 150 keV should be
regarded as an associated standard,

4 See Footnote 2.
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The choice of 252Cf is derived from its wide potential utility, not only
for comparison with other fission neutron spectra but also in simple integral
experiments, detector calibration, etc. [38]. 23U is included because of its
convenience as a standard for comparison in many experimental applications
involving accelerators or reactors and because at present it is comparatively
well known. Over the energy range 0.5 -~ 7 MeV there is good consensus, and
there is already at least one set of very careful measurements [39] extending
to 15 MeV.

(b) While appreciating the value for discussions and scientific analysis
of representations of the fission spectrum in terms of parametrized analytical
formulae, the Panel insist that the definitive representation is in numerical
terms, i.e. a table of intensity as a function of energy. This table should
include a statement .of the statistical and systematic errors.

(c) The correction of standard measurements for the effects of multiple
reactions requires data for the elastic and inelastic cross-sections of all
materials of importance in the experiment, e.g. 235U, platinum and the
components of stainless steel. It is suggested that the effect of present
uncertainties in these cross~-sections on the accuracy of the fission neutron
spectra should be assessed.

(d) The possible existence of delayed neutron groups with half-lives
less than those currently accepted makes difficult a clear definition of prompt
and delayed fission neutron spectra and hence could in principle result in
observation of different spectra depending on the technique or parameters
used. It is recommended that attention be given to establishing the existence
and intensity of such neutron groups and their associated spectra.

(e) The present state of our knowledge of the fission neutron spectrum of

22Cf is regarded as far from satisfactory. The experiments are mostly
rather old, and many of them require substantial corrections, as was pointed
out at the Consultants' Meeting on Prompt Fission Neutron Spectra [40].
Less attention was paid to detector and energy calibration than now seems
desirable. It is recommended that the results of experiments currently in
progress be awaited before an evaluation of the 252Cf fission neutron spec-
. trum is attempted.

(f) It is felt that an evaluation of the 235U fission spectrum could
profitably be carried out as soon as all the results currently known in pre-
liminary form have been finalized.

-~

4. GENERAL RECOMMENDATIONS

(1) Particularly in the field of neutron standard reference data, experi-
menters are strongly urged to make special effort to include in the publication
of their work all details required for evaluation and permanent documentation,

The reporting of sources of error and estimates of uncertainty is fre-
duently in need of improvement. Although similar recommendations have
appeared in the proceedings of numerous meetings, further improvement is
necessary, and therefore the following recommendations on reporting of
errors are made. Recommendations (2a) through (2c) are based on similar
recommendations of the Consultants' Meeting on the Third Evaluation of the
Thermal Fission Constants [29] which the Panel strongly affirm.

(2a) In general, greater care should be devoted to the identification -of
sources of uncertainties.
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(2b) Overall random and systematic errors should be reported separately,
whether or not the combined uncertainty is also reported.

(2¢) Com__ponent uncertainties in each of the above categories should be
itemized,: especially the systematic errors.

(2d) Experimenters should report precisely how components of the uncertainty
- correlate among various subsets of the data. For example, the full estimated
variance (or relative variance) on a value might be given as a sum of terms,
one of which is not shared by any other value, one of which might depend on
a foil assay and be shared equally among all values given, and perhaps one
of which is shared among a subset of points with correlated back-
ground or flux determination uncertainties. Such an organization of
uncertainties would allow the construction, if necessary, of the full cova-
riance madtrix of the data given.

This information is needed even to determine correctly whether various
sets of experimental values are discrepant, and it is further needed to allow
a rational.combination of results from various investigators. As pointed out
by Usachev et al. [41], such detailed estimates of uncertainties are needed
for final evaluated cross-sections to allow the assessment of the effects of
uncertainties upon applications such as reactor design,

Evaluators cannot supply the required details about uncertainties unless
measurers provide the basic information in a clear way. Of course, much
relevant information is often supplied by experimentalists, but the manner
of presentation is sometimes ambiguous.

When the published account of research lacks sufficiently detailed
information about uncertainties, often an evaluator's only option is to revise
the uncertainties to a 'realistic' value. Regrettably, such revision may in
effect exclude the measurement from the evaluation.

(2e) Journals are urged to accept for publication the detailed information
required for subsequent evaluation and documentation, especially in the case
of neutron standard reference data. Many Panel members had personally
encountered rejection of important information by journals on the basis of
excessive detail,

(3) The Panel recognized the important role of the Central Bureau for
Nuclear Measurements (CBNM) in providing targets and samples relevant
to neutron standard reference data measurements, both inside and outside
the European communities. They expressed hope that the same service
will continue to be available in the future.

(4) The comparison of neutron flux measurements which has been undertaken
by the International Bureau of Weights and Measures (BIPM) is a valuable
approach which should be supported.

(5) The Euratom Working Group on Reactor Dosimetry (EWGRD) has
indicated the need for rapid improvement of certain capture and threshold
reaction cross-sections relevant to reactor dosimetry. In view of present
concentration on only six primary standard reactions, three of which also
belong to the reactor~dosimetry class, EWGRD should consider whether the
adoption of the neptunium fission cross-section as a primary standard would
improve the situation. This suggestion should also be brought to the attention
of the International Working Group on Reactor Radiation Medsurements
(IWGRRM) of the IAEA,



SUMMARIES, CONCLUSIONS AND RECOMMENDATIONS 365

(6) 'The Panel strongly urges all participants to send their data to the
Neutron Data Centre which serves their area.

(7) In consideration of the extensive efforts presently under way at many
laboratories, a third panel on neutron standard reference data is recommended
for spring 1975.
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CONVERSION TABLE:
FACTORS FOR CONVERTING UNITS TO S| SYSTEM EQUIVALENTS*

Sl base units are the metre (m), kilogram (kg}, second (s), ampere (A), kelvin (K), candela {cd) and mole {mol).
[For further.information, see Internationat Standards 1SO 1000 {1973}, and 1SO 31/0 (1974) and its
several parts)

Multiply ’ by to obtain
Mass .

pound mass {avoirdupois) 1 1bm = 4536 X 107! kg
ounce mass {(avoirdupois) 1 0zm = 2,835 X 10! g
ton (long) (= 2240 1bm) 1ton = 1,016 X 10° kg
ton (short) (= 2000 Ibm) 1shortton = 9.072 X 10% kg
tonne (= metric ton) - 1t = 1,00 X10° kg
Length

statute mile 1 mile = 1.609 X 10°  km
yard 1yd = 9144X107 m
foot 1ft = 3.048X10" m
inch 1in = 254 X102 m
mil (= 1072 in) . 1 mil = 254 X102 mm
Area

hectare 1ha = 1.00 X 10* m?
(statute mile)? 1mile? = 2,590 X 10° km?
acre 1 acre = 4.047 X 10° m?
yard? 1 yd? = 8361 X107 m?
foot? 1 = 9290 X102 m?
inch? 1in? = 6.452 X 10° ~ mm?
Volume

yard® 1yd® = 7646 X 107! m?
foot? 1 = 2832X 102 md
inch® 1ind = 1.639 X 10* mm?
gallon {Brit. or Imp.) 1gal(Brit) = 4.546 X 10> m?
gallon (US liquid) 1gal(Us) = 3785 X107 md
litre 14 = 100 X107 m
Force

dyne 1dyn =100 X100° N
kilogram force ’ 1 kgf = 9,807 X 10° N
poundal 1 pdi = 1.383X10?! N
pound force (avoirdupois) 1 Ibf = 4.448 X 10° N
ounce force {avoirdupois) : 1 ozf = 2.780 X 107 N.
Power

British thermal unit/second 1Btu/s = 1.054 X 10° w
calorie/second 1 cal/s = 4.184 X 10° w
foot-pound force/second 1ft.lbf/s = 1.356 X 10° w
horsepower (electric) 1 hp = 746 X10? w
horsepower {metric} (= ps) 1ps = 7.355 X 10? w
horsepower (550 ft- Ibf/s) 1hp = 7.457 X 10? w

* Factors are given exactly or to a maximum of 4 significant figures



Multiply . by to obtain
Density
pound mass/inch? 1ibm/in® = 2.768 X 10° kg/m>
pound mass/foot? 1bm/ft® = 1.602 X 10! kg/m?
Energy
British thermal unit 1Bt = 1054 X10° J
calorie 1cal = 4184X10° J
electron-volt 1eV ~ 1602X107%° J
erg 1erg = 1,00 X107 J
foot-pound force 1fe-lbf = 1366 X 10° J
kilowatt-hour 1kW-h = 360 X10° J
Pressure ) !
newtons/metre? 1N/m? = 1.00 Pa
atmosphere2 1 atm = 1.013 X 10% Pa
bar 1 bar =100 X10° Pa
centimetres of mercury (0°C) 1 cmHg = 1.333 X10° Pa
dyne/centimetre?® 1dynfem? = 1.00 X 10™' Pa
feet of water {4°C) 1tH,0 = 2989 X 10° Pa
inches of mercury (0°C) 1inHg = 3.386 X10° Pa
inches of water (4°C) 1inH;0 = 2491X10> Pa
kilogram force/centimetre? 1 kgf/em? = 9.807 X 10* Pa
pound force/foot? 11bf/ft?2 = 4.788 X 10! Pa
pound force/inch? (= psi)® 11bf/in? = 6.895 X 10° Pa
torr (0°C) (= mmHg) 1 torr = 1.333X10° Pa
Velocity, acceleration
inch/second 1in/s = 254 X 10! mm/s
foot/second (= fps) 1 ftfs = 3048 X 10' mis
foot/minute 1ft/min = 508 X10° m/s
- . 4470 X 107! m/s
mile/hour (= mph) 1 mile/h | = 1.609 X 10° km/h
knot 1 knot = 1.852X 10°  km/h-
free fall, standard (= g) = 9.807 X-10° m/s?
foot/second? 1ft/s2 = 3048 X107 mys?
Temperature, thermal conductivity, energy/area- time
Fahrenheit, degrees —32 :F -32 5 °c
Rankine" R 9 K
1 Bw-in/ft®.s. °F = 5,189 X 102  W/m-K
1 Btu/ft-s: °F = 6226 X 10!  W/m-K
1 cal/em-s-°C = 4.184X10° W/m-K
1 Bru/ft?.s = 113 X10° Wm?
1cal/em?-min . = 6973X 102 W/m?
Miscellaneous
foot? /second 11/s = 2832X102  m’/s
foot? /minute 11 /min = 4719X 10 m*/s
rad rad = 100 X102 J/kg
roentgen R = 2580 X 10* Cl/kg
curie Ci = 370 X 10 disintegration/s
2 atm abs: atmospheres absolute; bibffin? {g) (= psig): gauge pressure;
atm (g): atmospheres gauge. Ibf/in? abs (= psia): absolute pressure.
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