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SUMMARY OF SESSION I

Chairman: A.J. Deryutter

Summary

In this Session three papers were presented:

(1) 'Requirements for nuclear standard reference data from the users' point
of view' by myself;

(2) 'The neutron cross-section standard evaluations for ENDF/B VI' by
A. D.Carlson;

(3) ' INDC/NEANDC Standards File, Status Report' by H. Condé,

and a fourth paper was submitted to the session by M.V. Blinov containing infor-
mation with respect to the IAEA Standards File entitled: 'IAEA Standards File:
Some comments and recommendations'.

In the first paper the general requirements for the standards reference
data from the measurers' point of view were discussed. Requirements concerning
accuracy of the data, traceability, representation, availability of materials in
suitable form and applicability in real life detectors, internal consistency of
standards as well as requirements for additional basic information required for
making corrections with confidence or to impose constraints on the data were
discussed.

In the discussion that followed the presentation it was recognized that
the difference between primary standards and secondary standards is not very
meaningful because of the large number of requirements introduced by the use of
the standards in applicatiions. However, in view of the amount of work involved,

it was argued that no further standards should be added to the set unless good
arguments are given and applications are specified. It was mentioned that also
standards for neutron production were needed.

In the second paper a 'first pass' at determining the standards for
ENDF/B-VI was reported by A. Carlson.

The CSEWG (Cross Section Evaluation Working Group) decided that the
hydrogen scattering cross-section would be fixed in ENDF B-VI and the new eva-
luation by Dodder and Hale has been accepted as the new hydrogen standard for
ENDF/B-VI.



A simultaneous evaluation is being performed with a generalized least
squares program and the cross-sections being evaluated are Li(n,oc), Li(n,n),
10B(n,oc0), 10[i(n,a,), IOD(n,n), 197Au(n,-y), 235U(n,f), 238U(n,f), 238U(n,T) and
239Pu(n,f). This evaluation uses a large data base file, and a full covariance ana-
lysis is being performed.

The R matrix is being applied for the Li and B cross-section
standards.

A procedure for combining the simultaneous and R-matrix evaluations has
been defined but is not yet implemented.

The output will be adjusted R-matrix parameters for the Li+n and
B+n systems and final point cross-sections for the remaining reactions.

Preliminary results were presented for the Li and B standard cross-
sections from the simultaneous and R-matrix evaluations and compared to the

197 ?"? 5EDNF/B-V results. Some trends for the Auto,?) and J U(n,f) cross-sections
compared with EDNF/B-V were discussed.

In the discussion that followed clarification on the data base used and
the combination of the simultaneous and R-matrix evaluations were given. Espe-
cially the acceptance of the new H(n,n) cross-section and the procedure to
obtain the accuracy of differential cross-sections was discussed. The envisaged
data for finalizing the standard evaluations for ENDF/B-VI was given as middle
1985.

In the third paper the 1982 version of the INDC/NEANDC Standard File
published as an IAEA Technical Report (N° 227, Vienna 1983) was discussed. All
items contained in the file were briefly commented and additional information
given when available. The procedure of updating the file and the responsibilities
of NEANDC and INDC in this respect were mentioned.

In the discussion that followed the presentation concern was expressed
about the conformity of the updated document when published by OECD with the
IAEA Technical Report N° 227.

In the paper submitted to this section by M.V. Blinov et al comments re-

lated to several of the evaluated standards in the INDC/NEANDC Standards File
are made and these should be carefully considered by the responsible reviewers

in view of the coming NEANDC updating.
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Conclusions from the Session;

(1) Ways and means to speed up the iterative process of approaching accurate
values for standard /eference data should be found.

(2) A more rigorous approach to systematic problems both in design and
execution of experiments is required. Especially long-standing sources of
systematic errors need to be thoroughly investigated.

(3) A thorough investigation of the limitations in the use and the resulting
systematic errors in the execution of the measurements should be made
before a standard is classified as such. (Also before a new measurement on a
standard is made the impact on the accuracy of that standard should be
evaluated).

W Additional basic information obtained by theory or experiment should be used
to improve accuracy and reliability of standard data by allowing better
funded corrections or by imposing constraints on the data.

(5) Only one set of standards data should be used by the user community. In
this standards set numerical values should be given for all standards and a
more rigorous scheme of updatings would improve traceability. The standard
data measurements on which the evaluations and updatings are based should
be fully documented and traceable in the literature.

!

(6) This standards set should be the INDC/NEANDC Standards File. A few
suggested improvements with respect to the present file are: For the use of
differential cross-sections for H(n,n), additional information on the co-
efficients of the Legendre polynomials in the relative centre-of-mass
neutron angular distributions is required. For each standard a unique set of
values and uncertainties (with correlation matrix) should be given. Numerical
values of standard reference data in the file should be consistent when
related.

(7) The results of the neutron cross-section standards evaluations for ENDF/B-VI
performed by the U.S. Cross-Section Evaluation Group should be carefully
considered in the next version of the INDC/NEANDC Standards File. Any
updating of the present file should wait until these evaluations are finalized.

(8) The permanent reviewers of the standards cross-sections in the framework of
the INDC/NEANDC should take into account all technical information
presented at this meeting.

11



RECOMMENDATIONS TO THE I.A.E.A.

(1) The IAEA/NDS through the IN DC should convene at regular intervals
Advisory Group Meetings on Standards Reference Data. These meetings
should preferably be linked with updatings of the INDC/NEANDC Standards
File.

(2) The IAEA/NDS through !NDC should convene small expert meetings on topics
of special interest in the standards field.

(3) The ÏAEA/NDS should give continuity to the publication of the
INDC/NEANDC Standards File.



SUMMARY OF SESSION IÏ

Chairman: G.M. Hale

SUMMARY

- Hale: Discussed Li system data and calculations, with
implications for Li(n,t) reaction mechanism. Present
R-matrix analysis agrees well with low-energy data, gives
cross sections close to ENDF-V values. Some problems

&\representing Li(n,t) angular distributions and some other
data for E in the MeV range. Doublet-doublet amplitudesn
appear consistent with d-exchange mechanism. Particle
exchange arises naturally in R-matrix theory through channel
overlap terms - still needs to be included in Li analysis.

- Poenitz: Reviewed the status of n- Li and n- B data. New data for the
n+ Li reactions appear to be reasonably consistent with each
other, and do not indicate large changes from the EMDF-V

10,evaluation. New data for n- B (and a closer look at
earlier data) show many internal discrepancies except at
thermal and indicate some differences with the 10B{n,a)
ENDF-V cross sections in the standards range, and possible
large differences above. Recommends that Li(n,t> be used as
the $tandard below 100-150 keV until problems with BCn,a)
data base resolved.

- Bastian: Described relative measurement of Li(n,a) ratio, using
rotating samples to remove inhomogeneities and angular
distribution effects. Within the errors of the present
experiment, no significant deviation outside the errors of
the evaluations from the ratio of the ENDP-V cross sections
was observed in the range 2 eV - 300 keV. Above 400 keV
large deviations were seen, but background corrections were
also large there. Peak position in ratio at slightly higher
energy in measurement than in calculation. Plans to repeat
measurement with smaller errors.

13



- Lajtai: Measured efficiency of thick (9.55 mm) NE-912 Li glass de-
tector relative to thin (.835 mm) NE-908 Li glass, then
determined absolute efficiency of the thick glass by a Monte
Carlo -calculation of the thick glass efficiency. The
measured thick-glass efficiencies were then compared with MC
calculations and found to be 2-20% higher for .02 ̂ E ^2 MeV.

6 "Correction factors for resonances other than Li(n,a) [prima-
rily those from 0, Si, and Li], attained values as high
as 1.7 for the thick glass. Feels that this is a well-
characterized, relatively efficient detector for measurements
on U, Pu, and Ca at energies up to 2 MeV.

- Drosg: Proposed measuring ratios of the inverses of some of the
standards cross sections by the quasi absolute method, using
a common target for the two reactions. For instance, if
4 6 A 7 1 0He(t,n) Li and He( Li.n) B were measured with
the same system (identical gas target) such that the outgoing
neutron energies are the same, only statistical errors (and
background subtraction) would, in principle, be present.
Method requires bunched Li
could be done at Los Alamos.
Method requires bunched Li and t beam facilities. Possibly

CONCLUSIONS

1. Standards cross sections need to be studied over a far wider energy
range than the recommended one in order to understand them, and
possibly to extend the recommended range.

2. Data base, evaluations for n- Li cross sections appear to be
converging on results not very different from ENDF-V cross sections
for E < l MeV.n •

3. Data base for n- B reactions in a state of confusion due to large
disagreements between new measurements and earlier ones [esp. for
B(n,a )]. Response of the simultaneous and R-matrix

evaluations to the new n- B information tends to be in the same
direction, but large differences (~6%) presently remain.

14



SUGGESTED RECOMMENDATIONS

- Evaluations: Continue work on combined simultaneous/R-matrix
evaluations of standard cross sections. Try to

10resolve problems in existing n- B data base as much
as possible, but recognize that final errors in the
evaluated B(n,a) cross sections may hinder its
use as a standard below ~100 keV.

- Measurements: Re-measurement of Bastian Li/ B ratio with smaller
errors is encouraged, as is Drosg's proposal to measure
ratios of inverse reactions with beams or targets in
common. A direct measurement of He( Li.n) B would
also be a useful check of the recent Li(a,n) cross
sections that disagree so much with previous data.

10B(n,a ) measurements atUrgently need absolute
a few energies in the 50 keV - 1 MeV range, or a
detailed shape measurement that goes down to low
enough energies to be strongly tied to the thermal
numbers.

15



SUMMARY OF SESSION III

Chairman: A.D. Carlson

The session began with Dr. Kornilov describing the FADE approximation
parameterization as applied to the Li(n,t) and B(n,oc) cross sections from 0.1
keV to ~ 2 MeV. Only 11 parameters were required to fit each of these
cross-sections to an accuracy of ~ 0.5%.

27Dr. Kornilov then reported on his evaluation of the AJ(n,oc) cross-section
from 5.5-20 MeV which also employed the FADE approximation parameterization.
With the available experimental data, the fitting was possible with 8 parameters.
A correlation matrix was deduced for the experimental data and bounds were

27
obtained for the accuracy of the Al(n,oc) evaluation. This evaluation is in
agreement with ENDF/B-V. The agreement with the Vonach evaluation on the
INDC/NEANDC standards file is within the errors of the evaluation, i.e. +_ 2%,
only near 1* MeV. The Vonach evaluation is generally lower than this
evaluation. The apparent presence of structure in this cross section from 6.- 8.5
MeV must be taken into account in the use of this cross section. It was
emphasized that an improvement in the accuracy of this cross-section is only
possible if experiments with 1-2% uncertainty are performed with high neutron

i

energy resolution. Recommendation: The reason(s) for the differences in the
Vonach and Kornilov evaluations should be investigated.

Dr. Condé reported on the investigation of Andersson et al. concerning the
influence of background neutrons on activation measurements in the neutron
energy region for 2 - 7.7 MeV. An extensive effort has been made to identify
sources of background neutrons and reduce their effect on activation
measurements. The main sources of these background neutrons were found to be
charged particle reactions in the target materials and secondary neutrons from
non-elastic reactions of neutrons in the sample and surrounding materials. The

In(n,7> cross section was selected for this investigation. This cross section
falls off rather sharply with increasing neutron energy so low energy background
neutrons can be a significant problem. The measurements were made relative to
the In(n,n') cross section which allowed the reaction rate and f lux
determination to be made with the same sample. In addition to the results of the
background investigation the cross section was also determined. The
uncertainties obtained were typically 10-20%. At the higher neutron energies,
the cross sections obtained are tower than previous measurements. Preliminary
results on the Au(n,7> cross section were also obtained in this investigation.

16



These measurements fall systematically below the ENDF/B-V evaluation for E _>
3 MeV. Some comments were made by participants of the AGM concerning the
usefulness of the gold capture standard for neutron energies above ~ 1 MeV

where the cross section "is small and background can be a significant problem.

Dr. Cosack then presented a paper on the influence of target scattered
neutrons i n cross section measurements. The work was motivated by a recent
international intercomparison of fluence measurements for monoenergetic fast
neutrons. The scattered neutron problem caused considerable difficulty in this
intercomparison. A Monte-Carlo program was written which simulates the
experimental situation for neutron scattering in the target materials. The
program calculates the fluence, spectral distribution and time-of-f light
distribution for neutrons which interact with the target materials. Comparisons
of measured and calculated time-of-flight spectra at 570 keV obtained with a
lithium glass detector are in reasonable agreement. The differences in these
spectra are believed to be due mainly to measurement problems. The total
fluence of scattered neutrons was determined to be 1.3% of the fluence at this
energ y.

Recommendation: Further work on this technique is recommended in an effort to
understand the international intercomparison results.

In addition to the work reported on at this session, a paper titled "Comments
( 197

to the Evaluation of Fast Neutron Capture by Au Given in the Book of
Standard Nuclear Data" by V.A. Tolstikov was distributed to the particpants at
the AGM. In this paper the author points out that the gold capture standard does
not have a good data base for high neutron energies. He advocates the use of
the cross section as a standard from neutron energies below 200 keV by properly
handling the structure in the cross section. The author notes that significant new
data have been obtained since the ENDF/B-V evaluation and suggests that a new
evauation be performed.

17



SUMMARY OF SESSION IV

Chairman: M.G. Sowerby

This session considered the fission cross-sections of U-235 and U-238, six
papers dealing with Ü-235 and 3 papers with U-238. In addition a short
presentation of the U-235 fission cross-section evaluation of Konshin (USSR) was
made. Throughout the session comparisons were made with the ENDF/B-V data
though we had heard in the first session of the meeting that the preliminary
U-235 ENDF/B-VI evaluation was approximately the same as version V above 4 MeV
but 1-2% lower from 1 to 4 MeV and ~2% lower from 0.1 to 1 MeV. The papers
considered are listed below.

(1) "Review of recent measurements of the U-235 fission cross-section and
fission fragment angular distribution between 0.1 and 20 MeV"
M. G. Sowerby and B. H. Patrick

(2) "New results on the U-235(n,f) fission integrals"
C. Wagemans and A. J. Deruytter

(3) "Absolute measurements of the U-235(n,f) cross-section for neutron energies
from 0.3 to 3 MeV"
A. D. Carlson, J. W. Behrens, R. G. Johnson and G. E. Cooper

(4) "AEP measurements of U-235(n,f) and U-238(n,f) cross-section"
Yuan Hanrong

(5) "Absolute measurement of the U—235 fission cross—section at 4.45 MeV
neutron energy using the time correlated associated particle method
(TCAPM)"
R. Arlt, C. M. Herbach, M. Josch, G. Musiol, H. G. Ortlepp, G. Pausch,
W. Wagner, L. V. Drapchinsky, E. A. Ganza, 0. I. Kostochkin,
S. S. Kovalenko and V. I. Shpakov.

(6) "Fission fragment mass, kinetic energy and angular distribution for
U-235(n,f) in the neutron energy range from thermal to 6 MeV"
Ch. Straede, C. Budtz-J^rgensen and H.-H. Knitter

(7) "The U-238 fission cross-section, threshold to 20 MeV"
Y. Kanda

(8) "Neutron induced fission cross-section of U-238 in the second plateau
region"
A. A. Goverdovsky
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In addition the following paper was presented in Working Group Session 11
but will be considered in this summary.

"Fission ratios involving U-238, Np-237, Pu-239 and U-235 fission
cross-sections"
Y. Kanda and Y. Uenohara

In the first paper Sowerby and Patrick reviewed the U-235 data between 0.1
and 20 MeV. They found that

(1) there had been few new data since 1978
(2) the new data tend to be lower than B-V from 0.1-1 and 2.5-5 MeV
(3) time correlated associated particle type measurements tend to be lower than

measurements by other techniques
(4) revisions to B-V are constrained by accurate fission spectrum averages
(5) there were too many reviews of the data and too few new measurements
(6) the recommendations of the Smolenice meeting (IAEA(NDS)-146) were endorsed

and in particular it was noted that
(i) the ±1% accuracy needed has not been achieved, except perhaps at

14 MeV
(ii) the best way to achieve this accuracy seems to be the measurement of

accurate spot points which can be used to normalise good shape
determinations

(7) the required accuracy of ±1% is unlikely to be achieved unless
(i) there are improvements in the measurement of neutron flux and in the

accuracy of the H(n,n) cross-section (as given in ENDF/B-V)*
(ii) tests are performed to confirm that the TCAP method is free from

serious systematic error (Dr. Poenitz in the discussion showed how
random coincidences between the correlated particles and background
fission events might produce errors)

*The accuracy of the H(n,n) cross-section and its angular distribution were
discussed by the meeting. The new evaluation of Dodder and Hale accepted for
ENDF/B-VI has a lower uncertainty than ENDF/B-V and Poenitz felt that the
cross-section is well known below 3 MeV (±0.3%). At higher energies
uncertainties in the angular distribution become more important and it was
believed that the data will not always be accurate enough over the whole energy
range to 20 MeV to permit flux measurements to be made to an accuracy of ±0.7%.
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In the second paper Wageraans and Deruytter reported new results on the
U-235 fission integrals from 7.8 to 11 eV (I ) and 0.1 to 1 keV (I )
made with an improved experimental arrangement. Considering their new data
together with the previous measurements they find that I is 246±2 b.eV if
the thermal cross-section is assumed to be 587.6 b. However, there are problems
with I ; the ratio ~L„/~L^ seems to depend on whether the incident
neutron flux was measured using the B-10(n,a) or the Li-6(n,a) cross-section.
All values of 1~I~L. based on Li-6 are lower than any ratio based on
B-10 with the average ratio being 4% lower. Further work is requested to
resolve this problem (Corvi in Session 7, however, showed data indicating that
I_/I. will be the same whether B or Li is used). It is unlikely
therefore that there are errors in the assumed energy dependence of the boron
and lithium cross-sections; errors are more likely in their use in practical
detectors. However, as Knitter pointed out, the angular distributions of the
(n,a) reactions may produce problems.

Carlson et al reported on the absolute measurements made between 0.3 and
3 MeV with the NBS Linac. These excellent data are the first absolute
measurements made with a Linac and have a total uncertainty of ~±2%. The
measurements use the same fission chamber and black detector as Wasson et al
employed on the Van de Graaff between 0.2 and 1.2 MeV. The data agree with
other recent measurements though they tend to be lower than the other data below
~1 MeV. They also suggest that ENDF/B-V should be revised downwards between 0.3
and 3 MeV.

Yuan discussed the many AEP measurements of the U-235 fission cross-section
made since ~1964 and also gave some recent absolute U-238 data (some of the
U-235 measurements are relative to the fission cross-sections of U-233 and
Pu-239). The measurements were made using the AEP Van de Graaff,
Cockcroft—Walton and heavy water moderator reactor. Five measurements concern
the thermal and resonance energy range, the remainder are in the energy ranges
0.03 - 5.6 MeV and/or 14-18 MeV. On the whole the U-235 data agree with the
other available data. However, in view of the discrepacies in the present data
base around 2.5 MeV an absolute measurement is to be made at this energy using
the TCAP methods. The new U-238 absolute data between 4 and 5.5 MeV are greater
than the ENDF/B-V evaluation and agree with JENDL-2. In view of the ~10% spread
in data for the U-238/U-235 fission ratio above ~10 MeV a measurement of the
U-238 fission cross-section is to be made in the 14 MeV energy range.
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Blinov presented the paper of Arlt et al on the U-235 fission cross-section
at 4.45 MeV neutron energy measured using the time correlated associated
particle technique. The accurate and careful measurement, which was made
following the recommendation of the IAEA Consultants' Meeting at Smolenice,
gives a value which is lower than ENDF/B-V. The error of 2.1% is dominated by
errors in areal density, homogeneity and statistics. Further efforts will be
directed to more precise measurements of the areal density.

Blinov then briefly discussed the evaluation of the U-235 fission
cross—section by Konshin where special attention was given to the evaluation of
the error. The evaluation, which was carried out in two energy regions 100 eV
to 100 keV and 100 keV to 20 MeV, agrees with the ENDF/B-V evaluation to within
1% and has similar errors. It was found that the existing data base is not
consistent and that the quoted errors in some measurements are too small. It
was proposed that there should be an exchange of programmes for the calculation
of the corrections applied to the measurements.

Straede et al presented some very elegant measurements of the fission
fragment mass, kinetic energy and angular distribution of fission fragments for
U-235 in the neutron energy range thermal to 6 MeV. These impressive data were
obtained using a double Frisch gridded ion chamber which provides information on
the energy and angle of both fission fragments. The angular anisotrophy
obtained agrees well with the evaluation of Kapoor.

Kanda reviewed the U-238 fission cross-section data produced since the 1976
Specialists' Meeting at the Argonne. Ten new measurements have been reported in
this period and almost all of these agree well with the previous data and
evaluations. The cross-sections in the 14 MeV energy range are well known
though there are still some shape differences between measurements at higher
energies. The available data appear to meet the users' requests over the energy
range 1.5 to 15 MeV, but it is still desirable to improve the data base. There
is structure in the cross-section around 2 MeV and this may be a possible
limitation in U-238(n,f) as a standard.

Kornilov presented the comments of Goverdovsky on the evaluation of U-238
in the region of the second plateau (5-10 MeV). The data in this energy range
appear to be higher from monoenergetic measurements made with electrostatic
accelerators than measurements made with white sources. Goverdovsky felt that
more weight should be given to the monoenergetic data in future evaluations.
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Kanda and Uenohara surveyed the fission cross-sections of the actinides to
see which would be the best to use as standards. They selected U-235, U-238,
Np-237 and Pu—239 as the most suitable candidates and then investigated the
available data base for the four cross-sections. They suggested that the four
should be evaluated together and that the user should select from them the most
appropriate standard for his application. In order to improve the data base
they recommended that the ratios between the four cross-sections should be
precisely determined and that absolute fission cross-section measurements
should also be made.

Conclusions

(1) The fission cross-section of U-235 is not known to the required ±1%
accuracy and additional work which emphasises either different techniques
and/or aims for accuracies of ~±1% is needed.

(2) The U-238 fission cross-section data meet the required accuracy though as
it is a standard further improvements are necessary.

(3) The ±1% accuracy required for U-235 will not be achieved unless there are
improvements in the accuracy of flux measurements.

(4) There is a continuing need for inter-comparisons of neutron flux
measurement techniques.

(5) Corrections applied to fission and neutron flux measurements are very
important and it is desirable to compare the methods of calculation and
their results.

(6) The recommendations made by the IAEA Consultants' Meeting on the U-235 Fast
Neutron Fission Cross-section at Smolenice are endorsed.
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SUMMARY OF SESSION V

Chairman: EJ. Axton

Two papers were presented on the simultaneous evaluation of the
•O C Othermal parameters of the fissile nuclides and u for Cf by

Axton and by Divadeenam and Stehn, the latter presented by Dr. Carlson.

Conclusions which may be drawn from these two papers are:

1. Apart from the relatively unimportant scattering cross sections
(which were treated differently), there are no significant
differences in the fitted parameters.

2. In general, but not in all cases, Axton's uncertainties in the fitted
parameters are slightly larger than those of Divadeenam due to the
inclusion of more correlations.

3. The correlations in the uncertainties of the fitted values are
significantly greater in the case of Axton's results. For example,
for each nuclide the average correlation between a , a_, anda r
eta, is 86%, and between 0 , and a, is 95%.

4. The authors agree that the inclusion of the input covariance matrix
places the estimates of the output uncertainties on a more realistic
basis .

5. More of the measurements would benefit from reinterpretation along
the lines of Axton's third appendix, and as recommended by W. Poenitz
in his working group session on Wednesday morning.

6. There still seem to be some differences occurring when the parameters
are fitted with a data set which exludes the Maxwellian data. See
for example Axton's table six. These are principally the ~9%

233difference in a and <x for U, about 2% difference in a and a
235for U, and 2.5b difference in Of for U.

However, these differences must not be confused with discrepancies.
The distribution of residuals obtained with the complete data set
reveals a reasonably normal distribution, but with less than the
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expected number of measurements which differ by more than one or more
than two standard deviations from the fitted values. The above
differences are therefore not regarded as discrepancies.

Likewise the difference between the Spencer et al. and Axton et al.
— 252measurements of v for Cf cannot be regarded as discrepant.

It follows naturally from the assumption of a normal distribution of
input uncertainties.

7. Even in 1984 authors are still not presenting sufficient information
on their various contributions to overall uncertainty. In particular
information on correlations is missing. Further efforts are needed to
persuade authors to provide sufficient information such as that
listed by W. Poenitz in his working group session.

8. Divadeenam suggested remeasurements of some key cross sections, and
eta and alpha values, and also Monte Carlo evaluations of more of the
Maxwellian spectrum-based measurements.

9. Axton suggests that further work on this subject should be preceded
by a simultaneous evaluation of the standard reference thermal
neutron cross section involved in the study.

10. If the fitted parameters are propagated into reactor calculations,
they should always be accompanied by the appropriate correlation
matrix.

However, before any further effort is expanded on this subject the
potential users of the data should be canvassed to determine whether
or not their requirements have already been met.

The third contribution to this session was by C. Wagemans and A.J.
Deruytter who described some preliminary measurements on the sub thermal
235U fission cross section.

The fission cross section below 20 meV contributed about 25% to the
Westcott gf factor at 20.44*C and it thus introduces a significant
uncertainty to gf which is correlated with the values at other
temperatures.
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These values are very relevant to the thermal constants evaluations
discussed earlier.

It is hoped that when the data become final they will be used to
produce a new table of temperature-dependent g factors.

SPECIFIC RECOMMENDATIONS

1* It is again necessary to stress to authors the importance of
providing full information on the various contributions to the
uncertainty of their measurements and the correlations between them.

2. A simultaneous evaluation standard thermal neutron cross sections
such as hydrogen, boron, gold, cobalt, manganese and sodium is
required. This would improve not only the status of the standards
but also that of other thermal cross sections measured relative to
the standards, and of many fast neutron cross sections as well.

{Specific to Session V]

3. Before recommending any further work on the evaluation of the thermal
— 252constants of the fissile nuclides and v for Cf, potential

users of the fitted data should be convinced to determine whether or
not their requirements have already been met.

4. When the fitted values re propagated into reactor calculations they
should always be accompanied by the associated correlation matrix.

There should be a reference to a comprehensive list of required
information such as that produced by Dr. Poenitz in his Working Group
Session.
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SUMMARY OF SESSION VI

Chairman: J.W. Boldeman

In Session VI, two aspects of neutron standard reference data were
discussed:

— 252 —1. The absolute value of v for Cf, the u ratios and the Pu
distributions.

2522. The prompt neutron spectrum from the spontaneous fission of Cf.

In all two papers were devoted to the first item while the second item
was the most thoroughly discussed aspect of standard data with 11 papers
devoted to the subject.

1. Nubar Data

The first paper in the session from Holden and Zucker dealt with
a recent evaluation of the ^5 ratios and the P probability
distributions. This work responded to the requirements of the
safeguards community for accurate nuclear data for neutron
coincidence counting systems.

It was concluded that excellent agreement exists between the
different measurements of the \> ratios and that no further
experimental data of this kind is required at the moment. It was
noted that the agreement between the different measurements of the
neutron probability distributions were in reasonable agreement.
However, some improvement in the data may become necessary as more
sophisticated neutron coincidence counting systems are developed.

The second paper on this topic presented by Boldeman, outlined
the status of the absolute value of v for the spontaneous fission

252of Cf.

It was concluded that from the viewpoint of nuclear power
applications the data were adequate and any further measurements were
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unlikely to have any impact upon the evaluated figure. However, it
was noted that there is probability a small discrepancy within the
liquid scintillator measurements. This matter could be relevant
within the context of neutron coincidence counting methods for
safeguards applications and therefore some experimental effort to
investigate this problem was justified.

2522. The Prompt Neutron Spectrum from the Spontaneous Fission of Cf

This part of the session was introduced by Seeliger who
presented a status report of the data and some recent theoretical
calculations with which he had been associated. In his review an
exhaustive analysis was presented of the important experimental
considerations that should be taken into account in accurate
measurements. The theoretical descriptions of the data discussed,
included various versions of the Madland-Nix Model, the generalized
Madland-Nix Model, the Complex Evaporation Model of Seeliger and
Hauser-Feshbach calculations. Finally a comparison of the
experimental data was presented.

The next paper in the session was delivered by Madland. The
parameters for two representations of the Poenitz data, namely
Maxwellian and Madland-Nix, were derived. From a comparison of the
integrated cross sections for a number of threshold reactions
calculated using these two representations and the NBS spectrum with
actual integral data, it was clear that a Maxwellian description was
inadequate. On the other hand, the NBS and Madland-Nix
representations produced data that were in accord with the various
integral experiments, but the NBS spectrum is in clear disagreement
with the spectrum of Poenitz,

Following this theoretical paper, Blinov reviewed recent
experimental determinations at his laboratory and at other institutes
in the Soviet Union. The presentation also included a discussion of
the recent statistical model calculations of Gerasimenko. The
experimental data presented were consistent with a Maxwellian
description with T = 1.42 MeV at energies below 1 MeV. In the region
1 MeV to 6 MeV the data were consistent with the same Maxwellian
determination but they were also consistent with the data from ANL
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which showed a small positive deviation from the Maxwellian in the
vicinity of 2.3 MeV. Above 6 MeV, the data were in accord with the
almost general trend of other recent experimental data in showing a
clear negative deviation from the Maxwellian shape based on a T =
1.42 MeV.

A paper dealing with the first results fom an evaluation of the
spectrum was then presented by Mannhart. This presentation began
with a plea to all experimentalists to document completely the
experimental data and all aspects of the experimental method so that
a full assessment could be made of their experiment. The preliminary
results from this evaluation parallel the conclusions of Madland that
a single Maxwellian description was inadequate. The spectrum was
represented by a Maxwellian shape with T = 1.42 MeV from 0 to 6 MeV
and above that energy by the NBS evaluation.

Based on integral data alone, no substantial deviation from this
shape was identified in the evaluation. In addition, a preliminary
covariance matrix with reduced uncertainties in the high energy range
has been obtained.

The next paper in the session was presented by Boldeman. This
252presentation described a number of measurements of the Cf

fission neutron spectrum in the range from 0.124 MeV to 15 MeV.
These data disagreed with other recent experiments in that the
departure of the spectrum from the Maxwellian shape above 6 MeV was
not seen. In this experiment provision was made for sources of
experimental errors that have recently been identified as important
in fission spectrum measurements. It was suggested that the
efficiency curve of the neutron detection at energies above 6 MeV be
reinvestigated.

This presentation was followed by one from Seeliger who
presented recent measurements of the spectrum in the very high energy
range that were made at Dresden by Marten and in collaboration with
PTB. These experimental data supported recent experiments in showing
the negative departure from the Maxwellian distribution above 6 MeV.
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However, the most important aspect of this experimental work was the
confirmation of a large excess of neutrons, above 20 MeV. This
departure is now considered to be a real effect.

The recent measurements of the prompt neutron spectra for the
energy range 30 keV - A MeV from the thermal neutron fission of
233 235 239U, U and Pu were then described by Lajtai. The
presentation included a complete description of the experimental
system. The data were analysed using a Maxwellian distribution. For

233 235 239thermal neutron fission of U, U and Pu, the data could
be reproduced using Maxwellian descriptions with temperatures of T =
1.32, 1.315 and 1.38 MeV respectively.

The following paper by Budtz-Jorgensen described the
experimental program at the CBNM laboratory which aims to measure the
complete neutron emission data, N(E , 0, M, E ), for the

252 n
spontaneous fission of Cf. Preliminary data were presented
which showed the fission neutron spectrum at various angles with
respect to the fragment deviations. The data were compared with
those from the measurement of Bowman et al.

Finally, Carlson presented a summary of the status of the
research program of Schröder et al. at NBS which aims to measure with

235 252high precision the integral cross section of U in a Cf
spontaneous fission neutron spectrum.

Conclusions and Recommendations

In deriving the recommendations presented below the recommendations
and presentations from the IAEA Specialists Meeting on the Prompt Fission

252Neutron Spectrum from the Spontaneous Fission of Cf held in
Smolenice 1983, were added to the deliberations of this meeting.

1. It is important that a complete evaluation of the differential
pointwise data from all adequately described experiments be completed
in order to obtain the optimum representation of the experimental
evidence of the prompt fission neutron spectrum from the spontaneous

252fission of Cf. In this context it is strongly recommended that
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all experimental teams provide complete documentation of all aspects
of their experiments. The data must be presented in tabular form
with uncertainty components for all data points. For a visual
presentation of the shape of the data, a ratio plot of the data
relative to a Maxwellian distribution with T = 1.42 MeV would be
valuable.

2. When a final recommended set of data becomes available an
analytical description of the evaluated data using the Madland-Nix
Model, the improvements made on this model (generalized Madland-Nix
Model) from Seeliger at TUD or the Complex Evaporation Model (also
TUD) should be pursued. However, it is considered that in the long
term a complete description by a full Hauser-Feshbach calculation
would be desirable. Continued work by Browne and Dietrich,
Rubchenaya, Gerasimenko and Madland-Nix is supported.

3. To assist the development of the various theoretical models
better basic data of the mechanism involved in the neutron emission

252process in spontaneous fission of Cf are needed. The
experimental program at the CBNM, RIL and at other laboratories on
the study of these processes is commended. The experimental data
will also allow improved corrections to be made in the spectrum
measurements.

4. As a temporary measure until the completion of the evaluation of
the differential data, a recommended shape for the prompt neutron

252spectrum from spontaneous fission of Cf is required. This
problem was also addressed at the Smolenice meeting. At that meeting
a renormalized two component shape for the spectrum was adopted. The
energy range from 0.01 to 6 MeV was represented by a Maxwellian with
T = 1.42 MeV and the NBS evaluation used for higher energies. Since
that time there has been real development in the theoretical
description of the spectrum, so that a physically more realistic
shape can be derived. In the energy range 0.5 to 10 MeV, the
Madland-Nix, generalized Madland-Nix, Complex Evaporation Model and
the Statistical calculation all reproduce reasonably well the shape
of the spectrum and are therefore in agreement with each other.
Therefore for this energy range these theoretical shapes can be
recommended. The numerical data for all four representations should
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be transmitted to the IAEA immediately. For the representation of
the spectrum outside this energy range the Complex Evaporation Model
can be used.

5. When the evaluation of the differential data has been completed,
it is proposed that the IAEA convene a meeting in Vienna to consider
the outcome and consequences of the evaluation.

6. The status of \> data was considered to be adequate for reactor
calculations. The experimental data for the û ratios were in
excellent agreement while the agreement in the P values was

V- 252regarded as acceptable. For the absolute value of v> for Cf,
the agreement of the data was such that any future measurement would
be unlikely to have any effect on an evaluated value. However, it
was noted that a small discrepancy probably existed between liquid
scintillator determinations and some research to resolve this problem
could be justified for safeguards applications.
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SUMMARY OF SESSION VII

Chairman: H. Condé

The possibility to determine neutron fluences is in many cases the limiting factor
on the accuracy of a cross section measurement. If a cross section shall be
measured with e.g. 1 percent uncertainty, the neutron fluence must be measured
with an accuracy of 0.7 - 0.8 percent or better.

The choice of detector and experimental technique for the fluence measurement
is depending on the characteristics of the neutron source, background conditions,
etc.

The international fluence rate intercomparison under the auspices of BIP M for
0.If, 0.565, 2.5, 5.0 and If MeV neutrons reviewed by Liskien and Ryves gives
an indication of the state of art of fluence measurements for monoenergetic
neutron ources. The results up to now give a fairly good overall consistency
within _+_ (2 - 3)% but larger deviations are observed between individual
measurements.

A thorough evaluation of the intercomparison activity should be done before any
further steps are proposed.

In the efforts to improve the accuracy of fluence measurements many corrections
have to be carefully investigated.

Two papers were presented on the subject, one dealing with the associated
particle method .by Michikawa and one with proton recoil detectors by Cosack et
al.

Michikawa reported about a correction due to the ingrowth of He in old trit ium
targets. ..Above 300 - fOO keV neutron energy the He(d,p)oc reaction gave a
considerable contribution to the alpha production rate for a 2 year old target
(~10 percent). The work underlines the importance of using the time correlated
associated particle method above 15.5 MeV neutron energy if high accuracy is
requested.

The uncertainties connected with different effects in proton recoil detector
mesurements at 6 and If MeV were estimated in the work by Cosack et al. The
total uncertainty was more than 2 percent, mainly due to uncertainties of the
H(n,n) cross section, the number of protons in the radiator and background
pulses. The work points to the fact that without a substantial improvement of
the accuracies in the H(n,n) total and differential cross sections, a 1-procent
accuracy in flux determination is not within reach using proton recoil detectors
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at higher energies above about 10 iMeV. The problems with estimating the

number of protons in the radiator were further discussed in the Working Group

Session III.

A good agreement was reported by A. Carlson between the calculated and the
experimentally determined efficiency of 2.3 MeV of the NBS black neutron
detector. The efficiency was measured with an accuracy of 1.2% using the TPAC
method. The biggest systematic error with the associated particle counting was
estimated to be 0.6 percent. This underlines the high potential of the TCAP
method for measurements of monoenergetic neutron fluences.

Aside of a report about the neutron fluence rate measurement using the
associated particle method at BIPM, V.D. Huynh gave information of radioactive
neutron source strength measurement using a Mn-bath. The accuracy obtained
was 1 percent and 0.4 percent for the (oc,n)- and Oy,n)-type sources, respectively.

Three papers were devoted to f lux detectors and measurement techniques with
white neutron source.

Gayther reviewed the status and dealt with both "flat response" detectors and
"standard cross-section detectors". No single detector meets the request to
cover the full energy range of commonly used white sources with good accuracy
(1-2%).

Among the "flat response detectors" the black detectors (ORNL, N8S and AND
give a higher accuracy ( ~ 1 percent) than other alternatives as e.g. boron-
vaseline sphere (~2%).

Among the detectors based on standard cross sections the "2rr-ionization
chamber" utilizing the B(n,oc)-reaction gives the best accuracy (~ 2 percent)
below 100 keV and the recently developed "double scintillator" at NBS ( ~ 2
percent) above 1 MeV.

Two papers were presented from CBNM by S. Wartena and F. Corvi about low
and high efficiency detectors used at GELINA. Spectral ratio measurement using

LiF-, B- and U-ionization chambers between 8 eV and 100 keV was
reported. The ratio between the LiF and B-ionization chambers was constant
within 1.1 and 3.k percent in the incident energy range from 8 eV to 10 keV and
from 8 eV to 30 keV, respectively. At energies above 30 keV a larger change in
the ratio was observed which had to do with problems concerning the gamma-ray
background in Li-detector.

For the high efficiency detectors results were reported by Corvi of
intercomparisons of f lux measurements using a Li glass scintillator against a
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B double gridded ionization chamber and a U fission chamber. The Li
glass to B ionization chamber intercomparison was in agreement within + 2%
from 5 eV up to about 10 keV. Above 10 keV the measurements disagree by as
much as 10 percent at 30 keV.

235 6The fission cross section of U measured relative to Li(n,oc) cross section was
within the estimated uncertainty of 2.5 percent in agreement with the same
value calculated from ENDF/B-V.

As a summary white neutron source fluence rate can be measured with an
accuracy of about 2 percent over most of the energy range and over certain
restricted regions covered by the block detection to the order of 1%.

CONCLUSIONS

1. Await outcome of the BIPM intercomparison before deciding further work of
that type.

2. Improvement is needed of the total and different ial H(n,n) cross section
before the fluence rate can be measured to 1 percent accuracy using proton
recoil detectors.

3. Investigations should be encouraged to check the uncertainties of the TCAP
method.

4. Further developments of detectors like the NBS dual thin scintillation and
the Geel gridded chamber are encouraged.

5. Information about neutron fluence detectors should be included in relevant
cross-section status reports of the updated version of the standard file.
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SUMMARY OF SESSION VIII

Chairman: D. Seeliger

At the Session on Neutron Energy Standards there have been presented
only three talks by Sowerby (James), Wiedling and Cosack.

From the review presented by Sowerby have been derived the following
conclusions:

(1) Resulting from new experiments at Karlsruhe and Geel,energies of
3 Standards should be revised. New values are
C-12 2078.A3 + O-*8 keV
C-12 6296.80 + 0.39 keV
C-12 12.1 MeV (Exact value awaited)

(2) Following the suggestion by Priesmeyer,the oscillator level at
0.12 eV for protons in ZrH should be adopted as a standard.
(Further work required to define energy more precisely).

(3) Discrepancy between Geel data and recommended values for 5
. 56„ 320 16^ j 12_ . . . . . .resonances in Fe, S, 0 and C should be resolved.

(A) All data used to produce recommended values should be reanalyzed
taking account of covariances in the averaging.

(5) Additional standards below 0.1 eV are required for measurements
of cross sections as well as solid state structures at white
neutron sources. Suitable candidates could be the edges of C,
Be, Fe and MgO.

By Wiedling some proposals for the energy calibration of neutron TOF
spectrometers were presented. The energy calibration of a neutron
time-of-flight spectrometer can be made with good accuracy by use of

3 A 9 10neutron lines produced by the T(p,n) He, T(d,n) He, and Be(d,n) B
reactions with a well energy calibrated accelerator facility.

Beryllium would be one possible choice of target material and would
also be advantageous to use since several neutron groups of wellknown
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9 10energies are emitted at each used deuteron energy in the Be(d,n) B
reaction.

By Cosack an information was given on the neutron energies selected
by the ISO for calibration of radiation protection instruments.

The International Organization of Standardization (ISO/TC85/SC2/WG2)
is concerned with standardizing reference radiations for calibrations of
radiation protection instruments. It selected radionuclide neutron

252 252 241sources: Cf, Cf in DO moderator (diam. : 30 cm), Am
241Be(a,n) and Am B(a,n). A list of monoenergetic neutron energies

was put up for the purpose of determining the response as a function of
neutron energy.

The reason was, to make the results of type tests of instruments and
the legal requirements in different states easily exchangeable. The
advantage of intercomparisons of calibration at the same fixed energies
is obvious.

There may exist the problem to make fluence measurements or cross
section determinations directly comparable without inter- or
extrapolation. For this reason it is advisable to put up a list of
preferable energies which should be taken in cross section measurements.
This can be a guide, at which energies experiments should be carried out
if there are no other reasons for a different choice. It could help to
improve the normalization of data from different investigations.

Recommendations to the IAEA:

By the INDC Standards S.C. the choice of a definite new standard
below 0.1 eV should be recommended. The status of the mentioned
above neutron energy standards to be reviewed at the next INDC
meeting.

- By the INDC S.C. "B" should be considered the proposal on having a
list of preferable energies for cross section measurements.

The status of neutron energy standards should be presented in a
review at the IAEA AGM on Neutron Sources in Leningrad, 1986.
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SUMMARY OF SESSION IX

Chairman: C.W. Reich

The following invited papers were presented at this session:

"Actinide Half-Lives as Standards for Nuclear Data Measurements: Current
Status", by C.W. Reich;

"Emission Probabilities of Selected Gamma Rays for Radionuclides used as
Detector-Calibration Standards", by R. Vaninbroukx; and

"Emission Probabilities of Selected X Rays for Radionuclides used as
Detector-Calibration Standards", by W. Bambynek.

Two papers submitted to this Advisory Group Meeting by N.E. Holden were
appropriate for this session. Their titles are

"Total and Spontaneous Fission Half-Lives of the Uranium and Plutonium
Nuclides" and

"Total and Spontaneous Fission Half-Lives of the Americium and Curium
Nuclides."

Since Holden was not present at this meeting, selected portions of his papers,
giving the results of his half-life evaluations, were included as a portion of the
oral presentation of C.W. Reich. Copies of the full text of these two papers
were distributed to the conference participants.

The material in the paper of C.W. Reich was marked as "Preliminary
Version Only." This was done because it was felt desirable that the half-life
values given there be in agreement with those to be recommended by the IAEA
Coordinated Research Programme (CRP) on the Measurement and Evaluation of
Transactinium Isotope Nuclear Decay Data. The final research coordination
meeting of this CRP was held in Vienna during the week 5-9 November, 198^,
immediately preceding this Standards Advisory Group Meeting. Consequently,
final "recommended" values for these half-lives were not available at the time of
the preparation of this paper. The CRP-recommended values, however, are
incorporated in the revised version of this paper, which is the one that will
appear in the proceedings of this Advisory Group Meeting.

M.V. Blinov made a presentation giving the results of the evaluation of
actinide-nuclide half-life values done within the Soviet Union by V.P. Chechev.
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In his presentation, Blinov also gave a list of additional actinide nuclides and
their half-life values that might be useful calibration standards. This
information is included as Section VI of the paper

"IAEA Standards File: Some Comments and Recommendations", by
M.V. Blinov et al.,

which is published in the proceedings of this AGM.

252E.3. Axton pointed out that a new measurement of the Cf half-life
exists. This new value,

2.6509 _+ 0.0031 years,
is given in the paper

"Neutron Yield from the Spontaneous Fission of Cf ( "), by E.J. Axton and
A.G. Bardell,

which has been submitted for publication in the journal Metrologia.

3. Blachot asked about calibration standards in the region of 2.7 MeV,
which would be useful in, e.g., short-lived fission-product studies. R.
Vaninbroukx indicated that it was possible to do this, but he had not done it as a
part of his work reported to this AGM.

No questions were raised regarding the paper on X-ray emission
probabilities.

The following two points need to be brought to the attention of the
participants in this AGM:

777 71(1 779
a) The "recommended" half-life values of ^ U, U, ^ Pu and Pu,

based on direct measurement, are in excellent agreement with values
deduced for them in the recent works of Divadeenam and Stehn and of
Axton from an evaluation of the thermal-neutron constants of these
nuclides. This former work has been published in the Journal of Nuclear
Energy 11, 375 (1984), and this latter work, entitled "Evaluation of

715
Thermal Neutron Constants of U, U, Pu and Pu and the

252Fission Neutron Yield of Cf", will be published in the proceedings of
this AGM.

b) While the overall status of the half-life values for the actinide nuclide
considered here as standards has improved considerably in recent years,

737
two cases warrant further study. The Np half-life is based on the
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results of only one measurement, and additional high-precision
measurements to check the reliabilty of this value are called for.
Additional work is needed to clarify the present situation regarding the
252Cf half-life.
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SUMMARY OF WORKING GROUP SESSION I

Chairman: W.P. Poenitz

The intend of this working group session was to consider the proce-
dures presently used for the evaluation of reference cross section data,
the requirements for the documentation of the experiments and for the
reporting of the data.

There has been an increasing utilization of simultaneous evaluations
in recent years. In contributions to this meeting the simultaneous
evaluations of the thermal parameters by Axton and by Divadeenam and
Steen were described, as well as a simultaneous evaluation of the fission

252neutron spectrum of Cf by Mannhart. A presentation of a simulta-
neous evaluation of 14.7 MeV cross sections was made in this working
group session by Ryves. The simultaneous evaluation of the experimental
data of the reference cross sections and other principal cross sections
for ENDF/B-VI was described by Poenitz. Generalized least-squares fits
which include the variance-covariance information of the experimental
data were used in the evaluations by Axton, by Mannhart and by Poenitz.

It was emphasized in the discussions that such combinations of
multiple experimental observations are only a first step of the evalua-
tion process. The least-squares fit of the experimental data retains the
statistical scatter of the input data. It also does not yet include all
knowledge achieved. Improvements will be obtained from the utilization
of auxiliary parameters obtained from other experimental evidence in the
unitary framework of nuclear models and other theoretical constraints.
For ENDF/B-VI much of these benefits will come from the direct involve-
ment of the R-matrix theory for the light elements.

The evaluation of the experimental data requires that originally
measured values are available with information on uncertainty components
and correlation information. Bastian explained in a short presentation a
scheme utilized at CBNM to preserve uncertainty and correlation informa-
tion for spectral data. An example of a data file used for the evaluation
of ENDF/B-VI was discussed. It was emphasized that mainly the uncertainty
components are required by the evaluation instead of a correlation matrix
constructed by the experimenter. The correlation matrix is constructed
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from the uncertainty components and cross-experiment correlation
information given in the data file.

Requirements for experimental procedures were discussed as well,
specifically in a part of the working group session devoted to the
252Cf prompt-neutron emission spectrum. In a contribution on the
experimental aspects of the Cf fission spectrum measurements, Klein
stressed again the importance of several major effects which may not have
been considered in measurements made prior to ~1979. It will be
important to compare older as well as the new experiments against a
checklist of effects which might be an influence on the measurement
results. The question is not a specific effect in itself but whether it
has been recognized and corrected for. It was discussed that it is
important to have cross-checks on the uncertainties of detector efficiency
determinations. The possibility of measuring a neutron source reaction
cross section with the various detectors involved in the experiments was
mentioned.

The improvements of the theoretical models were commented on, speci-
ficially the generally good agreement between them over the energy range
from ~0.5 - 10 MeV which includes the major fraction of the neutron
spectrum.

It is recommended that measurements of reference data should be
reported in such way that reanalysis and updating of various components
is possible.

Originally measured data, their uncertainty components and correla-
tion information should be contained on data files.

Evaluations of standard data should utilize simultaneous evaluation
techniques if such data are interrelated.
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SUMMARY OF WORKING GROUP SESSION II

Chairman: H. Klein

Conclusions and Recommendations

The discussion of various topics can be summarized in three
subsections :

(1 ) New Standards?

The working group did not reach agreement on definitely
recommending a further cross section to be added to the current
standard file.

eg c:g(a) The activation reaction _Fe(nLp)__ Mn

In particular, the proposal of K. Kudo (ETL, Japan) and T.B. Ryves
(NPL, UK) that the evaluated ^ Fe(n,p)^ Mn activation cross
section should become a reference standard was not accepted because

27 24the reaction Al(n,a) Na is already available as a standard
in the same energy region. Nevertheless, the activation of natural
Fe samples may be used as a reference taking advantage of the
higher specific activity. For this purpose an evaluation is highly
recommended .

(b) The

The total cross section of the reaction He(n,p)T may again
become a standard when the practical application in precise neutron
fluence measurement has been successfully demonstrated in a wide
energy range (NBS).

(c) The fission yields o

In the conclusion of his review of fission yield evaluations
J. Blachot recommended to use selected isotopes of the recently

2^,c->evaluated fission yields of J U induced by thermal neutrons as a
reference. The fission yields of 235U must be evaluated for the
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entire neutron region up to 20 MeV before this data set can be
added to the standards file.

(2) Reference Data?

Reliable reference data were requested for experimental fields
where the existing standards cannot be easily applied.

(a) Continuous neutron emission_spectroscopy

In the 14 MeV region double differential neutron emission spectra
N(E , •& ) are requested for fission reactor design purposes
(WRENDA 84). Suitable reference data are required in order to
confirm the energy and efficiency calibration of the spectrometer
as well as the analysis method. Due to the large variety of
parameters (energy, sample size, angle, material) the evaluation
should be performed for carefully selected examples only. As
proposed by D. Seeliger, multiline and continuous spectra emitted
at 90° from natural C, Nb, Fe and Pb samples should be available
for certain experimental set-ups (typical energy, sample size and
target-sample distance). Both the original as well as the corrected
spectra should be passed on to the users.

(b) Neutron producing reactions as neutron flux standard

In his comprehensive review, M. Drosg showed that the differential
cross section of various neutron-producing reactions is well known
within uncertainties of less than ± 2 %. For practical reasons
(projectile energies available, specifications of targets) it is
recommended that absolute differential cross sections (complete

2 "3angular distributions) of the H(d,n)JHe reaction for
projectile energies around 5 MeV and the zero degrees cross section
for projectile energies above 3 MeV be applied as a neutron flux
standard using a gas target. For relative calibration purposes the
reactions T(d,n) He and T(p,n)~5He can also be considered.
Regarding the data base, accuracies of ± 2 % can be obtained.

Uncertainties and the correlation matrix of the evaluated Legendre
expansion coefficients are still not available, but are necessary
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to make a reliable estimate of the uncertainties to be expected. An
extended evaluation is therefore highly recommended.

(3 ) Request for a precise measurement

27 24For the activation reaction Al(n,a) Na and the induced
235fission reaction U(n,f), uncertainties of less than 1 % are

achieved in the 14 MeV region. The performance of precise ratio
measurements is encouraged in order to test these uncertainties
obtained in independent evaluations.

In summary, we conclude that at the moment, new standards are not
needed, but reliable reference data are required for various types
of experiments and should therefore be evaluated.
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SUMMARY OF WORKING GROUP SESSION III

Chairman: H. Liskien

In applying Neutron Standard Reference Data the overall uncertainty
is not only determined by the uncertainty of the reference cross
section. These other uncertainties depend on the detector system and
should determine the requested accuracy for the reference cross section.
The discussion was limited to the application of the standard reactions.

a) H ( n , p ) and
235b) "

a) Concerning the application of the n-p scattering cross section, two
new systems were presented: (1) The 'Dual Thin Scintillator
Configuration' from NBS which avoids multiscattering corrections,
eliminates spectrum distortion by recoil escape, and yet has an
efficiency of ~1% at ~10 MeV. At present its accuracy is
verified by comparing with the AP-technique and repeating and

235extending an U(n,f) experiment, where it replaces a black.
detector. (2) The use of a "Frisch-gridded ionization chamber" is

2)presently under investigation at CBNM . This system combines an
advantageous 2ir-geometry with good background rejection, because
both proton recoil energy and recoil angle are determined. The
presently used hydrogeneous radiator foils have proven to be
insufficiently homogenous.

The discussion concentrated on the reliability of the hydrogen
content for the used samples/detectors. While there had been
difficulties with the long-term stability of thin plastic layers in
the past, there seems to be no such problems with polyethylene and
tristearine. A quantitative investigation at PTB, ETL and CBNM shows
that such changes are not bigger than 1 0.1%. However, warnings
were uttered concerning the homogeneity of bigger samples and
concerning changes in the composition during sample processing. A
general concern exists in obtaining reliable uncertainties for the
chemical analysis of the hydrogen content of scintillators and thin
radiator layers. At present such information is very often only
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deduced from repetitive measurements with the same equipment. it is
suggested that this problem is studied by sample producers and
chemical analysists. Meanwhile, chemical analysis should be asked
from more than one analytical laboratory, should cover all potential
elements and the hydrogen reference material (benzole acid, acetalinid
etc.) should be known.

235b) Concerning the application of the U-fission cross section,
progress has been made by employing a Frisch-gridded ionization
chamber with plate distance greater than FF-range. This detector can
also be used successfully for sample assay with obtainable accuracies

3)of ~±0.3% . It is desirable that this device replaces the
usual 2TT-a-particle counting. Low geometry a-particle counting
is regarded as an independent method and should be applied
additionally, if applicable.
Mass-intercomparison of 15 samples from 6 differently enriched4)materials has been finalized at ANL . The analysis takes into
account

- masses, as quoted by producers
- masses, derived from absolute ot-counting
- 2ira-ratio measurements
- 28 FF-ratio measurements

Using these data in a least-squares adjustment results in best masses
never deviating by more than 0.35% from the originally quoted
masses. It is therefore concluded that - with the presently known
235U(n.f) reference cross sections - the assay of U-235 layers is
not essentially contributing to the overall uncertainties. A
comparison of two foils from Dresden/Leningrad is presently performed
at NBS.

Prompted by a request of INDC the working group discussed the future
storage and distribution mechanism of internationally available U-235
foils. There was agreement that - if such a mechanism is introduced -
such foils should be stored at one of the foil-producing laboratories
and that IAEA should act as coordinator and mail-box.
Due to the absence (except CBNM) of experts from foil-producing
laboratories no suggestion was made with respect^ to the storage
laboratory.
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However, many of the participants questioned the necessity and even
the usefulness of such a storage and distribution mechanism.
Arguments are

foils are available by sale, without any restriction.
characteristics of internationally available foils may not
ideally suit the envisaged intercomparison.

- destructive analysis for internationally available foils is
excluded.

1) "Application of the Dual Thin Scintillator neutron flux monitor in a
235U(n,f) cross section measurement".
M.S. Dias et al.

2) "Investigation for a precise and efficient neutron fluence detector
based on the n-p scattering process".
H.-H. Knitter et al.

2353) Assaying of U fission layers for nuclear measurements with a
gridded ionization chamber".
C. Budtz-Jorgensen, H.-H. Knitter.

2354) "Final Results of the International U Sample Intercomparison and
the Half-life of U".
W.P. Poenitz, J.W. Meadows.
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SUMMARY REPORT

Chairman: A.J. Deruytter

1. Introduction;

This Advisory Group Meeting organized at CBNM-Geel by INDC (IAEA)
and NEANDC (OECD) Standard Subcommittee had a worldwide participation of
experts and dealt with the selected set of standard cross-sections in their re-
spective energy ranges that are used as references to measure partial
cross-sections in order to avoid making absolute f lux determinations. These cros-
s-sections are H(n,n)H (1 keV to 20 MeV), 6Li(n,t)^He (thermal to 0.1 MeV),
10B(n,œ)7Li* and 10B(n, oc0 + ocj)7Li (thermal to 0.2 MeV), C(n,n) (1 keV to 2.0
MeV), 197Au(n,»198Au (0.2 MeV to 3.5MeV), 235U(n,f) FF (0.1 MeV to 20 MeV)
and the 235U FF anisotropies, 238U(n,f) FF (threshold to 20 MeV), 27Al(n,cx)24Na
(threshold to 20 MeV). This is the restricted set of standard reactions on which
effort of real absolute work as well as evaluation effort are concentrated. They
are the cross-sections and energy-regions selected in the INDC/NEANDC Stan-
dards File.

Other important standard data considered are: neutron energy standards;
717 775 771 741

actinide half-lives; thermal parameters for JJU, U, Pu, Pu; nubar of
252 252Cf and the prompt fission neutron spectrum of Cf; decay data for radio-
nuclides used as calibration standards.

Also neutron fluence intercomparisons were discussed.

Working group sessions dealt with (1) evaluation, documentation and pre-
sentation of reference data; (2) the question whether new standards are required;
(3) improvements in detectors and measuring techniques leading to more accurate
determinations and use of standards.

2. Reference cross-sections;

A first pass at determining the standards for ENDF/B-VI was reported by
A. Carlson.

For the new ENDF standards evaluation it was felt that a simultaneous
evaluation should be performed to assure consistent use of the available inform-
ation. Thus ratio measurements of standard cross-sections will have an impact

on the evaluation of each of the standard cross-sections in the ratio.
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Correlations in the experimental data will also be taken into account in the
simultaneous evaluation. This simultaneous evaluation is being performed with a
generalized least squares programme and the cross-sections being evaluated are
6Li(n,oc), 6Li(n,n), 10B(n,oc0), 10B(n,oc ) , 10B(n,n), 197Au(n,)), 235U(n,f), 238U(n,J)

239and Pu(n,f). This evaluation uses a large data base file and a fu l l covariance
analysis is being performed. In this simultaneous evaluation the H(n,n) cross-
section will be 'frozen' since it is quite well-known and the evaluation of Dodder
and Haler is accepted as the hydrogen standard for ENDFB-VI. The simultaneous
evaluation will yield pointwise cross-section data for the standards, Li(n,t),
10B(n,oc), 10B(n,(x1^, 197Au(n,J) and 235U(n,f).

The R-matrix method is being applied to the Li and B cross-section
standards because such analysis provides coupling to reaction theory and gives a
smooth meaningful analytical expression for the energy-dependence of the cross-
-section, and this method can take into account the charged particle reactions
leading to the same compound nuclei ( Li and B) and utilize angular distri-
bution data.

A procedure for combining the simultaneous and R-matrix evaluations
has been defined but is not yet implemented.

The reviewed status of the n- Li reactions appear to be reasonably
consistent with each other and do not indicate large changes from the ENDF/BV
evaluation. New data for n- B (and a closer look at earlier data) show many
internal discrepancies except at thermal and indicate some differences with the
ENDF B-V cross-sections in the standards energy range, and possibly large dif-
ferences above. It is recommended that Li(n,t) be used as the standard below
100-150 keV until problems with the B(n,oc) data base are resolved. Urgently
needed are absolute B(n,oc.) measurements at a few energies in the 50 keV to
1 MeV range, or a detailed shape measurement that goes down to low enough
energies to be strongly tied to the thermal values.

27An evaluation of Kornilov of the Al(n,oc) cross-section from 5.5 to
20MeV with an 8 parameter FADE approximation parameterization proved to be
in agreement with ENDF/B-V. With the Vonach evaluation in the INDC/NEANDC
Standards file it is only in agreement (2%) near 14 MeV. The Vonach evaluation
is generally lower.

197For Au(n,J) the evaluation in ENDF/B-VI is very similar to that of
ENDF/B-V but there are changes of 5-6% in the range from 200 to 270 keV as a
result of new data (Macklin and Kononov et al.) which show structure due to
competition with inelastic scattering. The use of the cross-section as a standard
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from neutron energies below 200 keV was advocated by properly handling the
structure in the cross-section.

235For U(n,f) the preliminary ENDF/B-VI evaluation is approximately the
same as version V above k MeV but 1-2% lower from 1 to 4 MeV and about 2%
lower from 0.1 to 1 MeV. Sowerby and Patrick from their review concluded that
the _+ 1% accuracy has not been achieved, except perhaps at 14 MeV and that
the way to achieve this accuracy seems to be measurements of accurate spot
points which can be used to normalise good shape determinations. They also sug-
gest as time correlated associated particle type measurements tend to be lower
than other techniques that serious tests are performed to confirm that the TCAP
method is free of serious systematic error (Measurement of Arlt at 4.45 MeV).

The thermal normalisation via the fission integral from 7.8 to 11 eV
seems to be well settled as reported by Wagemans (246 _+ 2 b.eV, 587.6b).

Carlson reported the first absolute data measured with a Linac with a
total uncertainty of about 2%. The measurements use a fission chamber at 69 m
and the black detector at 200 m. The data agree with other recent measure-
ments though they tend to be lower than the other data below about IMeV.

They also suggest that ENDF B/V should be revised downwards between 0.3 and 3
MeV.

235In view of the goal of 1% accuracy on G"f U corrections applied to
fission and neutron flux measurements are very important. An elegant way of
measuring fission fragment mass, kinetic energy and angular distribution was
reported by Straede in the neutron energy range from thermal to 6 MeV.

238The U(n,f) data base meets the required accuracy, though as a stan-
dard further improvement is required, e.g. with respect to the structure in the
cross-section around 2 MeV.

3. Other standard quantities;
233 235 239The evaluations of the thermal neutron constants of U, U, Pu

and Pu and the fission neutron yield of Cf by Axton and Divadeenam and
Stehn agree among each other and these data form by now a consistent set. The
evaluation of Axton includes the input covariance matrix and places the esti-

235
mates of the output uncertainties on a more realistic basis. First results of U
fission cross-section measurements in the meV region at GELINA with a liquid
nitrogen cooled methane moderator were shown which should yield a new better
based g,-factor.
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It was concluded that agreement exists between the different measure-
ments of v and ^-ratios, although Boldeman stated that there is still a discre-
pancy between the most accurate liquid scintillator determination and the ave-
rage of the MnSO. bath measurements.

The most thoroughly discussed aspect of standard data with 11 papers
discussing the subject was the prompt neutron spectrum from the spontaneous
fission of 252Cf.

Theoretical models for the calculation of fission neutron spectra are
based on the predominant emission mechanism, i.e. the evaporation from fu l ly
accelerated fission fragments. However, because of the complexity, practical cal-
culations require several approximations. An exhaustive analysis of recent deve-
lopments was presented by Seeliger including various versions of the Madland-Nix
Model, the Generalized Madland-Nix Model, the Complex Evaporation Model of
Seeliger and Hauser-Feshbach calculations all compared to recent experimental
data and all of them relative to a Maxwellian distribution with T = 1.42 MeV,
with the following conclusions:

1) recent experimental data are close to the Maxwellian for E < 1
MeV.

2) recent experimental data are in very good agreement between
1 and 5 MeV. They exceed the Maxwellian by about 3%.

3) in the 5 to 20 MeV region the data tend to be lower than the
Maxwellian by -20% at 10 MeV and -25% at 16 MeV.

4) Recent theoretical calculations of the Cf neutron spectrum agree
very well with measured data. The complex cascade evaporation
model permits a description of recent experimental data in the
whole energy range (1 keV - 20 MeV) when introducing the CMS
anisotropy of emission.

Excess neutrons have been found above 20 MeV. They should be attri-
buted to non-equilibrium emission.

In view of clarification of the fraction of so-called scission neutrons,
first attempts to do multiple-differential measurements N(E , 0 , A, TKE) with a
gridded ionization chamber were reported at the meeting by Budtz-3-ergensen et
al.

From a comparison of the integrated cross-sections for a number of
threshold reactions calculated using three representations of Poenitz data with

actual measured integral data, Madland clearly demonstrated that a Maxwellian
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description was inadequate, but the other two, the NBS-spectrum and the
Madland-Nix representations, were in accord.

Also Mannhart showed from measurements of integral cross-sections in
a Cf spectrum for a large number of reactions that a single Maxwellian
description of the spectrum was inadequate. However, agreement was reached
for a Maxwellian shape with T = 1.42 MeV from 0 to 6 MeV and above that
energy the NBS evaluation.

The possibility to determine neutron fluences is in many cases the limit-
ing factor on the accuracy of a cross-section measurement. If a cross-section
shall be measured with e.g. 1% uncertainty, the neutron fluence must be mea-
sured with an accuracy of 0.7% or better. The BIPM fluence intercomparisons
(0.14, 0.565, 2.5, 5.0 and 14.0 MeV neutrons) give the state of the art for mono-
energetic sources: 2 to 3%.

Work at PTB (Cosack et al.) showed that without substantial
improvement of the accuracies in the H(n,n) total and differential cross-sections
a 1% accuracy in f lux determination is not within reach using proton recoil
detectors at E larger than about 10 MeV.

The efficiency of the NBS black neutron detector was measured at
2.3 MeV with an accuracy of 1.2% using the TCAP method which underlines the
TCAP potential for measurements with monoenergetic sources.

In his review Gayther dealt with both 'flat response' detectors and
'standard cross-section detectors' and concluded that no single detector meets
the request to cover the full energy range of commonly used white sources with
good accuracy (1-2%). Among the 'flat response detectors' the black detectors
(ORNL, NBS and ANL) give a higher accuracy (~1%). Among the detectors based
on standard cross-sections the '2)(-ionization chamber' utilizing the B(n,oc)-
reaction gives the best accuracy ( ~2%) below 100 keV and the recently deve-
loped 'double scintillator' at NBS ( ~2%) above 1 MeV. So white neutron source
fluence rate can be measured with an accuracy of about 2% over most of the
energy range and over certain restricted regions covered by the black detectors
to the order of 1%.

In a session dealing with neutron energy standards several energies
were updated and a new standard adopted, i.e. the oscillator level at 0.12 eV for
protons in ZrH. Also additional standards below 0.1 eV are required, possibly the
edges of C, Be, Fe and MgO.

The actinide-nuclide decay data were also considered in this meeting,
especially the actinide half-lives used as standards for nuclear data standards.

52



It was also recognized that the existence of an internationally produced and

accepted file of carefully evaluated decay data suitable for detector-efficiency

caibration would be an extremely valuable contribution to the field of quan-

titative /-ray spectrometry.

4. Working Group Sessions:

The first working group dealt with evaluation, documentation and
presentation of reference data. There has been an increased utilization of
simultaneous evaluations in recent years. At this meeting several such
evaluations were presented. The generalized least-squares fits which include the
variance-covariance information of the experimental data were used in the
evaluations of Axton (thermal parameters), Mannhart (Cf neutron spectrum) and
by Poenitz (ENDF/B-VI cross-sections). The least-squares fit of the experimental
data retains the statistical scatter of the input data. It does not yet include all
knowledge achieved. Improvements will be obtained from the utilization of
auxiliary parameters obtained from other experimental evidence in the unitary
framework of nuclear models and other theoretical constraints. (For ENDF/B-VI
the direct involvement of R-matrix theory for the light elements). It was
emphasized that mainly the uncertainty components are required by the evaluator
instead of a correlation matrix constructed by the expérimenter. The example of
a data file used for the evaluation of ENDF/B-VI was discussed.

In the second working group no agreement was reached to recommend a
further cross-section to be added to the current standards file. However, an
evaluation of Fe(n,p) M n was recommended because of its advantage over

Al(n,oc) Na with respect to the higher specific activity. A set of several
235

fission products from the U fission were suggested as standards for fission
yields measurements by the /-spectrometry method. The data base: 'fission yields
of these products as a function of neutron energy relative to the thermal values'
is not complete.

Multiline and continuous spectra emitted under 90°, induced by 14 MeV
neutrons should be available to confirm the calibration of the spectrometers as
well as the analysis method. Suggested materials were natural C, Nb, Fe and Pb.

As a neutron producing reaction suitable as a neutron f lux reference,
for practical reasons (projectile energies available, specification of targets) it
was recommended to apply the 0°-yield of the D(d,n) reaction as a neutron f lux
standard using a gas target in the energy region E , > 3 MeV.
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In applying neutron standard reference data, the overall uncertainty is
not only determined by the uncertainty of the reference cross-section. These
other uncertainties depend on the detector system and should determine the
requested accuracy for the reference cross-section. In the third working group
session the discussion was limited to the application of the standard reactions:

H(n,p) and

For H(n,p) two new systems were presented : (1) the dual thin
scintillator configuration from NBS and (2) the use of a Frisch-gridded ionization
chamber at CBNM. The discussion concentrated on the reliability of the
hydrogen content for the used samples and detectors. Especially warnings were
given concerning the homogeneity of larger samples and concerning changes in
the composition during sample processing.

For U(n,f) it was concluded that with the presently known U(n,f)
235reference cross-sections the assay of U-layers is not contributing essentally

to the overall uncertainties.
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SPECIFIC RECOMMENDATIONS TO THE IAEA
(NUCLEAR DATA SECTION)

Chairman: A.J. Deruytter

I. General:

(1) The IAEA/NDS through the INDC should convene at regular intervals
Advisory Group Meetings on Standards Reference Data. These meetings
should preferably be linked with updatings of the INDC/NEANDC
Standards File. (Session I).

(2) The IAEA/NDS through the INDC Standards Subcommittee should review
the status of the standards discussed at this meeting and especially the
neutron energy standards. In this respect a definite choice of an energy
standard below 0.1 eV should be made (Session VIII).

(3) The IAEA/NDS through the INDC Subcommittee B should consider the
proposal of having a list of preferable neutron energies where cross-
sections are to be measured. (Session VIII).

W Prompted by a request of INDC the AGM discussed the future storage
and distribution mechanism of internationally available U-235 foils.
There was agreement that - if such a mechanism is introduced - such
foils should be stored at one of the foil-producing laboratories and that
IAEA should act as coordinator and mail-box.

Due to the absence (except CBNM) of experts from foil-producing
laboratories no suggestion was made with respect to the storage
laboratory (WG III).

II. The future of the INDC/NEANDC Standards File (Technical Report Series
No. 227).

(1) The IAEA/NDS should give continuity by scheduled updatings to the
publication of the INDC/NEANDC Standards File, in a format similar to
the present Technical Report No. 227 (1983) (Session I.)

(2) The IAEA/NDS through INDC should care that under the item 'Thermal
733 235 239parameters for U, U, Pu' in the Standards File advice is given

on the use of the set, i.e. when the fitted values are propagated in
reactor calculations they should always be accompanied by the

associated correlation matrix. (Session V).
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(3) The IAEA/NDS through INDC should care that information about neutron
fluence detectors is included in relevant cross-section status reports of
the updated version of the standards file. (Session VII).

III. The IAEA/NDS through INDC should convene (small) expert meetings on
topics of special interest in the standards field. The following were
recommended by this Advisory Group:

(1) There has been a real development in the theoretical description of the
Cf 252 prompt neutron spectrum, so that a physically more realistic
shape can be derived. In the energy range 0.5 to 10 MeV the
Madland-Nix, Generalized Madland-Nix, Complex Evaporation Model and
the Statistical Calculation all reproduce reasonably well the shape of the
spectrum and are therefore in agreement with each other. Therefore for
this energy range these theoretical shapes can be recommended. The
numerical data for all four representations should be transmitted to the
IAEA immediately. For the representation of the spectrum outside this
energy range the Complex Evaporation Model can be used. When the
evaluation of the differential data has been completed, it is proposed
that the IAEA convene a meeting in Vienna to consider the outcome and
consequences of the evaluation. (Session VI).

2. The need for a common base of radionuclide decay data to serve as
standards for the efficiency calibration of gamma-ray detectors has
become increasingly apparent over the past few years. A number of
nuclides are presently being employed in various measurement
laboratories for this purpose. The existence of an internationally
produced and accepted file of carefully evaluated decay data suitable
for detector-efficiency calibration would be an extremely valuable con-
tribution to the field of quantitative gamma-ray spectrometry.

Accordingly, the participants in the Advisory Group Meeting on Nuclear
Standard Reference Data agree that a meeting, convened by the IAEA of
a small number of experts in precision gamma-ray spectrometry could
make a major contribution. Those involved in such a meeting should
examine the present status of the radionuclide decay data currently used
for detector-efficiency calibration, address the adequacy of this
information, identify additional nuclides appropriate as either primary or
secondary calibration standards and implement appropriate actions to
produce a file of decay data to serve as a standard set for gamma-ray
detector-efficiency calibration (Session IX).
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Welcome speech R. Batchelor, Director of CBNM

Announcements

Session I Chairman: A.J. Deruytter
P-l Requirements for nuclear standard reference data from the

users* point of view
A.J. Deruytter (CBNM, Geel)

P-2 The neutron cross section standards evaluations for ENDF/B-VI
A.D. Carlson (NBS), W.P. Poenitz (AND
G.M. Hale (LAND, R.W. Peele (ORND

P-3 INDC/NEANDC Standard File, Status Report
H. Condé (Gustaf Werner Inst. Uppsala)

P-A IAEA Standards File: some comments and recommendations *1)
M.V. Blinov. S.K. Vasil'ev, V.D. Dmitriev, Yu.A. Nemilov,
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P-5 Theoretical calculations of the ^Li(n.t) cross-section
G.M. Hale (LAND

P-6 The data for the neutron interactions with 6Li and 10B
W.P. Poenitz (AND

P-7 Measurement of the 6Li(n,oO/10B(n,a) ratio with a xenon
gas scintillator

C. Bastian. H. Riemenschneider (CBNM)

*1) The paper was not introduced at this session but it covered the comments
in the several sessions

Those paper numbers underlined are invited
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P-8 Determination of the neutron detection efficiency of a
thick ^Li glass detector by measurement and by Monte
Carlo calculation

A. Lajtai. J. Kecskeméti (Central Research Inst.
for Physics, Budapest), V.N. Kononov, E.D. Poletaev,
M.V. Bohovko, L.E. Kazakov, V.M. Timohov, P.P. Dyachenko
L.S. Kutsaeva, E.A. Seregina (FEI, Obninsk)
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neutron energy range

M. Drosg (University of Vienna)

Session III Chairman: A.D. Carlson

P-10 Evaluation of the ̂ 'Al(n,a) reaction cross-section
in energy range 5.5 MeV - 20 MeV

N.V. Kornilov. N.S. Rabotnov, S.A. Badikov, E.V. Gay,
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presented by H. Condé
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H. Lesiecki, M. Cosack. B.R.L. Siebert
(PTB, Braunschweig)
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by 1'̂ Au given in the book of Standard Nuclear Data

V.A. Tolstikov (FEI, Obninsk)
presented by V.N. Kornilov

Session IV Chairman: M. Sowerby

P-1A Review of recent measurements of the U-235 fission cross-
section and fission fragment angular distribution between
0.1 and 20 MeV

M.G. Sowerby. B.H. Patrick (AERE Harwell)

P-15 New results on the ̂ 35U(n,f) fission integrals
C. Wagemans (SCK-CEN Mol), A.J. Deruytter (CBNM)

P-16 Absolute measurements of the ^3^U(n,f) cross section
for neutron energies from 0.3 to 3 MeV

A.D. Carlson. J.W. Behrens, R.G. Johnson,
G.E. Cooper (NBS)
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P-17 AEP measurements of 235U(n,f) and 238U(n,f) cross-
section

Yuan Han-Rong (AEP, Beijing)
P-18 Absolute measurement of the 23^u fissiOn cross-section

at 4.45 MeV neutron energy using the time-correlated
associated particle method (TCAPM)

R. Arlt, C.M. Herbach, M. Josch, G. Musiol,
H.G. Ortlepp, G. Pausch, W. Wagner (TU Dresden),
L.V. Drapchinsky. E.A. Ganza, O.I. Kostochkin,
S.S. Kovalenko, V.I. Shpakov (V.G. Khlopin Radium
Inst. Leningrad) presented by M.V. Blinov

... Konshin's evaluation on 23->U(n,f)
introduced by M.V. Blinov (see paper P-4)

P-19 Fission fragment mass, kinetic energy and angular
distribution for 235U(n,f) in the neutron energy
range from thermal to 6 MeV

Ch. Straede. C. Budtz-Jorgensen, H.-H. Knitter (CBNM)
P-20 The 238U fissiOn cross section, threshold to 20 MeV

Y. Kanda (Kyushu University, Fukuoka)

P-21 Neutron-induced fission cross-section of 238U in the
second plate region *2)

A.A. Goverdovsky (FEI, Obninsk)

P-22 Fission ratios involving 238U, 237Np, 239Pu, and
23->U fission cross-sections *3)

Y. Kanda. Y. Uenohara (Kyushu University, Fukuoka)

Tuesday. 13 November 09hOO

Session V Chairman: E.J. Axton
P-23 Evaluation of the thermal neutron constants of 233U,

239pu and 241Pu anci the fission neutron yield of 252Cf
E.J. Axton (CBNM)

P-24 Sub-thermal fission cross-section measurements
C. WaKemans (SCK-CEN Mol), A.J. Deruytter (CBNM)

P-25 A least-square fit of thermal data for fissile nuclei
M. Divadeenam, J.R. Stehn (BNL)
presented by A.D. Carlson

*2) Contribution only
*3) Presented on Wednesday at Working Group Session II
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P-37 Neutron emission from the spontaneous fission of
C. Budtz-Jörgensen. H.-H. Knitter, R. Vogt (CBNM)
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Session VII Chairman: H. Condé
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H. Liskien (CBNM), V.E. Lewis (NPL, Teddington)
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T. Michikawa. K. Kudo, T. Kinoshita (ETL, Tskuba)
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V.D. Huynh (BIPM, Sèvres)
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T. Wiedling (Studsvik Science Res. Lab., Nyköping)
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Session IX Chairman: C.W. Reich

P-50 Actiniae half-lives as standards for nuclear data
measurements: Current status

C.W. Reich (EG & G, Idaho Falls)

P-51 Total and spontaneous fission half-lives of the Uranium
and Plutonium nuclides *4)

N.E. Holden (BNL)

P-52 Total and spontaneous fission half-lives of the Americium
and Curium nuclides *4)

N.E. Holden (BNL)

P-53 Emission probabilities of selected gamma rays for
radionuclides used as detector-calibration standards

R. Vaninbroukx (CBNM)

P-54 Emission probabilities of selected X-rays for radionuclides
used as detector-calibration standards

W, Bambynek (CBNM)

Working Group Session I
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Chairman: W.P. Poenitz
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Contributions:
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sections by generalized least-squares and related data
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W.P. Poenitz (AND
W-2: A simultaneous evaluation of some important cross-

sections at 14.70 Mev
T.B. Ryves (NPL, Teddington)

W-3: Properties of Cf fission fragment detection systems
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*4) Not presented at the meeting, but included in the Chairman's summary
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Chairman: H. Klein

Should ^He(n,p)T be reconsidered as a standard?;
Continuous neutron emission spectra as standards (->6pe an(j

Standards in fission yields (̂ Mo, 140Ba and the Nd isotopes);

Others.
Contributions: *5)

... 3He(n,p) detector (oral presentation)
A.D. Carlson (NBS)

... Continuous neutron emission spectra as standards 56Fe
and ^Nb (oral presentation)

D. Seeliger (TU, Dresden)
W-4: Standards for the fission yields measurements

J. Blachot (CEN, Grenoble)

W-5: Cross-section measurements of F e ( n , p ) M n and
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W-8: About 237Np fission cross-section standardization
A.A. Goverdovsky (FEI, Obninsk)
presented by N.V. Kornilov

*5) Kanda's paper on cross section ratio is transfered to Session IV.
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REQUIREMENTS FOR NUCLEAR STANDARD REFERENCE DATA
FROM THE USERS' POINT OF VIEW

A.J. DERUYTTER
Central Bureau for Nuclear Measurements,
Joint Research Centre,
Commission of the European Communities,
Geel

SESSION I
Abstract

The requirements from the users' point of view for nuclear standards
reference data with respect to accuracy of the data, traceability (documen-
tation), representation (i.e. numerical values with uncertainties and cor-
relation matrices, parametrization), availability of materials in suitable
form (well-defined layers, gases) and applicability in real life detectors
(Q-values of reactions, type of particles or photons produced, smoothness
and magnitude of cross-section) will be discussed.

From these primary requirements additional requirements follow for
internal consistency (via ratio measurements), for verification of physical
constraints (total cross-section, inverse reaction), for additional basic
information (angular distributions of reaction products, fragment energy
distributions, description and understanding of the basic processes).

The user is seen as the measurer who determines values of partial
cross-sections or other quantities relative to one or more of the selected
standard reference data.
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1. Introduction
In this paper the requirements with respect to nuclear standards

reference data will be scrutinized from the viewpoint of a measurer who
determines values of partial cross-sections or other quantities relative to
one or more of the selected standard reference data.

This delimitation means that I do not deal with requirements resulting
from the processing of data via group cross-sections to be used as data input
to the actual reactor calculations. Of course some standard reactions coincide



23566 with neutron reactions of importance in a reactor, e.g. the U fission
cross-section as fissile material or the (n,a) reaction of B as absorber
material and enter in this capacity directly into the evaluated-data library
for reactor calculations. Another important standard quantity which enters
indirectly is nubar for Cf 252 via the energy dependent nubar ratio measurements
for the fissile and fertile materials in view of their evident relationship
with k ... But these requirements are expected to be reflected in the requests
for those standards by the national nuclear data committees channeled through
and critically examined by NEACRP (NEANDC and INDC).

So in fact we deal with requirements for neutron metrology that suffers
from the difficulty to determine on an absolute basis neutron fluxes and
consequently partial cross-sections. And obviously a measurer wants to avoid

T A B L E 1
NUCLEAR DATA STANDARDS FOR NUCLEAR MEASUREMENTS

REACTION

H(n,n)H
6Li(n,t)4He

(̂n.â î *
10D, _,_ .7..B(n,ao +ai) Li

C(n,n)C
197Au(n,.)198Au
235U(n,f)

238U(n,f)
27Al(n,a)

ENERGY RANGE

1 keV TO 20 MeV

THERMAL TO O.I MeV

THERMAL TO 0.2 MeV

THERMAL TO 0.2 MeV

1 keV TO 2.0 MeV
0.2 MeV TO 3.5 MeV

0.1 MeV TO 20 MeV

THRESHOLD TO 20 MeV

THRESHOLD TO 20 MeV

this problem of absolute flux determination and bypasses it by making cross-
section determinations relative to other cross-sections, i.e. standards. This
restricted set of standard reactions on which effort of real absolute work as
well as evaluation effort are concentrated, is listed in Table 1, and il-
lustrated in Fig. 1. They are the cross-sections and energy regions selected
in the INDC/NEANDC Nuclear Standards

0.01IkeV

0.001 b
1MeV 10MeV 20MeV

FIG. 1 : THE ANGLE- INTEGRATED CROSS-SECTIONS FOR THE ACCEPTED NEUTRON
STANDARD REACTIONS IN THEIR ACCEPTED ENERGY RANGE. BELOW
1 keV THE ACCEPTED REACTIONS 6Li(n,t), 10B(n,a.) and

*•B(.n,aQ + ŒI) FOLLOW ESSENTIALLY THE 1/v-LAW.



T A B L E 2

NUCLEAR DATA STANDARDS

NEUTRON ENERGY STANDARDS

ACTINIDE HALF-LIVES
poo ?^R P"}QTHERMAL PARAMETERS FOR U, U, Pu,

NUBAR OF 252Cf

Pu

95?PROMPT FISSION NEUTRON SPECTRUM OF " Cf

235U FISSION FRAGMENT ANISOTROPIES

DECAY DATA FOR RADIONUCLIDES USED AS CALIBRATION STANDARDS

In Table 2 thé non cross-section standard data which were incorporated
in the INDC/NEANDC Standard File are given. The importance of these different
items is not equally distributed but the relevance of some is direct (nubar

252of Cf and fission neutron spectrum, thermal parameters of the fissile
isotopes), for others indirect (half-lives, fission fragment anisotropies)
and requirements are considered accordingly.

Before discussing the general requirements for these nuclear data
standards, it is useful to consider the presently outstanding high priority
nuclear data measurement requirements for the reactor programme in the area
of standards as tabulated in NEACRP-A-568^ ' and reproduced in Table 3. There

poc ?C?we find as expected U(n,f) and Cf nubar (and neutron energy spectrum)235requested to high accuracy. We note that requests for U reach down to
1 keV and for B(n,a) and a /a^ reach to 1 MeV, i.e. outside the range where
these cross-sections are considered as standards.

10„
Also recently additional precise absolute measurements of the

B(n,a ) and (n.a..) cross-sections at a few energies between 50 and 800 keV
1067 are requested to help to resolve a He-production discrepancy for B that

T A B L E 3
HIGH PRIORITY REQUEST LIST : STANDARDS

REACTION

10B(n,a)
AND a0/ai
(n,r)

235U(n,f)

252Cf*s

252

ENERGY
RANGE

100K-1M

THERMAL-200K

1K - 14M

Ë
0(E) (E >5M)

(E<250K)

TYPICAL
ACCURACY
REQUEST
(PERCENT)

2

20

1

0.25

1-2
5-10

REQUESTER

E

UK

US

US

E, US

STATUS REMARKS

ALTHOUGH THE ENDF/B-V EVALUATION CLAIMS
ACCURACIES CLOSE TO THIS REQUEST, AN
INDEPENDENT EVALUATION BY LISKIEN AND
WATTECAMPS SUGGESTS THAT LARGER UNCER-
TAINTIES MAY BE WARRANTED

(RATIO TO H(n,p) AND 10B(n,a) AND
POSSIBLY OTHER STANDARDS). THE ENDF/B-V
EVALUATION IS SAID TO HAVE AN ACCURACY
OF APPROXIMATELY 3% IN THE RANGE 150K TO
10M.

QUOTED ACCURACIES 0.2% BUT DIFFERENCES
IN EVALUATED VALUES OF 0.5%. FURTHER
ANALYSIS NEEDED.

ESTIMATED ACCURACY OF Ë IS 2% BUT THE
SHAPE REQUIREMENTS ARE NOT MET.

was recently detected. ' In fact comparisons of careful He-measurements
in several assemblies with values calculated from ENDFB/V suggest that the
ENDF/B-V results are from 9 to 15% too low. The neutron spectra from these
assemblies sample the He-production cross-section from the low keV-region
to several MeV neutron energy. The covariance files for the evaluation on
the other hand indicate that the (n,a) data are accurate to better than
2%, and the combined cross-section and spectrum uncertainty for the cal-
culations is less than 4%. This results in an additional request for B.



go But let me now turn to the general requirements for the standard
reference data from the users' point of view. Requirements concerning
accuracy of the data, traceability, representation, availability of materials
in suitable form and applicability in real life detectors will be discussed.
From these requirements follow additional requirements for internal consistency,
verification of physical constraints, additional basic information on angular
distribution and kinetic energy spectra of reaction products and in general
a better description and understanding of the basic processes.

2. General requirements for standard reference data
First a remark on the common use of the word standards in this paper

and at many other occasions. It is obviously used here and in the neutron
community in a broader sense as a reference set of data than the definitions
used in classical legal metrology would permit. If you look at the definitions

in\of the term 'standard1 in legal metrology, two distinct meanings emerged '
Firstly, a 'SPECIFICATION STANDARD' which is 'a widely adopted

specification, technical recommendation or similar document', (norme), and
secondly a 'MEASUREMENT STANDARD, OR ETALON' which is 'a material measure,
measuring instrument or system intended to define, realize, conserve or re-
produce a unit or one or more known values of a quantity in order to transmit
them to other measuring instruments by comparison.'

However, although some additional terms such as primary and secondary
are also defined in relation with measurement standards, these specifications
may be used more generally. In fact the definition of 'PRIMARY STANDARD' is
'a standard, which has the highest metrological qualities in a specified field.'
So the concept of primary standard is equally valid for base units and for
derived units. Such a standard is ABSOLUTE if the values provided have been
established in terms of the relèvent base units without recourse to another
standard of the same quantity. Furthermore a 'SECONDARY STANDARD' is 'a
standard whose value is fixed by comparison with a primary standard'. The
definitions of primary, secondary and absolute may be transferred to our
'standard reference data.'

How should we formulate the requirements for a primary standard for
neutron flux measurements? AN ATTEMPT: A good primary flux standard should

respond to the following specifications: its cross section should be ac-
curately known, smooth and as large as possible, over a broad energy interval.
The basic neutron reaction should have a large positive Q-value. Corresponding
standard samples used for detection should be relatively easy to prepare and
to assay accurately for chemical and isotopic composition, quantity, uniformity
and homogeneity. They should remain unaltered under normal conditions of use.
Substances used for sample preparation should be easy to obtain in a chemically
pure form and suitable for precise mass-spectrometric analysis. A detector of
reasonable size should be available, which, if combined with a precise sample
is capable of fast response (< 10 ns), has good efficiency and good discrimi-
nation against unwanted particles or photons (e.g. low r sensitivity).

In fact of course, all preceding requirements have played a role of
some sort in the selection of the reference data that will be discussed during
this meeting. To my feeling the distinction between primary and secondary
standards has become less clear-cut than it was some fifteen years ago when
propositions were made, such as 'to adopt as primary flux standards B(n,a)
up to 100 keV and H(n,n) above 100 keV.1^5' This attitude change is a
consequence of the experience gained in the painstaking experiments and
evaluations that have followed and with the conclusion that there are no primary
standards, that have proven outstanding quality in all the above mentioned
requirements.

For example, it is a true statement that the hydrogen cross-section is
the best known in a wide energy region, but it is equally true that this does
not mean that the measurement using the hydrogen cross-section is always
preferable over any other because so many other quantities are involved suchoocas the efficiency of the detectors. An absolute measurement of the U fission
cross-section may bring us indeed a better usable reference cross-section than
the use of the hydrogen would allow us to do because of the high efficiency
of the fission detector. In such a situation different answers are possible;235one answer being: let us use U(n,f) and associated detector; another attitude
is: let us investigate whether an efficient neutron fluence detector based on
the n-p scattering process can be constructed, e.g. an ionisation chamber with
Frisch-grid to detect the recoil protons induced by fast neutrons in an
advantageous 2ir-geometry, of course with all problems associated with the
determination of the number of hydrogen atoms in a thin foil. So much
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REACTION

H(n,n)H

6Li(n,t)4He

"»Bfn.a/LI*

10B(n,a0-ta1)7Li

C(n,n)C

197Au(n,r)198Au

235U(n,f)F.F.

238U(n,f)F„F„

27A1(n,a)24Na

ENERGY RANGE

1 keV - 20 MeV

THERMAL-0.1 MeV

THERMAL-0.2 MeV

THERMAL-0.2 MeV

1 keV - 1.8 MeV

0,2 MeV-3.5 MeV

0.1 MeV-20 MeV

THRESHOLD-20 MeV

THRESHOLD-20 MeV

WAY OF DETECTION

DETECTION OF ALL RECOIL PROTONS IN HY-
DROGEN OR METHANE FILLED PROPORTIONAL
COUNTERS. DETECTION OF RECOIL PROTONS
EMITTED IN A CERTAIN SOLID ANGLE (IN
TELESCOPE ARRANGEMENTS, IF NECESSARY).
AS STANDARD IN NEUTRON SCATTERING EX-
PERIMENTS VIA DETECTION OF SCATTERED
NEUTRONS.

VIA DETECTION OF TRITON + a-PARTICLE BY
SCINTILLATION (GLASS, Li I(Eu) .PLASTIC
FOILS,GAS)OR BY SURFACE BARRIER DETECTORS
AND IONIZATION CHAMBERS.

VIA DETECTION OF THE ISOTROPIC 478 keV
7 -EMISSION OF 7Li* IN BORON SLAB DE-
TECTORS.

VIA DETECTION OF a-PARTICLES IN IONI-
ZATION CHAMBERS, WITH SURFACE BARRIER
DETECTORS OR SCINTILLATORS.
ONLY AS STANDARD IN NEUTRON SCATTERING
EXPERIMENTS VIA DETECTION OF ELASTICALLY
SCATTERED NEUTRONS.

ONLY AS STANDARD IN FAST NEUTRON CAPTURE '
EXPERIMENT VIA PROMPT 7-DETECTION OR
ACTIVATION.

DETECTION OF FISSION FRAGMENTS IN IONI-
ZATION CHAMBERS, WITH SURFACE BARRIER
DETECTORS OR SCINTILLATORS.

DETECTION OF FISSION FRAGMENTS IN IONI-
ZATION CHAMBERS, WITH SURFACE BARRIER
DETECTORS OR SCINTILLATORS.

BY ACTIVATION.

APPLICATION AREA

NEUTRON FLUX MEASUREMENTS
(ABOVE ABOUT 0.5 MeV).
MEASUREMENT OF THE RELATIVE
RESPONSE FROM HYDROGENOUS
RADIATORS.
MEASUREMENT OF OTHER ELASTIC
CROSS-SECTIONS.
DIFFERENTIAL SCATTERING CROSS-
SECTIONS FOR CALCULATION OF
NEUTRON DETECTION EFFICIENCY
OF ORGANIC SCINTILLATORS VIA
COMPUTER CODES.

STANDARD CROSS-SECTION BELOW
100 KeV (FLUX).

STANDARD CROSS-SECTION BELOW
200 keV (FLUX).

SCATTERING STANDARD.

CAPTURE STANDARD.

REACTOR CALCULATIONS.
FISSION AND CAPTURE STANDARD
ABOVE 100 keV.

FAST NEUTRON FLUX, FISSION
CROSS-SECTION STANDARD
DOSIMETRY APPLICATIONS.

CATEGORY I DOSIMETRY
REFERENCE.
DOSIMETRY AND ACTIVATION
MEASUREMENTS.

OBSERVATIONS

JSE REQUIRES KNOWLEDGE
)F ANGULAR DISTRIBUTIONS
IN BOTH HEMISPHERES.

USE REQUIRES KNOWLEDGE
OF TRITON ANGULAR
DISTRIBUTION.

REQUIRES FISSION FRAG-
MENT EMISSION ANISOTRO-
PIES. KINETIC ENERGY
DISTRIBUTION OF FISSION
FRAGMENTS.

I D E M



in differences between primary and secondary are academic and all standards
which are enlisted for this meeting should be dealt with on nearly the same
footing. This attitude is also reflected into the simultaneous evaluation
efforts on standard cross-sections that are going on at present and will be
amply discussed at this meeting. However, in view of the amount of work
involved one should not add further standards unless good reasons are given
and applications are specified.

At this point it is appropriate to look to the ways in which the most
important standard reactions are applied in actual measurements, because of
the complex set of requirements for the use of a standard cross-section. The
way of detection of these standard reactions is indicated briefly in Table 4,
and also the main application areas are summarized, as well as some additional
requirements resulting from detector peculiarities. Also for the other standard
quantities tabulated in the 1982 INDC/NEANDC Standards File briefly application
area and special requirements are given in Table 5.

In the following we will deal with the specific requirements without
search for completeness but with hopefully illustrative examples.

3. Requirements for accuracy of standards data
In the measurement community two distinct attitudes seem to prevail as

to the accuracy requirements for standard data (and even measurements in general).
On the one hand 'standard reference data should be measured as accurately as
possible' irrespective of whether this kind of accuracy is required and on the
other hand 'standard reference data should be measured as accurately not to
have a sizeable influence on other data measured relative to them.' This
distinction is not always academic, because an enormous effort is often required
to further improve the accuracy.

As an example we can take the evaluation of the thermal neutron constants
of 233U, 235U, 239Pu and the fission yield of 252Cf which was recently per-
formed at CBNM by Axton' ' and at BNL by Divadeenam and Stehn^ '. The conclusion
of these recent studies is that the recommended fissile thermal parameters
constitute a self-consistent set. Problems encountered in earlier evaluations
have been found not to be significant any longer in casting doubts on the
consistency of certain types of input data (such as nubar measurements and

T A B L E 5

NON CROSS-SECTION STANDARD QUANTITIES IN STANDARDS FILE
QUANTITY

NEUTRON ENERGY STANDARDS

ACTINIDE HALF-LIVES

THERMAL PARAMETERS FOR

NUBAR OF Cf

PROMPT FISSION NEUTRON
SPECTRUM OF 252Cf

DECAY DATA FOR RADIO-
NUCLIDES USED AS CALI-
BRATION STANDARDS

NEUTRON FLUX COMPARISONS

APPLICATION AREA
• NORMALIZATION OF ENERGY

SCALES FOR EVALUATIONS
AND OTHER USERS OF DATA

• SAMPLE ASSAY FOR FISSION
CROSS-SECTIONS, MASS DE-
TERMINATION OF SAMPLES

NORMALISATION OF CROSS-
SECTION CURVES AT THERMAL
AND AT HIGHER ENERGIES BY
SUCCESSIVE NORMALISATION
VIA RESONANCE INTEGRALS
REACTOR CALCULATIONS

• ̂ -MEASUREMENTS
• NEUTRON EMISSION RATE IS

AN EXPERIMENTAL CALIBRATION
REFERENCE

• REACTOR CALCULATIONS
(INDIRECT)

• REFERENCE FOR MICROSCOPIC
AND MACROSCOPIC MEASURE-
MENTS

• NUBAR Cf 252
• RELATIVE FLUX STANDARD IN

INSTRUMENT CALIBRATIONS

CALIBRATION OF GAMMA DE-
TECTORS OF IMPORTANCE FOR
ACCURATE MEASUREMENT OF
ENERGIES AND INTENSITIES
OF 7-RAYS
IMPROVEMENT OF FLUENCE
RATE DETERMINATIONS AT
DIFFERENT LOCATIONS

OBSERVATIONS
RESOLUTION OF SPECTRO-
METERS

REQUIRE ACTINIDE HALF-
LIVES AND ï OF Cf 252

REQUIRES ASSOCIATED
NEUTRON EMISSION
SPECTRUM
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observations made in pile and MaxweTlian neutron spectra) with the main
body of input data. This statement does not mean that small differences
between e.g. the Maxwellian and 2200 m/s data sets are fully resolved as
illustrated in Table 6 where the output of Axton's evaluations are shown
for the nubar-values and the fission cross-sections with and without the
incorporation of Maxwellian data in the fit. From the Table we learn that
all fission cross-sections are reduced and all nubar values increased by
the introduction of the Maxwellian data, but the global set of measurements
is consistent with the output. In fact only one measurement falls outside
two standard deviations with respect to the output value where we expect
eight for a normal distribution.
We could say that the agreement between important subsets of the data is at
the 0.5% level, whereas internal consistency of the subsets would be 0.2%.
The history how this consistency came about is a long story of resolving
systematic discrepancies by an iterative process which is essentially the
fundamental way for making any accurate determination of a physical quantity.
In this process different types of measurements and techniques, simultaneous
evaluations (IAEA panels) making use of physical constraints and taking cor-
related errors into account in different ways played an important rôle.

The question now is: should we go further in trying to improve the
accuracy of such a data set knowing that in the normal iterative process the
costs of the efforts increase exponentially with the increase of the required
accuracy and that for present reactor applications the present consistency
is adequate? We recognize that in such a situation any individual effort
(measurement) is only likely to create an additional value with no sizeable
influence on the available accuracy unless a new revolutionary highly accurate
technique is introduced in measurement or analysis.

To avoid a discussion on the ultimate accuracy we can achieve due to
technological factors such as intensity of neutron sources (present and future)
or the analytical power of computer codes (present and future), I would at
this stage rephrase the accuracy requirement to 'STANDARD REFERENCE DATA SHOULD
BE MEASURED AS ACCURATELY AS POSSIBLE WITH THE PRESENTLY AVAILABLE TECHNIQUES',
that is to say, we adapt the accuracy requirement to 'the presently
achievable' where this term means using all available means: different
types of measurements and techniques, evaluation and including physical

T A B L E 6
2200 m/s FISSION CROSS-SECTIONS AND NURAR VALUES FOR FISSILE NUCLIDES

o 233,.
°f U

235U
239Pu
241Pu

NUBAR 233U
235U
239Pu
241Pu
252Cf

AXTON
2200 m/s

532.4 +
585.5
748.2
1020.9

2.485 +
2.425
2.878
2.940
3.7631

(1982)
EVALUATION

2.4 b
1.7
2.6
11.5

0.005
0.005
0.006
0.007
0.0050

AXTON
2200 m/s AND

529.7 b
582.9
747.2
1011.9

2.492
2.432
2.880
2.944
3.7655

(1984)
MAXWELLIAN DATA

+ 1.3 b
1.3
2.1
6.6

i 0.004
0.004
0.005
0.006
0.0048

DIFFERENCE

+ 2.7b
+ 2.6
+ 1.0
+ 9.0

- 0.007
- 0.007
- 0.002
- 0.004
- 0.0024

constraints. It means that we have to stay with our iterative process of
approaching accurate values but look for ways and means for speeding up
the process. How to reach that may be more appropriate to discuss in the
recommendations for future work in the standards area.

An important question to ask at this time is: Do we reach the
'presently achievable1 at any given moment? At this point I have to refer
to a paper by Coates et al. presented at the Antwerp Conference' ' that
analysed in detail the history of two discrepancies in standard data:
(1) the Li(n,a)t cross-section in the vicinity of the 247 keV resonance235and (2) the U fission cross-section measurements near 14 MeV. One of the
conclusions concerning the first study was that there were no technical
reasons why the Li(n,a) cross-section should not have been measured at
least in 1970 to its presently known accuracy, and that still to-day discre-
pancies of a few percent exist between the most recent direct measurements
with no obvious reasons.



72 But even more disturbing is that quoted accuracies on standard data were in
error mainly because of two reasons: unidentified systematic errors which
cannot be ruled out but mainly the inadequate treatment of known error sources.
In fact our practices in general do not meet the normal scientific standards
expected for measurements which are intended to be accurate. And in full
accordance with Coates et al. I plead again for reliability of error statements
and this means also a more rigorous approach in which experimenters show a
more critical awareness of systematic problems both in the design and execution
of experiments. In particular some of the long-standing sources of systematic
error need to be more thoroughly investigated, and more detailed treatment
needs to be given to those which are already understood. In Table 7, recognized
sources of systematic error as taken from ref, 8 are tabulated.

T A B L E 7
RECOGNISED SOURCES OF SYSTEMATIC ERROR (8)

EXPERIMENTAL

1. BACKGROUND

2. INADEQUATE UNDERSTANDING
OF DETECTOR RESPONSE

3. SAMPLE CHARACTERISATION

4. FAULTY APPARATUS
(e.g. ELECTRONIC FAULTS)

5. FAULTY DATA ACQUISITION
(e.g. DEAD TIME EFFECTS)

6. INACCURATE ENERGY CALIBRA-
TION

7. INACCURATELY KNOWN RESOLU-
TION FUNCTION

ANALYTIC

1. INADEQUATELY VALIDATED
COMPUTER PROGRAMS

2. INADEQUATELY SOPHISTICATED
DATA ANALYSIS

3. INADEQUATE APPLICATION OF
SIGNIFICANT CORRECTIONS

4. INADEQUATE USE OF AVAILABLE
STATISTICAL INFORMATION IN
ASSIGNING ERRORS

Returning to my introduction: Wouldn't it be a blame for this Community
if the He-production discrepancy for B measured in several assemblies were
due to the (inaccurate) B(n,a) cross-section?

4. Traceability (documentation)
Since 1983 we have the Technical Series Report 227^) published by

the IAEA on 'Nuclear Data Standards for Nuclear Measurements' which is in
fact the 1982 INDC/NEANDC Nuclear Standards File, for which the large majority
of the recommended numerical data for the standard cross-sections is taken from
ENDF/B-V, produced by the United States Cross Section Evaluation Working Group.
The remainder of the numerical data is from evaluations by individuals or
groups closely connected with INDC and NEANDC.

It is clear that in order to improve the accuracy and consistency of
experimental results the standard data from that report should be adopted for
all measurements and that when converting relative measured values to cross-
section values the numerical values given herein should be employed. This
practice will certainly facilitate further evaluation work and ease later
renormalizations when improved standard reference information becomes available,
because they will all be traceable to that report.

However the statement that 'certain important standard values are
omitted from this tabulation because the present situation is judged to be
in a state of flux1 is not acceptable from the users' point of view, because
it is in contradiction with the above and prevents later easy renormalization.
We should strive towards a complete set of numerical values.

Another often heard comment of users with respect to the set of standard
reference data is the speed with which numerical values change, be it small
changes. Although constant revision and updating is required, a good practice
would be to publish numerical values only every two years.

Confidence in the tabulated values will also largely depend on the
care with which the evaluations and updatings are performed. Arguments for
selection and adaptation of data have to be presented and documented. Standard
data measurements used in the evaluation should be thoroughly documented and
traceable in the literature. In connection also with paragraph 3 on accuracy,
I would like to stress here the remarkable shortage of well-documented



evidence on systematic errors, which receive very often only cursory and
peripheral treatment in published papers. This has made it generally difficult
and sometimes impossible to trace in a reasonably precise way how consistency
improvements have occurred in measurements. The argument that editors of
journals are unlikely to accept such detail can be overcome by preparing
comprehensive laboratory reports which are then to be made generally
available. In Table 8 from own experience on the basis of the 2200 m/s235fission cross-section value of U I show you what changes occur in
published values and why traceability is important. This table illustrates
partly how consistency was finally reached for the 2200 m/s fission cross-
sections. See Axton (1982) and Table 6 of this paper.

T A B L E 8
235,,CBNM 2200 m/s FISSION CROSS-SECTION VALUE FOR U (ONLY MAJOR CHANGES)

VALUE 0°

T 234U'l/2 U

a°
B

1968 (9)

577 + 5 b

(2.488 + 0.016)xl05 yr

3835 + 5 b

1973 <10)

587.6 + 2.6 b

(2.446 + 0.007)xl05yr

3835 + 5 b

1984 <">

586.1 + 2.6 b *

(2.454 + 0.006)xl05 yr

3838 + 6 b

WHEN ACCEPTING THE NEW VALUE OF POENITZ AND MEADOWS FOR TI/£ 234U
OF (2.4566 i 0.0044)xl05 yr, our a°-VALUE BECOMES 585.5 + 2.6 b.

5. Representation
The representation of standard reference data in the INDC/NEANDC

Standards File, by giving numerical values and percentage uncertainties to
energy ranges and associated correlation matrices gives us all the information
required for the angle-integrated cross-sections. However, when differential

73 cross-sections are needed, e.g. for H(n,p), the information given on the

Legendre polynomial coefficients of the relative centre-of-mass neutron angular
distributions is insufficient to deduce uncertainties for the differential
cross-sections. Also uncertainties as a function of neutron energy and a
correlation matrix are required for the Legendre coefficients.

As will be discussed at this meeting by A. Carlson^ ' the R-matrix
method is being applied to the Li and B cross-section standards in the
ENDF/B-VI evaluation. These evaluations are particularly important because
they can take into account charged particle reactions leading to the same
compound nuclei ( Li and B) and use angular distribution data. The results
of these analyses are R-matrix parameters which can be used to calculate the
Li and B cross-sections at the desired energy. For the user it will be

difficult to choose whether the resonance parameters or the numerical values
are to be used. It is recommendable that only a unique final result is offered
to the user as is planned.

6. Internal consistency of standards
A further request to the set of standard data has to be consistency.235As an example the 2200 m/s fission cross-section of U in the thermal

parameter set should be consistent with the U half-life value and the
2200 m/s B(n,a) cross-section, given in the same file.

The user of standard data expects the standard data to be consistent
in such a way that he finds the same answer within the associated uncertainties
when he measures e.g. a fission cross-section relative to B(n,a) (a particle
detection or 478 keV gamma-ray detection) or Li(n,t) in the low energy range,
at least when he uses the standards correctly and takes them from the
INDC/NEANDC standards file. This was not always true in the past.
As a consequence more simultaneous evaluations of standard cross-sections
are being made at present in which all available information is used on a
larger set of data with the use of physical constraints. These evaluations
will certainly improve the consistency of the standards and point to weaknesses
in the use of the standard cross-sections by several experimenters. Papers
on this topic will be presented at this meeting by W. Poenitz^ , T. Ryves^ '
and E.J. Axton' >. Also accurate ratio measurements between standards are
in progress (Bastian^ ', this meeting) which should contribute to the same
objective.



This effort reflects the attitude of the measurements community which
considers that there are no real primary standards because of the complexity
of using a standard in actual measurement conditions.

7. Availability of materials in suitable form and applicability in real life
detectors

For the user it is obvious that a standard should be easy to use in
the experimental environment of his measurement.

It means e.g. that well-defined layers with accurately known numbers
of atoms of the standard material can be produced which allow the detection of
the reaction products in a 'good' geometry (e.g. a 2ft solid angle). Thicknesses
of the layers that can be used will depend on the energies of the particles
produced (Q-values of the reactions) and on the stopping powers of the reaction

poc ?^Aproducts in the target material. Fission fragments ( U and U) have very
large energies, but also high stopping powers. Tritons and alpha-particles
from Li(n,a) have much smaller energies but lower stopping powers.

Another critérium is the selectivity of the detection system to isolate
the wanted particles by energy selection (i.e. a particles from fission
fragments) or pulse-shape discrimination (neutrons from photons in an organic
scintillator detector).

A large cross-section will allow the use of thin samples (hence high
resolving power for the reaction products). The smooth behaviour of the
cross-section (e.g. the 1/v low energy part of the B(n,a) and Li(n,a)
cross-sections) makes them less sensitive to the energy resolution of the
neutron spectrometers used.

Such an enumeration is not exhaustive. The final aim is of course to
be able to determine accurately a (sizeable) fraction of the reactions taking
place in an accurately known number of target atoms at a specific neutron
energy. Preferably that fraction should be large (high-efficiency) to assure
small statistical errors and to avoid elaborate calculations to determine the
efficiency of the detector, even when proven that the calculations can be
performed accurately.

All these characteristics that are required for the accurate use of
standards will be discussed at this meeting. Significant examples are (1) the

study of an ionization chamber with Frisch-grid to detect recoil protons
induced by fast neutrons in a hydrogeneous material in an advantageous 2n-
geometry, (Knitter and Budtz-Jfirgensen^ ', this meeting). (2) the important

235improvement in the assaying of U fission layers with a gridded ionization
chamber in 2* geometry^17'. (3) the results of 235U fission foil inter-
comparisons that increase our confidence in their assay, and lead to better
agreement in the cross-section as well (W. Poenitz^ ', this meeting).

8. Requirements for additional basic information
Angular distribution information for the reaction fragments as function

of the neutron energy is required when a non-4ir geometry is used in order
to be able to correct for the effect as a function of energy. For H(n,n),
fi OOCLi(n,t) and U(n,f) the required information is given in the INDC/NEANDC
Standards File. Although for H(n,n) the information given is not sufficient to
determine the uncertainty for a differential cross-section as mentioned above.

For the light elements only few interactions are involved and the total
cross-sections, which can be determined by transmission, become useful as a
physical constraint.
For the light elements and particularly for ( Li + n) the work of Hale^ ' using
the R-matrix method has shown the importance of being able to take into
account the charged particle reactions leading to the same compound nucleus
Li, and to be able to use the angular distribution data. This analysis led

to a consensus for the modern measurements for the neutron interaction with
Li including total, scattering and absolute and relative (n,a) measurements.

252For nubar of Cf the average neutron energy and preferably the fission
neutron spectrum has to be known. For this reason and other applications as a
reference spectrum, it is introduced in the standards file (cfr Table 5).

For a theoretical description of this standard neutron spectrum which
will be discussed thoroughly at this meeting (Session VI, this meeting), it is
important to have a good knowledge of the mechanism of neutron emission, i.e.
to know the fraction of scission neutrons and the emission of neutrons during
fragment acceleration, etc. Therefore not only measurements of the neutron
spectrum N(Ep) are required, but also multiple differential measurements
N(En,9n: A, TKE) are helpful to clarify the nature of the fission neutrons.
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The gridded ionisation chambers developed at CBNM provide a powerful tool for
such measurements, since fission fragment angle (with respect to neutron
emission direction), kinetic energy and mass distribution can be determined
simultaneously with an angular efficiency close to 4n.

Also the knowledge of the energy spectrum of the reaction products is
important, e.g. for fission fragments. Variations of kinetic energy distributions
of the fission fragments with neutron energy may result in small variations of
the fission chamber efficiency as a function of En< Also here a well-funded and
quantitative theoretical description of these variations would be welcomed.

These few examples illustrate that additional basic information
(experimental and theoretical) is required to make corrections with confidence
or to impose physical conditions on standard data, with as a result improved
accuracy and reliability.

9. Conclusions
A good primary neutron flux standard should fulfil as well as possible

the following specifications: its cross-section should be accurately known,
smooth and large over a broad energy region. The reaction should have a large
Q-value. Standard samples for detection should be easy to prepare and to assay
accurately and remain unchanged in normal use. Substances should be easy to
obtain in chemically pure form and suitable for mass-spectrometric analysis.
A detector of reasonable size should be available, which if combined with a
precise sample is capable of fast response, has good efficiency and good
discrimination against unwanted particles or photons.

Standard reference data should be measured as accurately as possible
with presently available techniques and ways and means to speed up the
iterative process of approaching accurate values should be looked for. Error
statements should be reliable. A more rigorous approach to systematic problems
both in design and execution of experiments is required. Long-standing sources
of systematic errors need to be thoroughly investigated.

Only one set of standards data should be used by the user community
to improve the consistency of experimental results. In this standards set
numerical values should be given for all standards and a fixed period between
updatings would improve traceability. The standard data measurements on which
the evaluations and updatings are based should be fully documented and

traceable in the literature with well-documented evidence on systematic errors,
be it in laboratory reports.

For the use of differential cross-sections, especially for H(n,n),
additional information on the coefficients of the Legendre polynomials in
the relative centre-of-mass neutron angular distributions is required. For
each standard a unique set of values and uncertainties (with correlation
matrix) should be given. Numerical values of standard reference data in the
file should be consistent when related. Standards for the same energy range
should be compatible within uncertainties.

A thorough investigation of the limitations in the use and the
resulting systematic errors in the execution of the measurements should
be made before a standard is classified as such. Also before a new measurement
on a standard is made the impact on the accuracy of that standard should be
evaluated.

Additional basic information obtained by theory or experiment should
be used to improve accuracy and reliability of standard data by allowing better
funded corrections or by imposing physical constraints on the data.
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Abstract

As a first step in the development of the new ENDF/B-VI file, the neutron
cross section standards are being evaluated. These standards evaluations are
following a different process compared with that used for earlier versions of
ENDF. The primary effort is concentrated on a simultaneous evaluation using a
generalized least squares program, R-matrix evaluations, and a procedure for
combining the results of the evaluations. The ENDF/B-VI standards evaluation
procedure is outlined, and preliminary simultaneous evaluation and R-matrix
results are presented.

INTRODUCTION
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A primary function of the Cross Section Evaluation Working Group (CSEWG)

is the evaluation of cross sections for the Evaluated Nuclear Data File,

ENDF/B. This group is now focusing its efforts on the development of a new
version of the file, ENDF/B-VI. As a first step in this process, the neutron
cross section standards are being evaluated by the Standards Subcommittee of
CSEWG. It was recognized that many evaluations have suffered from the
procedure of qualitatively or semi-quantitatively combining complicated data
sets by drawing a smooth curve through the existing data. Such evaluations
are difficult to document and it is not clear how to determine uncertainties
and covariance information.

In previous standards evaluations for ENDF/B, a hierarchical approach was
followed. The order is generally the following: H(n,n) was considered the
best known standard and was evaluated first and independently of the other
standards. This standard is considered to be so well-known that measurements
relative to the hydrogen standard are often called absolute measurements.
The 6Li(n,a) cross section evaluation was then performed. The only 6Li(n,a)
data which were used were absolute measurements or those measured relative to
the H(n,n) which were converted to cross sections using the adopted hydrogen
evaluation. Then the 10B+n standard cross sections were evaluated. The only
^Btn.dj) and 10B(n,a) data used were absolute measurements and those relative
to H(n,n) or 6Li(n,a) which were converted using the new hydrogen and lithium
evaluations. This process was continued for all the standards. This method
for using ratio measurements does not properly use all the information
available. For example, a ratio of the 10B(n,a) to 6Li(n,a) cross sections
would be used in the 10B(n,a) cross section evaluation but not in the 6Li(n,a)
evaluation. For the new ENDF standards evaluation it was felt that a
simultaneous evaluation should be performed to assure consistent use of the
available information. Thus ratio measurements of standard cross sections
w i l l have an impact on the evaluation of each of the standard cross sections
in the ratio. Correlations in the experimental data should also be taken into
account in the simultaneous evaluation.

To the extent that good quality absolute data on a given cross section
are available in addition to measurements of that cross section relative to
standards, the evaluation of that cross section (though it is not recognized
as a "standard") should be performed simultaneously with the standards
evaluation since it in principle w i l l affect the values of the evaluated
standard cross sections and their uncertainties. As a practical matter this
combination of data from many nuclides can become a very immense problem



though It can be handled with enough time and money. Very few cross sections
would have any appreciable Impact on the determination of a standard cross
section other than other standards. Including data on 238U(n,ï), 23^J(n,f),
and 239Pu(n,f) could improve the quality of the standards evaluations since
precise absolute measurements exist and many ratio measurements to the
standards are available. There is, of course, the side benefit that
evaluations of these important fuel cross sections w i l l be obtained.

On the other hand, the Standards Subcommittee felt that it is important
to include R-matrix analyses in the evaluation of the light element standards.
Such analyses provide coupling to reaction theory and give a smooth meaningful
analytical expression for the energy dependence of the cross section. The
accurate determination of the R-matrix level parameters does require a large
data base. This method had been used successfully in earlier versions of
ENDF/B in the evaluation1-1* of the 6Li and 10B standard neutron cross
sections. Data in addition to angle integrated neutron cross sections such as
differential cross sections, polarizations, and charged particle measurements
involving the same compound nucleus were shown5 in these analyses to have a
significant impact on the standard cross sections. In the R-matrix analysis
different reactions leading to the same compound nucleus are linked by
unitarity to the standard cross section. This condition Imposes constraints
on the standard cross section which are particularly strong near resonances.
The R-matrix method also should be less sensitive to systematic uncertainties
assuming these uncertainties are uncorrelated among data for different
reactions.

The ENDF/B-VI standards evaluation will, therefore, involve a simulta-
neous evaluation and R-matrix analyses. This approach will take advantage of
the strengths of the two different analysis modes which make use of different
classes of experimental information to impact on the evaluation of the
standard cross sections. In the final versions of this work independent
data bases will be used for the two methods of evaluation. It will then be
necessary to combine 'ehe information obtained from these analyses in a proper
way to form the final evaluation and its variance-covariance matrix.
EVALUATION PROCEDURE

The evaluation as outlined above will require a simultaneous evaluation
using generalized least squares, R-matrix evaluations for the ^i+n and 10B+n
systems and a procedure for combining the results of these evaluations.
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1. Comparison of high accuracy measurements of the hydrogen total neutron
cross section and the ENDF/B-VI evaluation with the ENDF/B-V evaluation.
References for the experimental data are given in Ref. 16.

It was decided that the hydrogen scattering cross section used in this
evaluation would be fixed since it is known quite well. The new evaluation6

by Dodder and Hale has been accepted as the new hydrogen standard for ENDF/B-
VI. This evaluation is a result of the analysis of n-p and p-p data using the
R-matrix formalism. In Fig. 1 the ENDF/B-VI evaluation and high accuracy
total neutron cross section measurements are compared with ENDF/B-V. The
ENDF/B-VI evaluation is in somewhat better agreement with measurements than
the ENDF/B-V (Hopkins-Breit)7 results. There is also a reduction in the
reported uncertainty of the hydrogen cross section for the new evaluation,
compared with that of ENDF/B-V.

The thermal cross sections recommended by Holden8 for 6Li(n,a), 10B(n,o),
and Au(n,f) and by Divadeenam9 for 23SU(n,f), and 239Pu(n,f) have been used as
input data for the evaluations, though they have not yet been officially
accepted as ENDF/B-VI data.
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Measurements of the fission cross sections of 23\l and 23^>u averaged
over the 252Cf spontaneous fission neutron spectrum are also to be included in
the data base. These data can be obtained with high accuracy and are only
weakly dependent on the uncertainties in the 252Cf spontaneous fission neutron
spectrum.

The simultaneous evaluation10 is being performed with the generalized
least squares program GMA. The cross sections being evaluated are ̂ (n.a),
6U(n,n), 10B(n,a0), i°8(n,a1), 10B(n,n), ̂ Aufn.y), 23%(„tf), 238U(n)f)>
238U(n,Y), and 239Pu(n,f). This evaluation uses a large data base file being
assembled at Argonne National Laboratory. The data base includes both shape
and absolute measurements of these cross sections and their ratios. In
addition, total cross section measurements for 6Li and 10B are ccntained in
the data base since the scattering and (n,a) data are interrelated to these
measurements. Considerable effort has been expended in examining the various
experiments looking for corrections, etc. which have not been fully documented
in the published papers. Ratio measurements other than those to the hydrogen
standard which have been converted to cross section values are reinstated to
the originally measured quantities. Measurements relative to hydrogen have
been converted using the new ENDF/B-VI evaluation. Perhaps the most difficult
part of this work has been the determination for each experiment of the
correlations in that experiment and with other experiments. This information
is used to form covariance matrices for the measurements so that a full
covariance analysis can be performed for the evaluation. An energy grid is
defined for the evaluation which is the same for all cross sections involved
in the evaluation and the fitting parameters are the values of the cross
section at these grid points.

The R-matrix fits11 are being done at Los Alamos National Laboratory with
the program EDA. In these analyses the experimental data are used as measured
with weighting normally based on the quoted uncertainties. It is assumed that
no correlations other than overall normalizations are present among the
measurements. The code uses automated search routines to minimize X2 of the
fits to the input data. In addition to the R-matrix parameters, derivatives
with respect to these parameters and the covariance matrix are available as
output. Following the fitting process, the cross sections will be calculated
for the same energy grid as is used for the simultaneous evaluation to permit
the combination of the results. The 6Ll+n and 10B+n analyses are each being

done separately with this code. For the 7Li system the data base includes 6Li
total, 6Li(n,n) integrated, 6Li(n,n) differential, 6Li(n,n) polarization,
6Li(n,a) integral, 6Li(n,a) differential, **He(t,t) differential, and "He(t.t)
polarization data. For the US system the data base includes 10& total,
10B(n,n) integrated, 10B(n,n) differential, 10B(n,n) polarization, 10B(n,a0)
integrated, 10B(n,a0) differential, ^Bfn.oj) integrated, ̂ (n,̂ )
differential, 7L1(a,a0) differential, 7Li(a,0l) differential, and 7Li(a,n)
differential data.

A procedure12 for combining the simultaneous and R-matrix evaluations has
been defined but not yet implemented. It is based on the observation that the
individual fitting processes described above include computation of sums that
can be combined to produce the same overall output parameters as would have
been obtained from a global least squares fit of all the input data in terms
of R-matrix parameters for the 6Li+n and 10B+n systems and pointwise values
for the other cross sections. A program for performing the combination is
being written at Oak Ridge National Laboratory. This procedure requires that
the boron and lithium experimental data be separated into two uncorrelated
groups, one to be used in the simultaneous evaluation and the other in the R-
matrix analyses.* All ratio measurements other than those to the hydrogen
standard are used in the simultaneous evaluation. The combining procedure
makes use of the variance-covariance matrices from the separate fits as well
as the derivatives with respect to the evaluation parameters of the fitted
values corresponding to the input data elements. The output would be adjusted
R-matrix parameters for the 6Li+n and 10B+n systems and final point cross
sections for the remaining reactions, by taking into account in a consistent
manner all the input data sets. If the procedure succeeds, the adjusted R-
matrix parameters will be used to calculate the 6L1+n and 108+n cross
sectionsfor ENDF/B-VI. It is expected that the procedure will work if the
results of the simultaneous and R-matrix evaluations are not discrepant.

*A version of the method has been identified for handling a limited number of
common data sets. This technique would allow evaluated data for thermal
neutrons to be used in both analyses.



PRELIMINARY RESULTS OF THE EVALUATION

As a first step in the evaluation process, the R-matrix and simultaneous
analyses have been performed without separating the lithium and boron
experimental data into uncorrelated groups. Data base differences are thus
reduced for these analyses and better consistency should be obtained. This
also represents a baseline to be compared with the results obtained with the
separate data bases. The degree of change in the cross sections for the
different data bases wil l provide information about the sensit iv i ty to data
base changes.

The results to be presented are very preliminary. Output for the 6Li and
10B standard cross sections from the simultaneous and R-matrix evaluat ions
will be shown compared to the ENDF/B-V results. For 197Au(n,v) and 235U(n,f)
the results of the simultaneous evaluation will not be shown but trends from
the evaluation will be highlighted. It must be emphasized that any
conclusions made here are based on the assumption that the results will not
change significantly with the final grouping of the data and the use of the
combination procedure.

In Fig. 2 the 6Li(n,o) results are compared with ENDF/B-V for the energy
region from 1-100 keV. This cross section is identified as a standard for
ENDF/B-V for neutron energies below 100 keV. There is no smoothing of the
output from the simultaneous evaluation. Smoothing of these data wil l not be
required in the final evaluation since the information from the simultaneous
evaluation will be used to help create the adjusted R-matrix parameters. There
is general agreement between the simultaneous and R-matrix results but the
simultaneous evaluation results are systematically somewhat higher than those
of the R-matrix calculations. The ENDF/B-V evaluation agrees well with the
present results. From 10-100 keV the version V evaluation is generally
between the results of the simultaneous and R-matrix evaluations. 'In Fig. 3
the 6Li(n,a) results near the ~ 240 keV resonance are compared. The agreement
is good for all three sets of data, especially for the cross section at the
peak of the resonance. The small differences between the present R-matrix
results and those of ENDF/B-V indicate that the present data base is
consistent with that used in the R-matrix analysis for ENDF/B-V. The
systematically higher cross sections from the simultaneous evaluation persist,
except very near the peak of the resonance. From these data alone one would
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2. Preliminary results of the simultaneous and R-matrix evaluations for
the 6Li(n,a) cross section for neutron energies from 1-100 keV compared
with the ENDF/B-V evaluation.

conclude that the resonance is somewhat wider with larger cross sections in
the wings than indicated by the R-matrix results.

The 10B(n,oc1) and 10B(n,a) results are shown in Fig. 4 for neutron
energies from 1-100 keV. Note the highly expanded scale and suppressed zero.
There is agreement among the evaluations except at the higher neutron energies
where the simultaneous evaluation results are higher. This difference is to
some extent due to the choice of data base used in the R-matrix analysis. In
Figs. 5-6 the ^(n.oj) and 10B(n,a) results from 0.1-1 MeV are shown. Clear
differences are evident in this energy range. The difference in the new R-
matrix data base compared with that used for the ENDF/B-V evaluation is
apparent. An important change in the data base is new 10B(n,a0) data. For
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the new R-matrix evaluation the resonances at ~ 0.3 and ~ 0.5 MeV are more
pronounced, particularly for the 10B(n,a) cross section, and the cross
sections are clear ly higher at the higher neutron energies. The simultaneous
evaluation results are distinctly larger than those of the R-matrix from 0.1-
0.2 MeV, from 0.3-0.5 MeV and near 1 MeV. These differences are largely a
result of the relatively poor data base for the neutron data.

The 1 9 7Au(n,Y) evaluation is very similar to that of ENDF/B-V. There are
changes of 5-6% in the energy range from 200-270 keV compared to ENDF/B-V as a
result of the inclusion of data13'11* which show structure due to competition

with inelastic scattering. Otherwise, there are no obvious trends compared
with ENDF/B-V at the present stage of this evaluation.

For the 2 3 5U(n,f) preliminary evaluation a number of trends can be
pointed out. Near 14 MeV the cross section is very wel l defined as a result
of the number of very accurate measurements which have been made since the
ENDF/B-V evaluation. In Fig. 7 the time correlated associated part icle data
measured near 14 MeV are shown. The simultaneous evaluat ion yields a cross
section of 2.072 barns at 14 MeV which is in excellent agreement with the
measurements and ENOF/B-V. The new evaluation is approximately the same
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CONCLUSIONS

The results reported here represent a "first pass" at determining the
standards for ENDF/B-VI. The comparisons of the simultaneous and R-matrix
evaluations are generally encouraging for both the boron and lithium standards
when the quality of the neutron cross section data base is taken into account.
For 197Au(n,r) and 235U(n,f) noteworthy trends have been observed compared
with ENDF/B-V. A significant amount of work remains to be done in determining
sensitivity to various experiments, the grouping of the lithium and boron
data, performing the combining procedure and resolving any inconsistencies.
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INDC/NEANDC STANDARDS FILE, STATUS REPORT

H. CONDÉ
Gustaf Werner Institute,
Uppsala, Sweden

Abstract

The technical cooperation between the IAEA International Nuclear Data
Committee (INDC) and OECD/NEA Nuclear Data Committee (NEANDC) in pro-
ducing a Nuclear Standards File is described. The objective of the file
is to provide concise and readily usable reference guidelines to es-
sential nuclear standard quantities for a variety of basic and applied
endeavors.
The file consists of status summaries for sixteen nuclear data stand-
ards and include references to recent relevant work and areas of con-
tinuing uncertainties.

The 1982 version of the INDC/NEANDC Nuclear Standards File was publish-
ed as an IAEA Technical Report (IAEA No. 227, 1983). The status of the
individual nuclear standards in the 1982 version are summarized and the
plans of updating the file are presented.

1 Introduction
Already at its first meeting in 1960 the European-American Nuclear
Data Committee (EANDC), the precursor to the OECD/NEA Nuclear Data Com-
mittee (NEANDC), pointed out the importance of nuclear standard cross
sections.
As a result of a proposal by R Bachelor a first standard meeting was
held in Oxford in 1963 which was charged to point out suitable standard
cross sections and flux monitors. At this meeting the cross sections
for the 3He(n,p), 6Li(n,«), 10B(n,oc), 197Au(n,)0 and
235(j(n,f)-reactions were discussed. A mayor problem at this time
was the availability of detectors and samples.
The EANDC decided to send the report of this first standard meeting to
the International Nuclear Data Scientific Working Group (INDSWG) within
IAEA, the precursor to the International Nuclear Data Committee (INDC),
which had met for the first time in May 1963. In this way a cooperation
on nuclear standards was initiated between the two international data
committees, which since then has become well established.
Since the first standard meeting in Oxford several standard cross sec-
tion meetings have been arranged by INDC and NEANDC.

IAEA Panel on Standards, Brussels, 1967
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2 EANDC Symposium on Neutron Standards and Flux Normalizations, ANL,
1970

3 Second IAEA Panel on Standard Reference Data, Vienna, 1972
4 Specialists' Meeting on Neutron Standards and Applications,

Gaithersburg, 1977 (in cooperation with US/NBS)
Furthermore, special sessions have been devoted to nuclear standards at
the occasion of the large regional nuclear data conferences e.g. in
Knoxville 1979 and Antwerp 1982.
Several expert meeetings highlighting selected standard items of par-
ticular interest have also been arranged by INDC and NEANDC. As
examples can be mentioned the IAEA consultants' Meeting on the U-235
Fast Fission Cross Section and the Cf-252 Fission Neutron Spectrum,
Smolenice, Czechoslovakia, 1983.
In 1965 the EANDC decided to set up a standing sub-committee on stand-
ards. The counterpart within INDC was set up in 1970. A procedure was
agreed upon in 1974 to exchange information on those standard items
which were common to the Standard Files of both Committees.
The standards files of INDC and NEANDC consists of tabulated reference
values and a status summary. The narrative summaries consists of con-
cise statements on nuclear reference standards judge of importance by
the Committees. These statements prepared by selected specialists out-
line the justification for each standard, provide guidelines for use,
outline the contemporary status, including shortcomings, and suggest
possible avenues toward improvements.
In 1981 the INDC, whith agreement of NEANDC, decided to publish and
widely distribute the INDC/NEANDC Standard File. The objective to pub-
lish the file was to provide concise and readily usable reference
guidelines to essential nuclear standard quantities for variety of
basic and applied endeavors.
The NEANDC also agreed to take on the next publication of the file
which is foreseen in a few years time.
2 The 1982 version of the INDC/NEANDC Standard File
The 1982 version of the INDC/NEANDC Standard File was published as an
IAEA Technical Report (IAEA Techn Report Series No. 227, Vienna,
1983).
It consists of status summaries for sixteen nuclear data standards and
data tabulations (table 1).
The large majority of the recommended numerical data is taken from
ENDF/B-V, produed by the United States Cross Section Evaluation Working
Group (CSEWG). The remainder of the numerical data is from evaluations
undertaken by individuals or groups closely connected with nuclear data
activities promoted by INDC and NEANDC.

Table 1. INDC Reference-Data-Type and Review Responsibilities 1981/1982

Standard
Responsibility

National Personnel

H(n,n)H UK
6Li(n,t)4He USA
10B(n,ü)7Li BCNM
C(n,n)C USA
197Au(n,y)198Au BCNM
235U(n,f) USSR
235u fiss Fragm Anisotropy India
238U(n,f) USA
27Al(n,A) Austria
Neutron Energy Standards UK
Actinide Half-lives IAEA/BCNM
Thermal Parameters IAEA/USA
252Cf Fission Spectrum IAEA/USSR
252Cf Nu-bar USA
Neutron Flux Comparisons France
Gamma-ray Standards France/IAEA

CA Uttley
AB Smith/JM Hale
E Wattecamps
AB Smith
F Corvi
GB Yankov
SS Kapoor
AB Smith
H Vonach
GD James
A Lorenz/R Vaninbroukx
HD Lemmel/N Holden
HD Lemmel/GB Yankov
AB Smith
A Michaudon/G Grenier
J Legrand/A Lorenz

The H(n,n) cross section was reviewd by CA Uttley, Harwell. The
ENDF/B-V numerical data were adopted between 1 keV and 20 MeV. The main
concern was about the accuracy of the differential scattering cross
section. This cross section was not known well enough from measurements
and can not be calculated with high accuracy because the uncertainties
in P-wave phases, particularly in tf̂ Pi). More analytical work
which should include the accurate n-p analysing power data of Tornow et
al (1) and all nucléon-nucléon scattering observables was recommended
in the energy range 14 to 35 MeV.
The ENDF/B-V "Li(n,t) cross sections was recommended as a stand-
ard between thermal and 100 keV neutron energy. It was concluded in the
review by G Hale, LANL that a restriction on the usefulness of the
6Li(n,t) cross section has been the lack of reliably determined cross
sections for *>Li OVer the 240 keV resonance but also above that
energy. Problems, which were pointed out, were the differences in re-
cent measurements over the resonance (2, 3, 4, 5, 6, 7), need for more
measurements in the energy region 0.8-3 MeV and uncertainties of the
reaction mechanism in the n+̂ Li process.
The status of the "*B(n,cO cross section was summarized by
E Wattecamps, CBNM. The applicable energy region for this standard



cross section was from thermal to 200 keV neutron energy and the nume-
rical data were taken from ENDF/B-V. From thermal energy up to 40 keV
the uncertainty on the recommended ^̂ B(n,o(i) value in ENDF/B-V is
claimed to be 0.3 Z. The uncertainty rises with increasing energy and
amounts to 1.2 % at 200 keV. On the other hand fairly large uncertain-
ties are obtained between calculated (using ENDF/B-V data) and measured
reaction rate ratios of commonly accepted standards e.g. the
10B(n,<x) and 6Li(n,rt) (8) and the 10B(n,rf) and 3He(n,p) (9)
reaction ratios. Improving the accuracy of the underlying experimental
data base for ^B is a very demanding task.
The ^C(.n,n) cross section is adopted as a neutron scattering
standard up to 2 MeV or below the sharp resonance at 2.087 MeV. In the
status report AB Smith, ANL points out that the ENDF/B-V data are
reasonable accurate below 5 MeV (1 %). He also claims that this
scattering standard could be very useful to 10 MeV if the elastic
scattering cross sections were well known at selected energies in the
range 5-10 MeV. Measurements towards defining the elastic scattering
cross section away from prominent resonances to accuracies of about 1 %
are encouraged.
The •An(n,J') cross section is recommended as a standard in
the energy region 0.2-3.5 MeV. F Corvi, BCNM concludes in his status
report that the most recent measurements (10, 11, 12) have cross sec-
tion values lower (5-20 %) than the ENDF/B-V data for neutron energies
above 1 MeV. This trend contineous also at lower energies based on the
data by Macklin (12). Below 200 keV the cross section shows fluctua-
tions. It is therefore suggested that in this energy region (from 5 to
200 keV) experimentalists give, whenever possible, in parallel with a
pointwise representation, also averages in determined energy inter-
vals.

The recommended neutron energy range of application for the
2350(n,f) cross section is from 0.1 to 20 MeV. In this energy
range GB Yankov, KUR compares recent measurements with the ENDF/B-V
file. At 100 keV the measurements by Mostovaya et al (13) and Corvi
(14) are 3-4 % lower than the corresponding ENDF/B-V value and at
2.6 MeV the measurement by Ar It et al (15) gives about 3 % lower value
than that of Cancë et al (16) which in turn agrees with the ENDF/B-V
value. Good agreement (~1 51) were observed between recent measurements
and ENDF/B-V at 14 MeV. It was concluded that the energy range from 3.0
to 6.0 MeV is likely to be the major one where uncertainties remain.
A knowledge of the 2̂ 5D fission fragment anlsotropies is of im-
portance in the evaluation of experimental fission cross section
measurements. For that reason the status of this item was reviewed for
the INDC/NEANDC Standard File by SS Kapoor, BARC. The scattering of ex-
perimentally determined anisotropies (W(0°)/W(90°)) are very large,
in pratlcular above 5 MeV. This means, in turn, that the present know-
ledge of K£ (the variance of the assumed Gaussian distribution of
K) is inadequate in particular above 5 MeV and more measurements are
requested.

The 0(njfj cross section is included in the Standard File as
being a useful reference standard from threshold to 20 MeV in fast neu-
tron flux determinations. However, the cross section shows fluctuations
of several percent, as remarked by AB Smith, ANL, well into the few-MeV
range with a periodicity of a few tens of keV. Systamatic discrepancies
also remain in certain energy regions and with respect to some data
sets.
The ^t^.(,ntet) cross section is widely employed as a standard in
doslmetry and activation measurements. A recent evaluation between
threshold and 20 MeV by Tagesen and Vonach (17) was adopted for the
Standard File. Except for the low threshold region and about 8-9 MeV
the accuracy of the evaluated data was claimed to be better than 5 %.
In particular, an accuracy of about 0.5 % was estimated for the

,() cross section at 14 MeV. A measurement of the ratio
(n,f )/27Al(n,ot) was suggested in order to verify that the

desired accuracies (^1 %) of these two cross sections at 14 MeV have
been achieved.
Neutron resonances to be used as energy standards were compiled and
reviewed by GD James, AERE in consultation with members of an INDC
Sub-Group on Neutron Energy Calibration. Forty neutron resonances
between 0.6528 eV and 12.1 MeV were recommended as energy standards.
For some of the resonances, measurements are sparse and not of high
accuracy. Experiments should be encouraged to provide energy measure-
ments of the highest attainable accuracy and precision for these poorly
measured resonances. The ratio of the resonance width to the resonance
energy should also be given so that the suitability of a given re-
sonance for accurate standardization can be quickly judged.
The actlnlde half-lives enter as major parameters in the correction
for sample decay in the precision measurement of fission cross sections
of fissile isotopes, as well as in the mass determination of samples.
Thus, the half-lives for the alpha- and spontaneous fission decay modes
of 233,234,235,238̂  2§7Np> 1239,240,241,242 ,244pu and
252(jf are given in the file. The list has been produced and updated
within a co-ordinated research programme on the measurement and evalua-
tion of transactinium isotope decay data pursued under IAEA auspicies
for several years. The data have been drawn from the Evaluated Nuclear
Structure and Decay Data File (ENSDF), the actiniae file of the Idaho
National Engineering Laboratory and UK Chemical Nuclear Data Committee
Heavy Element Decay Data File.

The status of evaluations for the thermal parameters was reviewed
by HD Lemmel, IAEA. Data from three different evaluations of the
2 200 m/s cross sections for 233> 235u, 239pu and ^Pu are
given, namely the ENDF/B-V, NNDC (18) and Axton evaluations (19). It is
remarked that the discrepancy in the fission and capture cross section
of 2350 between o-0, measured with monoenergetic neutrons of
0.0253 eV and <er> measured in a thermal Maxwellian neutron spectrum is
resolved by the new evaluations of NNDC and Axton owing to revised
values of half-lives, v and g-f actors.



The review of the pronpt fission neutron spectrum of 252Cf was
written by HD Lemmel, IAEA, GB Yankov, IAE and H Coudé, FOA at a time
when several new measurements and calculations were in progress. Up to
that time a wealth of older information was available but neither the
shape nor average energy was known to a good acuracy. Pending a new
evaluation it was recommended that a Maxwellian form of the 2->2Cf
spectrum with a temperature T-1.42 MeV would be used as a contemporary
reference.
For a long period of time there has been a serious discrepancy (~2 %)
between measurements of nu-bar for *'*Cf using liquid scint-
illators and manganese bath. The status report by AB Smith, ANL gives
information about recent accurate measurements where the old dis-
crepancy is not seen. A final recommended value is not given but it is
noted that the two recent evaluations by AJ Axton (19) and Stehn et al
(18) both give a value of total nu-bar»3.766 with estimated errors of
±0,005.
A review by G Grenier, BRC is also given in the INDC/NEANDC standard
report about ongoing neutron flux comparisons under the sponsorship
of the "Comité Consultatif pour les Etalons de Mesure des Rayonnements
Ionisants" (BIPM). The methods, the neutron energies, the participating
and co-ordinating laboratories are given. The neutron flux determined
by the in-house equipment was compared with a flux monitor which was
transferred between the laboratories and could be either a fission
chamber, 115In(n,y)116In, 115In(n,n')U5In or
93Nb(n,2n) depending on the neutron energy.
The calibration of gamma detectors is of fundamental importance for the
accurate measurement of energies and intensities of gamma rays. Thus, a
list of decay data for radionucllde» used as calibration standards
has been incorporated into the Standard File.
The radionuclides chosen to be included in the list were selected on
the basis of their inclusion in the following compilations:

The 1980 version of the INDC/NEANDC Standard File
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The 1979 list of standards for gamma ray energy calibration recom-
mended by the International Union of Pure and Applied Chemistry
(IUPAC)
The 1980 report by the AECL Radioisotope Standardization Group to
the Spectrometry Working Group of the International Committee for
Radionuclide Meteorology (ICRM).

The most recent values of the half-lives, gamma-ray energies and emis-
sion probabilities were selected from several different publications
and compilations of evaluated data. Most of the data are available in
the ENSDF library. The intention is to update these gamma-ray standards
as new evaluation are performed and in co-operation with the efforts of
the International Committee for Radionuclide Meteorology (ICRM) Working
Group on alpha-, beta- and gamma-ray spectroscopy.

3 Updating of the INDC/NEANDC Standard File
A procedure was agreed upon to update the 1982 version of the
INDC/NEANDC Standard File. The responsibility for the updating will be
with the NEANDC and in particular with the NEANÜC Standard Subcom-
mittee.

The present NEANDC reviewers of the different items in the file are
listed in table 2. For most of the standards the reviewers are the same
for two Committees.

Table 2. INDC/NEANDC Review Responsibilities 1984

Item
H(n,n)H
6Li(n,t)4He
10B(n,a)7Li
C(n,n)C

235U(n,f)
235U Fiss Fragm Anisotropy
238u(n>f)
27Al(n,a)
Neutron Energy Standards
Actinide Half-lives
Thermal Parameters
Low Energy Cross Section
Dependence
252Cf Fission
Spectrum
252Cf Nu-bar
Neutron Flux Comparison
Gamma-ray Standards

IHDC NKANDC
USA P Young
USA AB Smith/G Hale
CBNM E Wattecamps
USA AB Smith
CBNM F Corvi

USSR V Konshin UK M Sowerby
INDIA S Kapoor

JAPAN K Harada/S Igarasi/Y Kanda
AUSTRIA H Vonach
ITALY C Coceva

IAEA/CBNM A Lorenz/R Vaninbroukx
IAEA HD Lemmel
BELGIUM C Wagemans

IAEA H Lemmel
USSR H Blinov

USA AB Smith
D Olsen

AUSTRALIA JW Boldeman
FRANCE A Michaudon/G Grenier
FRANCE J Legrand
IAEA A Lorenz



The preparation of the next version of the INDC/NEANDC Standard File
will to a large extent benefit of the discussions which will take place
at this meeting. This concerns both the status of the present nuclear
standards in the file and proposals on new standards.
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Abstract

The paper contains comments and recommendations on: radioactive fast neutron capture
cross-section of 197Au; 23SU fission cross-section; 238U fission cross-section; the possibility of
using the 237Np fission cross-section as a standard; 27Al(n, a) reaction cross-section; actinide
half-lives; 2S2Cf spontaneous fission prompt neutron spectrum; the average number of neutrons
per 2S2Cf spontaneous fission event; and on the data on radionuclide decay used as
calibration standards.

Introduction
This report is prepared by competent specialists of the

USSR Institutes and it shows their standpoint on the current
state of a number of nuclear data approved by the IAEA as stan-
dards. Separate sections of this report are prepared by the
specialists concerned with the measurements and evaluations in
these specific fields and present critical remarks and recom-
mendations on improvement of the available data. The report is
redacted by V.D. Dmitriev and V.I. Shpakov.

The editors accentuated debatable questions, for the dis-
cussion of vexed points can help to solve the problem of in-
creasing the reliability and accuracy of evaluated nuclear
constant values.

1. Radiative fast neutron capture cross-section of ° Au
The values of " Au(n,/) reaction cross-section are used

as a standard in the energy range E = 0,195-4 MeV. The absence
of reliable data in the region E > 4 EeV prevents us at pre-
sent from raising the question of cross-section standardiza-
tion in this energy range. Under specified conditions the cap-
ture cross-section of gold in the energy region EQ < 200 keV,
in spite of its resonance structure, can be quite a good stan-
dard for the measurements on a well-known neutron spectrum,
when small shifts of neutron energy do not cause a significant
variation of averaged cross-section.

For the neutron energy range, where the °'Au(n,/) cross-
section is used as a standard, the results of many works /1-9/
have been published in recent years. In the energy region
ÏÏ < 2 MeV the new data, in the main, agree well with the
ENDP/B-V evaluation, but in the range of 100-200 keV the results
of /5>/ are almost ÎO/o lower than evaluated ones. In the range of
energies E > 2 MeV the results of new measurements agree well
with each other and with preliminary results of Bergkwist /9/,
whcLch are almost 30̂ 5 lower than the evaluation.

The results available at present make it possible to draw
a conclusion about the necessity of a new evaluation for Au
fast neutron capture cross-section. It should be useful to per-
form new measurements for E > 1,5 MeV and to develop well-
grounded correct approaches to the evaluation of cross-section
in the range from 3 to 14 MeV.

p1}"}II. JJU fission cross-section
•"U fission cross-section at neutron energies from 100 keV

to 20 MeV is one of the basic standards responsible for accurace



90 of a great number of nuclear data and a number of other neutron252standards such as prompt neutron spectrum of Cf spontaneous
fission and 2̂ Ĵ fission cross-section. Therefore high require-
ments for its accuracy are justified.

The evaluation of ENDF/B-V library presently used as a stan-
dard was performed in 1979 and did not include the results of
subsequent works on 6 ~( U) cross-section measurement /1-7/,
which differ from those obtained earlier by modern organization
of experiment and lower experimental errors. On the whole, the
new data show lower values of Ejf(235U). in this connection
V.A. Kon'shin, E.Sh. Sukhovitskii et al. performed a new evalua-
tion of (Q „(^U) including simultaneously old and new data.
Together with the gf evaluation, a special attention was given
to the evaluation of error, sine« the errors of many experimen-
tal. Works are strongly correlated because of similar techni-
ques and identical standard cross-sections used for normaliza-
tion. The evaluation technique giving the possibility to ana-
lyse the correlations between errors is described in /8/. The
evaluation has been carried out in two energy regions:
100 eV - 100 keV and 100 keV - 20 MeV.

The comparison of the evaluated data with those of
EKDP/B-V shows their agreement within 1%. The analysis of ex-
perimental technique errors and of experimental data agreement
allowed us to conclude that in the range of neutron energies
304150 keV the error is within +4/0, in the range 150 keV -
4, MeV it is +3%, in the range 4-10 MeV 3,5%, in the range
10-15 KeV +4% and in the range 15-20 MeV +6%.

Thus for the existing system of experimental data the eva-
luation of EITDP/B-V is adequate.

At the same time, the analysis of the existing system used
as a basis for evaluations shows that this system is not self-
consistent. Any evaluation procedure based on the analysis of
declared errors and other measurement characteristics cannot
provide the values evaluated with required accuracy (1-1,5$)»

In the range of neutron energies 100-200 keV the disagree-
ment in time-of-flight data and measurement results at some
points reaches 655. The data available .for the energy region
200 keV - 1 MeV (except for those of P. Kappeler /9/) agree
within 3/5; however the last results of O.A. Wasson obtained
with different techniques /5, 6/, being in agreement with each
other and with preliminary results of A.D. Carlson /10/, are
systematically lower than earlier data.

In the 1-7 MeV region the scatter of results reaches 10$,
and these data are distinguished by the value and the shape
of energy dependence, therefore their agreement connot be pro-
vided by means of re-normalization. Basic data in this region
are devided into two groups: the data with higher of values
characterized by a convex curve and those with lower (&> va-
lues characterized by a concave curve.

In the 7-20 MeV region the data present the results of
four measurements of shape /11-14/. Moreover, if in the range
of 7-13 MeV their discrepancy does not exceed 5-7$, in the
range of 15-20 MeV the difference reaches 10-15%. An exception
is a narrow energy interval from 14 to 15 MeV, where there is
a very good agreement between two measurements of shape
/13-14/ and five monoenergetic measurement's carried out using
time-correlated associated particle technique /TCAPT/ /1, 2, 7,
15, 16/ and monitoring neutron flux by reaction on iron /17/.

In most cases the disagreement of experimental data is
much greater than declared errors of measurements (1,5-3$),
which points to the existence of unidentified systematic er-
rors in some or many measurements. Thus, the acquisition of
reliable cross-section values is determined by critical analy-
sis of the data base system with the purpose of detecting the-
se errors, correcting appropriate data and, perhaps, reducing
the weight of the least reliable data of eliminating them
from the evaluation.

Some characteristic features of measurements can be noted.
A.D. Carlson's -measurement results /14/ have a shape substan-
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tially different from that of other authors and involve a
number of structures whose existence seems doubtful. The re-
sults of J.B. Czirr /13/ and A.D. Carlson /14/ obtained with an
analogous technique disagree substantially. The results of
B. Leugers /11/ and K. Kari /12/ obtained practically with the
same technique are systematically higher than the bulk of data.
This may be connected with underestimation of the neutron flux
value because of the loss of cases with small energies of
recoil protons due to the discrimination threshold in the gas
scintillation counter used in measurements. This particularly
relates to the neutron energy range 1-6 MeV. At any rate it is
clear even now that in the neutron energy range from H to
15 MeV the results of these works are obviously overestimated.

It should be noted that in a number of cases the results
of measurements obtained by the same outhors substantially
diverge /18, 19/. It is evident that systematic errors respen-
sible for these differences can be determined best of all by
the authors of these works. In such cases the authors should
be recommended to analyze carefully the results and to pre-
sent fitted reliable values.

One of the ways of discovering unidentified systematic
errors can be absolute monoenergetic measurements. Sucjj. measu-
rements give good results at neutron energies 14-15 MeV. The
most part of these measurements /1, 2, 7, 15» 16/ is carried
out with the same technique (TGAPT), and their results are
strongly correlated by the nature of main sources of systema-
tic errors. Howeven these results agree well with those of
three other measurements performed with other methods /13, 14,
17/. At the same time the TCAPT makes it possible to reduce
appreciably systematic errors of measurements (the effect of
spattered neutrons is eliminated, there is no need for deter-
mination of associated particle integral and for inclusion of
geometry effects).

At present in the most divergent region (1-6 MeV), in addi-
tion to early data of V/hite, there are five results of mono-

energetic measurements: three results of M. Cancé obtained with
reference to a standard - neutron scattering cross-sections on
hydrogen at neutron energies 2,5 MeV (two) and 4,5 IleV, the
result of measurement with TCAPT at 2,6 MeV performed within
the frames of collaboration between Technical University of
Dresden (TUB) and V.G. Khlopin Radium Institute of Leningrad
(RIL) /3/ and recent result obtained by the same investigators
with the same method at neutron energy 4,5 MeV (o~(2-̂ U) =
= (1,057 i 0,022) ). Two values of £f(235U) measured by
M. Cancé are somewhat higher than the ENDP/B-V evaluation and
they are in the middle of two above-mentioned groups of data.
Both the third result of M. Cancé for neutron energy 2,5 MeV,
and the results of joint measurement by TUD and RIL agree
well with lower group of data, particularly with the results of
W.P. Poenitz /IB/. It is evident that to solve the question of
reliability of one or another group of data, supplementary
monoenergetic measurements are necessary, ïïithir the frames of
collaboration between TUD and RIL the measurement at neutron
energies 1,7 and 19 MeV are under way. At the same time the
realization of experiments with worse accuracy but uncorrela-
ted with available experimental data may be justified.

The intercomparison of targets used in the USA and the
USSR taking place now is of great importance for determination
of unidentified systematic errors sources and for improvement of
data reliability. It weems important to determine not only com-
mon characteristics, e.g. nuclei number, surface density and
layer homogeneity, but also such characteristics as fragment
flight in the layer and efficiency of fragment registration
versus neutron energy using, for example, C. Budtz-Jorgensen
technique /20/. It seems also promissing to organize the exchan-
ge of programs for calculation of different corrections and of
detailed documentation on experiments between interested specia-
lists for combined examination and for development of recommen-
dations on new evaluations.



92 III. fission cross-section
The nj fission cross-section is used as a standard for

measurements of neutron fluxes, threshold neutron cross-sections
and for dosimetry. The requirements on accuracy of (o j»( ^J)
value determination are very high ( £"«a1-2?5); they are determi-
ned by the demands of reactor technology /1/.

The data on <o f ( ^J) available at present can be conditi-
onally devided into two groups. The first group includes the
works performed with the use of monoenergetic neutrons /2-6/?
hte second one includes the data obtained using neutron sources
with continuous energy spectrum /7-10/. Absolute measurements of
3°u fission cross-section have been carried out only for neut-
ron energies B_ = H,2 MeV /6/ and U'4,7 MeV /11/, but the main235part of results has been obtained by measurement of U and
2̂ 8U cross-section ratios. Thus, the scatter of <uf ( ̂  u) abso-
lute values is connected to a large extent with determination
of ratio of fission fragment registration efficiences and of
that of both nuclide nuclei numbers m samples.

In most works /2-6, 10/ absolutisation of cross-section
ratios has been carried out using "isotopic admixture" or
"threshold cross-section" method /10/, which eliminates the
need for determination of absolute efficiencies of fission
fragment registration. Moreover, in the works /3, 4/ compara-
tive oC-spectrometry of samples has been performed, which con-
siderably increases the reliability of ratio normalization in
the range of En from 2 to 3 lleV. The avaluation ENDF/B-V adop-
ted at present as a standard of ~( TJ) is essentially based
on the second group data characterized by a number of short-
comings: a low efficiency of fission fragment registration /?/,
the absence of data normalization /9/ and great statistical and
total errors as compared with the first group data. Fig. 1 pre-
sents for comparison the deviations from the EHDF/B-V evalua-
tion of the first group results (including new measurements
/2, 4/ (a) and of the second one (b). The values of ^ U fissi-
on, cross-section for determination of &~( u) and €s .,( -"u)

evaluation ratios are taken from /12/. The figure shows that
the first group results are systematically higher that the
evaluated values of è f(2̂  U) by 1,5-2$ in the energy region
5-8 LleV and by 0,5-1$ in the energy region En > 8 KeV, At the
same time the second group data (for example /?/) are on the
average 5$ lower than the evaluated ones.

Taking into consideration the above-mentioned, it seems
advisable to perform a new evaluation of €> f.( U) in which
it is suggested to take into account new results and to decre-
ase the weight of the data from /?/. It should be noted that
the accuracy of £> f ( •'nj) evaluated values does not satisfy the
requirements of a standard, therefore it is important to carry
out new measurements, especially absolute and monoenergetic
ones in the entire energy range.

-0
3

5

0

-5

A7
-

• • — A - l — A-o

n o

6 7 8

0-/2/. V-/3/, A-/4/,

A-/6/, X- /?/, *-/3/,

9 i o £ n , n e V

Pig.

•-/s/.
a-A>/.

1 . The deviations of experimental data on
cross-section from ENDF/B-V evaluation.

f±ag±Qn



IV. On the possibility of using the
cross-section as a standard

fission
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On recent years the problem of using <o f( -1 Up) together
with & f( •> U) as standards for threshold neutron cross-section
measurements and for dosimetry has been discussed. At present
there is no general opinion about this problem, since this
method has both great advantages and serious difficulties.

The advantages:
?T7- ^'Hp fission cross-section is almost two times larger than
that of 238U;

- high aL -activity of Bp facilitates the conditions of target
certification (determination of nuclei number, monogencity
of layer etc.);

- a lower, as compared with ^1, threshold which offers a ma-
ans of enlarging the energy range of the standard use.

The shortcomings:
- high »L-, ft- and J-activities complicate the measurements (as
compared with ^ U);

- a comparatively high fissionability below the observed thres-
hold can exert an adverse effect when using high-background
neutron sources;

- a great scatter of experimental data available at present,p vfThe most serious objection against using Np as a stan-
dard raises the third point, since the experience of working
with radioactive samples shows that other difficulties are
surmountable.

The most of the data on é> f( Up) are obtained by the
measurements with reference to -"u fission cross-section.
Absolute measurements have been carried out for neutron energi-
es 0,15-1,5 MeV /1/, 0,770 and 0,964 MeV /2/, 2,5 MeV /3/, 8,5
and 14,7 MeV /4-6/. In the work 111, where ^'Kp neutron cross-
sections are evaluated in a wide neutron energy range, the re-
sults of fission cross-section measurement published up to
1980 are also discussed.

In the neutron energy range from the threshold up to the
first platee.ll (E ro 1 MeV) the most of experimental data agree
satisfactory with each other except for the range E > 0,8 MeV,
where the results of rather old measurements /1/ and /8/ show
a significant discrepancy with other data: the results of /!/
are lower and those of /8/ higher ±han the evaluation of 111.
At neutron energies 1-6 MeV (the region of the first plateau)
the results of different authors are grouped in deviation in-
terval 5-6$. The most significant discrepancy exists in the
energy range E > 6 MeV. Except for the results of the work
/9/, which in the range of 6-8 MeV agree with the data of /10/,
other new measurements /11, 12/ show lower values of (3 ~( •* Up)
and are in a fair agreement with each other and also with the
results of absolute measurements /1-6/ and with those of the
work /13/.

*? *} VThe foregoing sho\vs that the scatter of é f( Np) values,
especially in the range of E > 8 MeV, is rather significant
and may be connected with the errors of absolutisation of
cross-section energy dependences, although the situation is
not a dramatic one.

Thus at present there is no common opinion about the ne-
ovrcessity of introducing a new standard - -"Np cross-section.

However it is undoubtful that for standardization of this
cross-section, along with thorough examination of available
data, new measurements, in particular absolute ones, are nee-
ded.

27V. Al(n,o£ ) reaction cross-section
The 2̂ Al(n,0( ) reaction is widely used both in reactor do-

simetry and as a. reference cross-section for monoenergetic neu-
tron flux measurements in the energy range from 5 to 20 MeV.
The evaluation of H. Vonach and S. Tagesen /1/ which agrees
well with EHDP/B-V evaluation /2/ is recommended as a standard.



94 The accuracy of evaluated curve is unlikely to be satisfactory,
as its errors are 3-57°, and in the energy ranges 5-6 and
8-9 HeV they reach 9-10$?. Only at neutron energies 13,5-14,5 MeV
the reaction cross-section can be thought to be known with ac-
curacy of 0,5$«

A great error of evaluated curve is connected with the
fact that the data used for evaluation have a considerable
scatter. The measurements have been carried out under different
experimental conditions, at different level of experimental
technique, at great uncertainties of neutron energy ( > 100 keV)
and with the use of different means for neutron flux evalua-
tion. The discrepancy of experimental data, particularly in the
energy range 7,5-8,5 MeV, is likely to be connected with the
errors in determination of neutron mean energy for the experi-
ments with a poor resolution. The variation of energy 'by

20 keV can cause a 3̂ -variation of cross-section value in
this region.

An important problem, which is insufficiently discussed,
is the possibility of describing the reaction excitation func-
tion by a smooth dependence. So, in the work /3/ performed
with resolution berrer than 100 keV significant fluctuations
of cross-section in the range of 6-8,5 MeV have been found. In
many experimental data for the neutron energy region near
12 MeV a possible structure is seen.

It should be noted that the cross-section calculated by
2*52evaluated curve and averaged by J Of spontaneous fission neu-

tron spectrum agrees well with the results of integral measure-
ments /4/« PYIn using the Al(n,e* ) reaction cross-section as a stan-
dard it is necessary to take into account nonmonotonic cha-
racter of cross-section in the range 6-8,5 HeV and, perhaps,
at higher energies. Attention should be drawn to the fact that
the fluctuations of cross-section slightly decrease the vali-
dity of this reactoon as a standard.

For further refinement of cross-section values it is ne-
cessary to conduct the experiments with the accuracy of 1-2ÎS
and with a sufficiently high energy resolution (better than
100 keV) in the whole energy range. The measurements at se-
veral reference points with a higher monoenergeticity of neu-
trons and the comparison of results obtained with different
reference cross-sections and with different neutron flux measu-
rement techniques are desirable.

VI. Actinide half-lives
The half-life values of 11 most important transactinium

radionuclides /1/ adopted as standards are based on the compi-
lation of «<, -decay and spontaneous fission data /2/. The list
of recommended data /3/ after revision of /2/ includes the
following changes in T^ »2 values of actinides:

1. According to the recommendation of /4/ u spontane-
ous fission half-life is taken to be (8,08 + 0,26)«101^ years
instead of (8,19 + 0,09)-1015 years.

2. For Pu «K. -decay in accordance with the results of
calorimetric measurements /5/ the value of T.. /2 is taken to
be (6,537 ± 0,10)«10^ years instead of (6,55 4. 0,02)-10^ years.

3. ïor Pu the value of T. measured with the least
declared error - (8,026 + 0,09)-10 is recommended instead of

*~ *7the evaluated value (8,2 + 0,1)* 10 years.
4. The value of 252Cf total half -life - (2,64 ± 0,01) years

is revised taking into account recent alaytical review /6/ and
is assumed to be T.J »2 = (2,645 + 0,007) years.

The compilations /1- 3/are based on the existing data fi-
les E1JSDP, KHDP/B, UK1IDC. Independently of these works an eva-
luation of transactinium radionuclides half-lives is performed
on the basis of analysis and examination of the data obtained
in 1950-1983« The main features of evaluation technique are
described in /7, 8/. The evaluation results are given in Table 1,
where for comparison the data adopted at present as standards
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are also presented. On the basis of analysis of experimental re-
sults the following remarks con be made on T-i/p values of trans-
actinium nuclides: 233 2391. The results of T.. /0/.j-> measurements for V, "̂ Pu

O AO ' \L~ )and Pu show a good agreement within the limits of errors de-
clared by authors. Evaluated values obtained with our technique
taking into account the degree of data agreement /7, 8/ have no
significant discrepancy with recommended values /1/. However,
taking into consideration the scatter of available experimental
data, it is advisable to decrease the error of T../„(»O for
P39 PA.?-̂ Pu and to increase the error of T^/pV>O f°r Pu.

2. The value T-/pfcO = (6537 +, 10) years recommended for
JPu /3/ does not agree with the result of the most accurate

measurement - (6569 +6) years /9/. Therefore this change of
recommended earlier value /!/ seems to be weak-grounded.

3. The results of T-i/pÉ*0) measurements for -**u performed
in 1965-1975 are grouped around 2,454*10 years with mean-
square deviation ~ 0,1$, whereas the recent data /10/ point
to a higher value. Taking into account this discrepancy, it is
not recommended to show the third digit after the comma in the
standard of 2^Mj T̂ /ĝ )-

4. Hew mass-spectrometric and radiometric measurements of
P A1^ Pu half-life lead to weighted mean value of T^^W =
(14,36 + 0,02) years which agrees with the results of calori-
metric measurements /11/, but substantially differs from the
results of earlier mass-spectrometric measurements /12/.

5. Evaluated value of 2^2Cf total half-life given in Tab-
le 1 is obtained accounting for recent measurement result
T1/2 «= (2,639 + 0,007) years /13/. The change /3/ of the re-
commended in /!/ standard seems to be weak-grounded, since un-
weighted mean value of measurement results obtained in 1965-
1983 is, as before, close to 2,638 years, and the scatter of
data does not permet the weighted mean value tob be used as a
recommended one. Errors reported by the authors of experimental
works seem to include undetected components of systematic errors.

Table 1

Nuclide

1

U

234y

235u

2360

23^

237Kf>
238Pu

239Pu

240-*^ Pu

241 Pu
>

Pu

244PU

Am

243Am

Cm
245Cm

24 Cm

252cf

Decay
type

2
^
SP
oC
SP

(X.
SP

s?

SP
<
SP

«L
• SP

«t

SP
^
SP
olp
et

SP

ot
SP

<A
SP

et.
SP

0^

SP
oL

oC
SP

^ £F
'^
SP

Half-life

Unit of me-
asurement
(years)

3
to5

1017

10-*
1016

108

1018

107

1016

!o15
106

1018

101

1010

"Vo4

ID1?
103

1011

105
101

10^
1010

107

1010

102

1014

103

1013

101

107

103

103

107

10°
10°
10

Recommended
value

4
t,592 (2)
1,2 (3)
2,454 (6)
1,42 (8)
7,037 (11)
9,8 (28)

-

4,468 (5)
8,19 (9)
2,14 (1)
1

-
_

2,411 (3)
5,5
6,55 (2)
1,15 (4)
6,00 (5)
1,44 (2)
3,76 (2)
6,84 (8)
8,2 (1)
6,56 (32)

_
-
-
_
-
-
-
-
_

2,64 (1)
2,72 (1)
8,538 (39)

Evaluated
value

5
1,593 (2)

2,448 (5)
_

7,038 (5)
_

2,342 (2)
2,43 (13)
4,468 (3)
8,1 (3)
2,14 (1)

-
8,774 (3)
4,77 (14)
2,411 (2)

-
6,56 (1)

-
-

1,436 (2)
3,75 (3)

-
-

432,1 (3)
1,1 (2)
7,37 (2)

-
18,11 (3)
1,344 (4)
8,51 (6)
4,76 (5)
1,81 (4)
2,638 (5)

-
8,53 (3)

6
Proposed
standard

6

1,593 (2)
-

2,45 (1)
1,42 (8)
7 ,04 51)
9,8 (28)
2,342 (2)
2,43 (13)
4,468 (5)
8,1 (3)
2,14 (1)
1
8,774 (3)
4,77 (14)
2,411 (2)
5,5
6,55 (2)
1,15 (4)
6,00 (5)
1,44 (1)
3,75 (3)
6,84 (8)
8,26 (9)
6,56 (32)
432,1 (3)
1,1 (2)
7,37 (2)
3,4 (3)
18,11 (3)
1,344 (4)
8,51 (6)
4,76 (5)
1,81 (4)
2,64 (1)
2,72 (1)
8,54 (4)



96 6. It is advisable to supplement the list of standards with
half-life values of 2^, 238Pu, 241Am, 2«Am, 244Cm, 245Cm ̂ a
24 Cm for which sufficiently reliable results of ̂ 1/2̂ ) and

F̂) measurement exist.
The values of proposed new half-lives are given in the last

column of Table 1. In brackets the errors are expressed as the
last significant digit units.

252VII. Cf spontaneous fission prompt neutron spectrum
This spectrum is recommended as a standard neutron spect-

rum and used both in microscopic and- in macroscopic measurements.
The spectrum is used as a standard of flux for calibration of
facilities.

D1DC/NEAÎIDC Nuclear Standards Pile of 1982 is based on the
works performed till 1982. The file recommends to use Maxwellian

2e)?distribution with T = 1,42 MeV as a J Cf fission neutron spec-
trum standard. This reprSStation has been chosen as a first ap-
proximation before performing new precision measurements and
new evaluation.

After 1981 a series of measurements has been made in a wide
interval of energies (0,001 - 30 EeV) using differential and
integral methods /1-3/. These works show a good agreements with
Maxwellian spectrum (T = 1,42 MeV) below 6 MeV, but above 6 KeV
a gradual deviation from this spectrum to lower neutron inten-
sities is observed. The measurements performed with integral
method (activation foils) /11-13/ confirm differential data.
Theoretical calculations carried out using the evaporation mo~
del and the statistical Hauser-Peschbach model are indicative
of an analogous type of spectrum /14-16/. Only the work /10/
shows a substantially different result: the agreement with Max-
wellian spectrum is obtained up to 15 MeV. Unfortunately this
work is outlined very briefly. In the range of low energies
(0,01 - 1 KeV) .the works /3, 5, I/ show an agreement with Max-
wellian spectrum.

At present the maximum discrepancies are observed in the
energy region above 8 MeV (especially in the interval from 10
to 15 MeV) where the discrepancies reach 20$. In the region of
mean energies (1-7 MeV) more accurate measurements are desir-
able to determine whether small deviations from Kaxwellian
distribution exist. Some measurements indicate a possible
exceeding ( < 5£) in the range of 2-4 MeV. In the region of
low energies ( «^ 1 MeV) the works /3> 5, 7/ confirm that there
is no significant exceeding of spectrum compared with the Max-
wellian one, as it has been shown in some earlier works.
However, it is desirable that the accuracy of data should bo
improved and the spectrum shape refined.

Considering all the experimental and theoretical informa-
tion, the IAEA Consultants Meeting in Smolenice, 1983 recommen-
ded on the base of recent works (1981-1983) to use the Maxwel-
lian. distribution in the range of energies from 1 keV to 6 KeV
and the evaluation of national Bureau of Standards, USA (1IBS)
in the region above 6 MeV. It is advisable to use the recommen-
dation of Meeting in Smolenice untill a new evaluation based
on precision works with files of errors is published.

VIII. Average number of neutrons per
fission event

252Cf spontaneous

The data on V ( ̂  Cf) measurements up to the end of 1982
are summarized in Table 2.

By the end of 1982 new works on ̂  ( ̂ 2Cf) measurements
with new precision techniques have been published. Special at-
tention should be paid to the work of J.R. Smith /10/ where
the 2r\ -technique developed at ÏÏBS was used for fission frag-
ment measurements. Absolute n-f and f-f techniques for fission
fragment counting have also been analyzed and simulated in this
work. The method of neutron-fragment coincidence has been re-
cognized as the most preferable. The authors have got the high-
est value of J (252Cf) (3,767 + 0,013) of all interesting works
perfermed with the use of manganese bath method.



Authors Method
I. Asplund-Nilssonet al. IM
J.C. Hopkins,B.C. Diven /2/ Large liquid
J.V/. Boldeman /3/ scintillation
R.R. Spencer et al.
/4/
H. Zang, Z. liu /5/

Weighted mean value
P.H. White, E.J.Axton /6/
E.J. Axton et al./?/ Manganese
De Volpi, K.G. Porges bath
/8/
B.M. Alexandrovet al. /9/
J.R. Smith,
S.D. Reider /10/
V. Spiegel et al./11/
H. Bozorgmanesh/12/

Weighted mean value
D.'.V. Colwin et al. /13/ Boron boiler
G. Edwards et al. /14/ Boron counter

oil moderator
Weighted mean value of all

Table

V (̂ 2Cf)

3,792 + 0,040
3,777 ± 0,031
3,755 + 0,016
3,782 + 0,008
3,752 + 0,18

= 3,774 ± 0,006

3,815 + 0,040
3,744 ± 0,023
3,747 + 0,019
3,758 ± 0,015

3,767 + 0,013
3,789 + 0,037
3,744 + 0,023

= 3,760 + 0
3,739 ± 0

in 3,752 + 0
the data

= 3,766 + 0

2

,006
,021
,029

,005
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The discrepancy of ( Of) values measured with large
liquid scintillator (LLS) and manganese bath methods observed
over alomost 20 years remains practically invariable and is
equal to 0,85$. The attempts to reveal the sources of systema-
tic errors_in manganese bath method, which could cause the in-
crease of ") ( ̂  Cf) without any change of 3 value obtained from
multiparametric fits of nuclear constants for v = 2200 m/s
through the n value, have failed. Thermal neutron capture cross-
section of sulphur §5 = (0,52 _+ 0,03)b used during the last
30 years has been the only possibility for fitting the results
of measurements with manganese bath and LLS. Of the cross-sec-
tion *Os had been equal to 0,57 b as it follows from the analy-
sis of an old works /13/ and from measurements on beam passage
with crystal spectrometer MTR /16/, all values of V measured
with manganese bath method would have grown by 0,5̂ . However
the works /17, 18/, in which the values of 'S'j equal to 0,53 +
0,01 b and 0,543 +_ 0,005 b have been obtained, leave insolved
the problem of fitting the results.

In 1983 E.J. Axton published the results of a new evalua-
tion of thermal constants for reactor isotopes of uranium and
Plutonium and of ̂  (252Cf) /19/. Unlike the last evaluation of
1975 made by IAEA, where all input data were considered as in-
dependent variable, Axton took into account all correlated
errors introducing a full covariant matrix. For ̂  (2^2Cf) eva-
luation he used J.R. Smith's evaluation /20/ and new -5 (2̂ 2Cf)
measurements carried_out with different techniques /5, 10, 11,
14/. The ratios of ^ values were taken only from J.V/. Bolde-
man's work /21/, and the input data were used without correc-
tions for difference of average fission energy, for delayed
/-quanta und neutrons, for californium source backing thick-
ness etc. The introduction of corrections was performed by eva-
laution program in itself and by plotting a covariation matrix.
Thus all the measurements with liquid scintillator proved to be
correlated through the cited errors.



All measurement with manganese bath have been correlated
through the uncertainty of sulphur thermal cross-section or
through total uncertainty of NPL bath in the case of using neu-
tron sources measured in NPL as reference ones. Correlations of
measurement results of V. Spiegel /11/ and K. Bozorgmanesh /12/
have been based on the use of reference sources NBS-I and NBS-II
for bath calibration. E.J. Axton results are compared withthose
of earlier evaluations in Fig. 2, where 1 - J.R. Stehn et al.
/22/, 2 - H.D. Lemuel (only the data for neutrons with v =
2200 m/s), 3 - H.D. Lemmel (all the data), 4 - ENDF/B-V,
5 - N.M. Steen /24/.

CD
1. 01 r
1. 00 —— Ï ——
0.99 L

©

I

©

I

©
J. M

Pig. 2. The ratio of different ^ (252Cf) evaluations to that
of E.J. Axton /19/. (See the text).

all data8 all data
evaluation withregard for cor-all data relations____

10 evaluation withoutregard for cor-relations
1. 01

1. 00

0.99
[ I WHH^j

Fig. 3« The ratios of different variations of 'v* (
evaluations (See the text).

252Cf)

For verification of data compatibility several cycles of
calculations have been carried out (see Fig. 3). in these cal-
calations the absolute values of fitted quatities are based
on: 6 - the data of measurements with manganese bath, 7 - the
data of measurements with LLS, 8 - the n -data, 9 - the data of
all the measurements without o -data, 10 - the data without £4.
In the last column of Pig. 3 the ratio of all the data obtained
with covariation matrix to thosĵ  without this matrix is presen-
ted. For,example, the value of ̂  (2̂ 2cf) obtained ignoring
the covariation decreases from 3,7661 + 0,0054 to 3,7630 +
0,0044. The first column illustrates historical discrepancy of
results obtained with LLS and with manganese bath. The diffe-
rence is (0,475 i 0,3)55. This situation becomes complicated
with publication of R.R. Spencer's work /4/, where the highest
value of •J is obtained with the highest declared accuracy. In
spite of a very detailed description of procedure for introduc-
tion of corrections, the LLS techni que does not eliminate the
possibility of small unaccounted effects leading to overestima-
t£on of final results.

The analysis of ̂ (252Cf) evaluations carried out during
the period from 1979 to 1982 practically does not change the
value >) = 3,766 + 0,005 adopted by IAEA as a standard in 1982.
Thus the evaluation of ̂  (252Cf) approved by IAEA can be consi-
dered as the most reliable, and without elucidating the causes
of discrepancy of data obtained with LLS and with manganese
bath there is no grounds for revision of the existing evalua-
tion.

IX. The data on radionuclide decay used as calibration
standards

In this section of IAEA Standards Pile the most accurate
of available data on radioactive isotope decay used for gradua-
tion of gamma-spectrometers are presented. The prpposed set of
standards shows well the modern status of norms used in gamma-
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spectrometer graduation procedure for measurement of J-quanta
energies and intensities. These data ( -~ 250 values of J-quanta
energies and intensities) permit the range 30-3500 keV to be
covered at graduation satîf'ying the requirements of the most of
measurements performed.

It should also be noted the following:
1. Due to the increase of accuracy and reliability of

nuclear-spectroÄcopic standards connected with the development
and the use of a new optic X-ray method of J-quanta wavelength
measurements, the relative errors in wavelengths obtained with
this method are several times (~7) lov/er than that of the con-
version factor "wavelength-energy". Since this fact has not
allowed the accuracy of measurement to be conserved in this
set of standards, there are indications /1/ of the possibility
of revising this conversion factor, which can lead to a change
of calibration standards.

2. In the work /2/ it has been noted that because of the
discrepancy of experimental values the deuteron bind energies
of /3/ and /4/ should not be recommended as energy standards
£or J-quanta emitted in (n,J)-reactions; their energies can be
obtained by using correctly measured mass doublet differences
(see, for example, /4/}. Later this discrepancy has been eli-
minated /5/. Moreover in the works /6, 7/ close values of deu-
teron bind energy have been also obtained. To our mind the
available results allow us to consider the question of inclu-
ding in the rank of standards the energies of gamma-quanta emit-
ted in the following reactions:

1H(n,J)2H E^ = 2223,3 keV
2H(n,J)3H E^ = 6250,3 keV

12C(n,J)13C Ej = 4945,3 keV
13C(n,J)UC Ej = 8173,9 keV

,J)15H Ev = 10829,1

which enlarges substantially the energy region of recomended
standards.

3. It is wise to supplement the set of recommended values
of /-quanta energies and intensities with the data on Tb
and 144Ce + 144Pr decay taking for the basis the results of
/8, 9, 10, 11/.

4. There are inexactitudes (misprints) in the list of re-
commended values. For example, J-quanta energies of Co must
be 2113,10? and 2212,921 keV, and the intensity of K,. 2-ray?mline of JHg with the energy of 72,8715 keV is equal to
0,064 ± 0,002.
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THEORETICAL CALCULATIONS OF THE
6Li(n,t) CROSS-SECTION

G.M. HALE
Los Alamos National Laboratory,
Los Alamos, New Mexico,
United States of America

Abstract

SESSION II 6 r - ,The origin of the 1/v cross section for the Li(n,t) reaction and the be-
havior of its angular distribution are discussed in the context of (1) con-
ventional R-matrix analyses, (2) PWBA calculations of deuteron exchange, and
(3) consistent R-matrix analyses. Results of a comprehensive, conventional
R-matrix analysis of reactions in the Li system are presented, and the pos-
sible interpretation of some of its parameters in terms of the deuteron ex-
change mechanism is discussed. An extension of the usual PWBA calculation to
include internal bound-state effects in a simple model is shown to introduce
additional poles into the T matrix and broaden the energy range over which
particle exchange may be important. A consistent R-matrix treatment of the
scattering equations in the internal and external regions leads to channel
overlap terms that appear to include particle-exchange effects automatically
with the resonances in an unitary fashion.
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I. INTRODUCTION

The Li(n,t) cross section has been an interesting and sometimes controver-
sial subject for the past several years. Although measurements and theoretical
descriptions of the reaction have been converging in recent years, questions of
interpreting the theoretical results in terms of reaction mechanisms have re-
mained open. The major questions to be answered are (a) What is the origin of
1/v behavior of the cross section at low energies? and (b) How does one account
for the rather complicated behavior of the angular distribution at higher
energies? These questions will be discussed in the context of three different
descriptions: (1) conventional R-matrix approach; (2) deuteron exchange in
plane-wave Born approximation; and (3) consistent R-matrix approach.



104 II. CONVENTIONAL R-MATRIX APPROACH

In conventional R-matnx analyses, the 1/v cross section comes from poles
in the R matrix located either above or below the n- Li threshold. At low
energies, about 80% of the cross section comes from the J = \ S-wave transi-
tion.1 Early attempts to explain the n- Li reactions put a pole in the J = %
S-wave just below the n- Li threshold. Our comprehensive study of reactions
in the 7Li system, including t-a scattering, from which the ENDF-V cross sec-
tions for Li were obtained, found that such a pole was inconsistent with t-a
scattering data, a result that was later reinforced by a study of low-energy
n- Li elastic scattering done in the Soviet Union. Distant levels both above
and below the n- Li threshold were tentatively ascribed in Ref. 4 to a direct-
reaction mechanism for the ^ transition. Knox and Lane recently reported an
R-matrix analysis of the n- Li reactions in which the 1/v cross section in the
J = ^ state is attributed to a level above the n- Li threshold that they asso-
ciate with a compound nuclear state.

All of these R-raatrix analyses appear to agree, however, that the J = 3/2
component that accounts for the remaining 20% of the low-energy 1/v cross sec-
tion comes from a 3/2+ level in Li that occurs at EX ~ 9.5 MeV. Therefore,
the pole positions and associated reaction mechanisms seem to be least clear
for the J = % transition, which accounts for most of the 1/v cross section at
low energies.

Recently we extended the analysis that was used for ENDF-V Li cross sec-
tions to include more data and higher energies so that it is the most compre-
hensive R-matrix study of reactions in the Li system that has been done. This
analysis will provide Li(n,t) cross sections for the combined ENDF-VI standards
file, as described by Carlson at this conference, as well as the other neutron
cross sections at energies below 4 MeV for the ENDF-VI Li evaluation. The
table below lists the channel configuration and the types of data for the
various reactions that were included in the analysis.

TABLE I
CHANNELS AND DATA TYPES INCLUDED IN 7Li R-MATRIX ANALYSIS

Arrangement Channel Radius (fm) Si6 max

Reaction
4He(t,t)4He
4He(t,n)6Li
4He(t,n)6Li*
6Li(n,n)6Li
6Li(n,t)4He

t-4He
n-6Li
n-6Li*

Integrated
Energy Cross

Range (MeV) Section
3.1-14.2 0R
8.7-14.4

12.9
°'4 V CTElas
0-3.5 x

4.02
4.50
4 50

5
2
1

Differential
Cross
Section

X

X

X

X

X

Number
Polarization Data Points

x 2063
39
4

x 761
x 734

Figure 1 shows the types of fits obtained to the t-a elastic scattering
ocross-section and analyzing-power measurements of Jarmie et al. One sees

considerable structure in these observables as functions of both energy and
angle, corresponding to relatively narrow resonances in Li. Fits to n- Li
elastic scattering cross sections ' and polarizations ' are shown in Fig.
2. Figures 3 and 4 show calculated neutron total and elastic scattering cross
sections compared to some of the measurements. Calculated Li(n,t) cross
sections, plotted at low energies as o E"5 to show deviations from 1/v behav-

n> n 17-19lor, are shown compared with some of the measurements in Fig 5. These
figures, together with the comparisons of thermal cross sections given in Table
II, illustrate that the analysis gives generally very good representations of
the integrated cross sections in the standards region

TABLE II
THERMAL n-6Li CROSS SECTIONS

aRecommended
a (b)n,t
0 (b)n,n '

940 ± 4
.75 ± .02

Calculated from R-Matrix Analysis
939.46

0.74

Taken from Neutron Cross Sections, Vol. 1, Part A, by S. F.
Mughabghab, M. Divadenam, and N. E. Holden, Academic Press. (1981)



The Li(n,t) angular distribution changes markedly in the region E S 4
MeV, but there does not yet seem to be an experimental concensus on the details
of the changes. Calculations from the R-matrix analysis of the zero-degree and
180-degree differential cross sections are compared in Fig. 6 with recent meas-

20 21urements ' at neutron energies below 400 keV. The relative Legendre coeffi-
20cients of Knitter et al. , which were derived from rather complete angular dis-

tributions at energies between 0.035 and 325 keV, have been converted to zero-
and 180-degree cross sections whose normalizations are determined by the fitting
process. Also shown are absolute measurements at zero and 180 degrees by Brown

21et al., which appear to be energy-shifted with respect to the Knitter data.
4He(U)4He 7.00 MeV ^He^He 7 00 MeV

AHe(U)4He 135 MeV 4He(U)4He 13 5 MeV

t.a-

too

OM

OM

Q 07S
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0100

oxm

0060

24 MeV

6Li(an)6U 3.50 MeV

Smith 19K

6L<an)6u 25 MeV

6UAn)6U 3 50 MeV

Fig. 1. Differential cross sections (left) and analyzing powers (right) for
t-ct elastic scattering at E = 7 and 13.5 MeV. The solid curves are the R-
matrix calculations and the data are those of Jarmie et al.8

Fig. 2. Differential cross sections (left) and polarizations (right) for n-6Li
elastic scattering at E = 0.25 and 3.5 MeV. The solid curves are the R-matrix
calculations and the daCa are those of Lane,9»10 Smith,11 and Drigo.12



4- 6LI TOTAL CROSS SECTION
6LI(N,N)6LI ELASTIC CROSS SECTION

A KNITTER, 1977
* ASAMI, 1970

JKr 10" io"* 10" 10°
NEUTRON ENERGY (MEV)

Fig. 4. Comparison of the R-matrix calculation (solid curve) of the n-6Li
integrated cross section with data of Asarai13 and of Knitter,14 and with
the ENDF-V cross section (dashed curve).

6LI(N,T)4HE CROSS SECTION 6LI(N,T)4HE CROSS SECTION

io'J i icr1 10°
NEUTRON ENERGY (MEV)

Fig. 3. Comparison of the R-matrix calculation (solid line) to the n+6Li
total cross-section measurements of Knitter,14 Harvey,15 Guenther,16 and to
the ENDF-V cross section (dashed line). The scales for the three parts of
the figure are offset by a factor of 10.

BARTLE, 1975
RENNER, 1978
LA MAZE, 1978

Z-iff1

NEUTRON ENERGY (MEV)
10" 10- 10" 10°NEUTRON ENERGY (MEV)

Fig. 5. Comparison of the R-matrix calculation of the 6Li(n,t)4He integrated
cross section (solid curve) with the data of Lamaze,17 Renner,18 and Bartle,19
and with ENDF-V (dashed curve). In the righthand figure, oVE" is plotted to
show deviations from 1/v behavior at energies below 100 keV.
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Fig. 6. R-matrix calculations (solid curves) compared to the measurements of
Knitter20 and Brown21 of the 6Li(n,t)4He differential cross section at 0° (left)
and 180° (right).

4 6Absolute He(t,n) Li zero-degree differential cross-section measurements
by Drosg are compared with the calculations in Fig. 7. The calculation lies
~ 16% below the data in the region 9 i E è 13.5 MeV. In a comparison with

*) ̂ (\Overlay's Li(n,t) differential cross-section measurement in Fig. 8, one sees
again the tendency of the calculation to be low at forward angles in the range
0.4 SE SI MeV, although the overall shape agreement is fairly good.

The problems with shape disagreements among recent measurements in regions
where the angular distribution is changing rapidly are illustrated in Figs. 9

,24and 10. The top panel of Fig. 9 shows relative measurements of Conde com-
23pared with Overley's absolute measurements (bottom panel) at nearly the same

energies, and with the calculations. One sees that, with the exception of a
few isolated Condé points, the measurements are generally consistent with each
other and with the calculations at these energies. The situation is not so
clear in Fig. 10 where the Condé data (top) are compared with He(t,n) Li

22differential cross-section measurements by Drosg (bottom) at nearly equiva-
lent energies. In this case, the fit has assumed a shape intermediate between
the two measurements, but clearly more data are required to better define the
angular distributions in the 2-4 MeV region.

Of particular interest in this analysis is the level structure affecting
the spin-Sj transitions (of which the \ is one). In the S- and P-waves, there
are levels a few MeV below the t-a threshold (in the P-waves, they are bound
states), positive-energy levels at EX ~ 12.0 MeV, and higher-lying background
states. The reduced-width products, Y y , in the negative-energy (relative to
t-a) levels have the opposite sign from those in the ~ 12 MeV positive-energy
levels. A possible interpretation of such structure comes from considering the
deuteron exchange contribution to the Li(n,t) reaction in plane-wave Born ap-
proximation (PWBA).

OOJ25

00300

0027S

00250

0 022S

00200

OOT75

-§ 0 0150

0012S

00100

0.007S

00050

00029

ooooo

c:
•CP

K> 11 12 U
Et (MeV)

Fig. 7. R-matrix calculation of the 4He(t,n)6Li differential
cross section at zero degrees compared with the measurement
of Drosg.22



108 6Ü(n.t)4He .40 MeV 6LJ(n,t)4He .60 MeV

6U(rU)4He .80 MeV 6Li(n,t)4He 100 MeV

»o wo

Fig. 8. Calculated 6Li(n,t)4He differential cross sections compared with
the measurements of Overley23 at neutron energies between 0.4 and 1 MeV.

6U(at)4He 1.30 MeV 6U(n,t)4 He 182 MeV
007«

OOU

0012
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00»

OOtT

00»
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00»
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Cond«'10S3

6Li(n,t)4He 130 MeV

Fig. 9. R-matrix calculations (solid curves) of 6Li(n,t) differential cross
sections compared with measurements of Condé24 (top) and of Overley23 (bottom)
at energies near E =1.3 and 1.8 MeV.



III. DEUTERON EXCHANGE IN PWBA
6LJCU)4He 2.32 MeV 6U(at)4He 2.75 MeV

oau

0432

ooti

O.OM

040

CDnd*'l«O3

4fce(t.n)6Li 119 MeV 4He(tri)6U t2.9 MeV

Fig. 10. Calculations of 6Li(n,t)4He differential cross sections compared with
data of Condé24 (top) at E = 2.32 and 2.75 MeV, and of 4He(t,n)6Li differential

inn cross sections at approximately corresponding values of Efc (bottom) compared
with measurements of Drosg.22

25Weigmann and Manakos have suggested that deuteron exchange may account
for the ^ component of the Li(n,t) 1/v cross section at low energies, and
serve as a "background" mechanism at low energies for the resonant behavior of
the angular distributions. Their PWBA calculation (which appears to have in-
herited errors in numerical factors from earlier work) makes the standard as-

f\ -5sumption that the bound-state wavefunctions for Li and H have their exponen-
tially decaying asymptotic forms all the way in to zero radius, with the result
that the Born-approximate T matrix has only negative-energy poles. A more
realistic calculation would take into account the internal behavior of the
bound-state wavefunctions, properly matched to the exponentially decaying
asymptotic forms. This calulation cannot be done in a model-independent fash-
ion, but even a simple model of the internal behavior of the bound-state wave-
functions gives qualitatively different effects.

We have assumed S-wave, square-well eigenfunctions (sine functions) for
the internal bound-state wavefunctions. The depths (V ) and ranges (c) of the
square wells were determined by matching the binding energies and asymptotic
normalization Constants (C ) for d-a
These values are given in Table III.
normalization Constants (C ) for d-a binding in li and for n-d binding in H.

TABLE III
SQUARE-WELL POTENTIAL PARAMETERS FOR 6Li AND 3H BOUND STATES

Li(d-a)
3H(n-d)

V° (MeV)

5.08
38.51

c. (fm)

4.45
1.95

Bi (MeV)

1.474
6.258

Recommended

4.62
2.57

4.60
2.59

Taken from M. P. Locher and T. Mizutani, Phys. Rep. 46, 43 (1978).

The Born-approximate T matrix in this model is given by

-(ß.
K1K3

D(e,e)[D(s,6)-(l-a)V°][D(6,6)-(l-a)V°] (1)



lin in which the label 1 refers to n- Li, 3 refers to a-t,
mass,

is the d-a reduced
is the n-d reduced mass, Bj is the binding energy of a and d in Li,

~ is the binding energy of n and d in H, and g2 « — - B The energy denom-
-Kinator is

D(£,6) = cos6 (2)

in terms of the total center-of-mass energy e (relative to the n+d+a mass), and
scattering angle 6 between the incident neutron and outgoing triton. We also
have the residue factors

(cos + -sin (3)

which are functions of momentum transfer

(l-a)tr
D(e,6) -

and the mass factor a =
mtm6TLi

Using the identity

2v°v°V1V3
V°-V° ° V°-V°

(5)

Eq. (1) can be reduced to a sum of pole terms, in which D gives the negative
2 2-energy pole in the squared momentum transfer (q = -ß ), and the other terms

give positive-energy poles, the lowest of which has a residue with opposite
sign from that of the D term since V, > Vj. This is qualitatively the same
as the pole structure seen in our R-matrix analysis for the spin-^ transitions
although the comparison is quite approximate. The point is, however, that in-
cluding the internal behavior of the bound-state wavefunctions appears to
broaden the energy range over which particle exchange contributes to a reaction,
so that its effects need not be concentrated just at low energies in negative-
energy poles, but may be manifest in positive-energy poles as well.

IV CONSISTENT R-MATRIX APPROACH

The similarities between our R-matrix amplitudes for the spin-!s transi-
tions and a PWBA calulation including internal behavior of the bound-state
wavefunctions lead one to seek a more definitive correspondence within the
unitary framework of R-matrix theory The deuteron exchange mechanism in the
Li(n,t) reaction belongs to a larger class of effects that come from non-
orthogonal channels that are neglected in conventional R-matrix theory. This
is because the equations used to relate the R matrix to the T (or S) matrix
come from matching to an asymptotic scattering solution that is valid only at
infinity, where the channel overlap effects vanish

When a consistent R-matrix formulation of the scattering equations in the
external (asymptotic) region is matched to the R-matrix solutions in the inter-
nal region, additional terms due to channel overlap appear in the relation
between the T matrix and R matrix, which can be considered as off-diagonal con-
tributions to the "hard-sphere" amplitude. These terms are mathematically
similar to the PWBA T-matrix contributions from particle exchange, except that
they are properly unitary. We are presently reducing the integrals for the
partial-wave amplitudes of these terms to computational form so that they can
be included in our R-matrix calculations. The expectation is that these terms
will account for most of the spin-^ transition strength presently coming from
poles in our conventional R-matrix analysis.

V. SUMMARY AND CONCLUSIONS

A comprehensive, conventional R-matrix fit to reactions in the Li system
gives a good representation of almost all the data included. In this analysis,
the 1/v cross section for the Li(n,t) reaction at low energies comes primarily
from the constructive interference of J = \ S-wave levels below the t-a thresh-
old and above the n- Li threshold. Similar levels for the s = \ P-wave transi-
tions provide the forward-peaked background underlying the behavior of the
Li(n,t) angular distributions, although this contribution appears to be some-
what too small in the region 0.4 < E < l MeV.~ n

A PWBA calculation of the deuteron exchange contribution to the reaction
that takes into account the behavior of the internal bound-state wavefunctions
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gives, in addition to the pole normally encountered at negative squared momen-
2 2 2tura-transfer (q = -ß ), poles at positive q that interfere constructively

(residues with opposite sign) with it. This is qualitatively the pole struc-
ture we see for the s = \ transitions in the R-matrix analysis, and suggests,
along with the similarity of the shapes of the angular distributions calculated
for those transitions with the PWBA results, that the dominant mechanism for
the s = \ transitions in the Li(n,t) reaction is deuteron exchange.

Channel overlap terms that correspond to deuteron exchange in a simple
model of the bound states for this reaction arise naturally in R-matrix theory
with a properly consistent treatment of the scattering equations in both the
internal and external regions. These terms, which are similar to the PWBA
results except that they are unitary, may account for most of the s = \ transi-
tion strength observed in the Li(n,t) reaction. The final results of the Los
Alamos Li R-matrix analysis, including these channel overlap effects, will be
used in the combined ENDF/B-VI standards evaluation and in the Version VI
general-purpose cross-section evaluation for Li.
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Abstract

The B(n,a), B(n,a^) and, increasingly in more recent measure-
ment, the ^Li(n,a) cross sections are the major references used in low
energy experiments. Many data from modern measurements are available for
the neutron interaction with 6Li, including total, scattering, and absolute
and relative (n,ct) cross sections. A consensus has been reached with these
new 6Li + n data. In contrast, the data base for the 10B neutron interaction
cross sections is unfortunately poor. This is even the case for the total
cross section which is supposed to be the easiest quantity to be measured.
The most serious deficiency is the absence of data from absolute measurements
of the 10B(n,a) and 10B(n,tx ) cross sections in the last 10-15 years. The
available cross section data which were used for the ENDF/B-VI evaluation will
be discussed.

I. INTRODUCTION

The 1 0B(n,a ) and the 10B(n,a) reactions have been used as the major
reference cross sections in most low-energy (e.g. < 100 Kev) cross section
measurements in the past. The ^i (n, a) cross section has been increasingly
util ized in the last 10 years. Consequently, the available data base for these
cross sections has to be of major concern. However, because the "^Li and HB
compound nuclei can be very well described with R-matrix theory, data for other
reaction channels, angular distributions and total cross sections are of
interest as well.

The ^i + n and 10B + n data were extensively discussed at the 1975
Standards Symposium in Gaithersburg. *»2 Recent reviews of the "Standard
Cross Sections"3 and of the "Control Materials and Light Coolant Cross Section
Data"1* also addressed the ^i and 10B data bases.Thus the present discussions
will be restricted to the data base in view of its use for the ENDF/B-VI
evaluation of the standards and other principal cross sections. This evaluation
extends from thermal energy to 20 MeV for some cross sections. For 6Li and 10B
the upper energy limits of 3.0 and 1.5 MeV, respectively, are determined by the
usefulness of higher energy data to affect the low-energy "standard" range, as
well as the opening of additional reaction channels besides the (n ,n) and (n,a)
reactions.

A short discussion of the thermal cross sections will be given in
Section II. The 6Li + n data base will be discussed in Section III and the
10B + n data base in Section IV. A general discussion about the usefulness of
these standards and some conclusions are contained in Section V.

II. THE THERMAL CROSS SECTIONS

There are three experimental values of the ^Li(n ,a) cross section
available. The weighted average of 941 ± 3b5 is consistent with the value
of ~ 940b inferred by l/"fE~ extrapolation from the total cross section measurement
by Utley° but somewhat higher than the corresponding value measured by Harvey7.
The ENDF/B-VI value is 935.9b° and in close agreement with the measurement by
Harvey.

The thermal 10B(n,cc) cross section which was measured very accurately
in several experiments some 15-20 years ago is a bright point in the dismal data
base for 10B + n. A recent evaluation yields a value of 3838 ± 6b which should
be accurate enough for any application. The ENDF/B-V value of 3836.6b9 is in
good agreement with this value.

The available data for the <xo/a ratio show large discrepancies
(see Fig. 1). The earlier proportional counter and ionization chamber
measurements resulted in substantial differences which are multiples of the
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claimed uncertainties. The later surface-barrier detector measurements resulted
in substantially smaller difference but are also discrepant by nearly twice the
combined uncertainties. The probability that a data base vith a corresponding
X2 occurs is <10-~17\ An evaluated average of 6.723 ± 0.039% has been
obtained for aQ/a by increasing the quoted uncertainties of those values
which deviate from the average by more than two standard deviations, and by
increasing the evaluation uncertainty by "fy%. The evaluated average is in good
agreement with the average from the surface-barrier detector measurements
(6.722 ± 0.018)% as well as with the weighted average of all data (6.715 -
0.006)%. This is the consequence of the two most accurate measurements i0.11

having substantial ly higher weights than all other data. The "preevaluated"
value wil l be used for the ENDF/B-VI evaluation of the standards.

III. THE 6LI + S DATA BASE

Several new 6ti neutron total cross section data sets have become
available since the evaluation of ENDF/B-V 12>13. These measurements
rely on samples from CBNM, thus they are correlated by the sample mass uncer-
tainties. A common feature of the new measurements is a higher peak cross
section (e.g. 11.2613) for the 240 KeV p-wave resonance than obtained in
previous measurements (e.g. 11.Ob7). This may be in part the result of un-
certainties of the areal density of the samples used in the different experi-
ments which might be expected from the procedure used to make some of the
samples. The areal density of the CBNM sample was investigated as part of an
additional total cross section measurement which has not yet been fully analyzed11*.
It was found that the maximum contribution to the uncertainty due to areal
density variations of this particular sample is 0.3%. The new measurements are
in good agreement except for an energy scale shift of ~ 2.5 KeV.

The major importance of the total cross section is its effect on the
(n,a) cross section in an R-matrix f i t . The relatively high value of the (n.o.)
peak cross section of ENDF/B-IV was the result of the low total cross section
data by Uttley and Diment6.

New scattering cross section data have also become available 1 2 , 1 3 , m > 0{
specific interest is the measurement by Alfimenkov et al. at lower energies
which appears to be much more consistent with R-matrix prediction than the
previously available two data sets16 '17. The latter were discrepant by "• 50%.
The data by Alfimemkov et al., are unfortunately not available in tabulated
form so far . Only one of the new measurements extends over part of the 240 KeV
p-wave resonance with uncertainties of 6-10% for the experimental values.

Several absolute measurements of the ^itn,«) cross section were made
since 1970 IB-23. ^5 status of the data by Fort et al.,16 ' is presently
unclear: a renormalization of the data has been suggested based upon additional
measurements of the amount of ^i in the Li-glass used in these experiments
However, with this renormalization the cross section in the ~1/1E region
comes in substantial conflict with the extrapolation of the thermal cross
section. The data are not being used for the evaluation. Only the data from
the f irst measurement by Poenitz and Meadows20 will be used for the evaluation
because the later additions were most likely affected by poor resolution
caused by high humidity during neutron target production. This explains why
the integral over the resonance is in reasonable good agreement with other

HO data1 . The data by McPherson and Gabbard17 are uncorrected rough data and thus

unuseable for any evaluation. The remaining three data sets which provide
absolute data below 1 MeV are compared in Fig. 2. After adjustment of the
energy scale in order to obtain the resonance peak at 240 KeV the three data
sets are in good agreement with exception of the peak cross section value by
Overley et al. 19
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There is an additional new measurement in which an absolute value was
obtained at - 23 KeV with a quoted uncertainty of ~ 2.4%2 3 . It is ~ 4.4%
lower than the 1/-ÇË extrapolation from a thermal value of 941b and - 6%
lower than ENDF/B-V. It might be d i f f i cu l t to explain this value with the
known resonances of the Li compound nucleus.

An increasing number of the measurements of the U ( n , f ) cross section in
recent years has been carried out relative to the 6Li(n,ot) cross section .



More recently it has been recognized that the 2350(n,f) cross section is
probably better known than the Li(n,a) cross section and measurements were
carried out extending over the higher KeV energy range30"3"*. All the 6Li(n,a)/

U(n,f) and U(n,f)/ Li(n,a) measurements are shape measurements with some
extending to thermal energies2^>27,30 ,32 Qr to the 7,3-11.0 eV integral
of the 235U(n,f) cross section2 >28. These data are shown in Fig. 3 as
6Li(n,a)/235U(n,f) values. These data are in remarkably good agreement (~ 1-2%),
Aside from a energy shift of ~ 5 KeV of the Van de Graaff data and with
exception of the 80-90 KeV region where there is a larger spread of the
values. There seems to be a polarization at the peak of the Li resoance where
the values of Czirr et al.27 and Gayther33 are in good agreement but ~ 4%
higher than the values by Poenitz and Meadows and by Macklin which in turn
are also in good agreement.

It should be emphasized that all data in Fig. 3 have been renormalized
with the normalization factors obtained from the evaluation of the standards
and other principal cross sections for ENDF/B-VI. The normalization factors
obtained from GMA are based on all absolute data. However, because of their low
uncertainties, the thermal values have most likely the highest weight.
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It appears that the 6 L i ( n , a ) / 2 3 5 u ( n , f ) rat io is one of the best known
quantit ies between thermal and 1 MeV neutron energy. This means that below 10
KeV the 3 5 U ( n , f ) cross section wil l be strongly influenced by the 6Li(n,a)
cross section, and above 200-300 KeV the 6Li(n,a) cross section wil l be mainly
determined by the 2 3 5 U ( n , f ) cross section.

IV. THE 1UB + N DATA BASE

Whereas the Li + n data base has substant ia l ly improved in recent
years, few new measurements have been made for the 'ÜB + n interaction. The
data base for B + n is not as extensive as it might appear because much
double counting has been made in tables and figures shown in reviews and used in
evaluations.

A new measurement of the total neutron cross section of 1UB has been
reported by Auchampaugh et al. . The original intent was to provide data
above 1.5 MeV. However, values between 1.0 and 1.5 MeV were later also extracted
form this experiment. Though the data are outside the range of interest for
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the application of the B + n reference cross sections, they indicate an
alarming 10% discrepancy with the total cross section data by Diraent around
1 MeV. This problem is shown in Fig. 4. Other available data are not useful
for defining the total cross section with the required accuracy, as can be
concluded from Fig. 4.

The data by Diment36 have been the major basis for evaluations in the
past. The measured cross section spans a large energy range but the data were
obtained in segments. Though Diment stressed the importance of overlap regions
between these segments, data for the overlap regions are not available. Some
confidence in our knowledge of the total cross section has cone from the good
agreement between the data by Diment and by Mooring et al. . A comparison
of the two data sets is shown in Fig. 5. Though the agreement is good over
most of th energy range, it is apparent that the sample used by Mooring et al.
had some oxygen in it. The more recent measurement by Beer and Spencer is
also shown in Fig. 5. Different results for the analysis of the sample used
in this experiment resulted in a 5% systematic difference for the calculated

5.0

o
H-
O

CO
CO 4.0oa:o
<
O

3.0

x
X K> B

x* x.' 4
•xx +
' '++

•4- ****

•*»^. ..

• MOORING et öl.
x DIMENT
+ BEER + SPENCER

I
200 400

NEUTRON ENERGY, KeV

600

cross sections. The result of one sample analysis was selected because it gave
the best agreement with the prior data > . This, of course, means that
these new data are biased and uncertain by at least 5%. One might note in
addition that the agreement with the prior measurement appears not to be as
good as suggested (see Fig. 5).

New measurements of the scattering cross section in the energy range
of interest (e.g. < 2 MeV) have not been made. Though there is good agreement
between the data by Mooring et al. and Lane et al. , a substantial difference
remains at lower energies with the data by Asami and Moxon"*u.

The only important new contributions have been made for the B(n,a
o)

cross section. Two new data sets are available which were obtained from
measurements of the inverse reaction cross section1* i1*^. These new measure-
ments deviate from ENDF/B-V by up to 40% around 500 KeV, but also d i f fe r among
themselves by "• 10% at this energy (see Fig. 6). It is interesting that an
average from the past a

o/a ratio data and the evaluated o of
ENDF/B-V supports the higher cio data.

A new measurement of the (n ,a ) cross section has been carried
out above 100 KeV1*3. However, this is only a shape measurement and therefore
does not help to resolve the substantial discrepancies which exist for the
(n,a ) and (n ,cx ) data base.
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V. DISCUSSIONS

Consideration of the Li -f n and the B + n data bases shows that
substantial progress has been made for the Li(n,ct) cross section but the
1UB(n,a) and the 1UB(n,a ) cross sections remain poorly defined. There
are few absolute measurements of these cross sections and those available have
large uncertainties and/or are flawed by various shortcoramings. In most of the
applications of these cross sections the experimenters have relied upon a
"close to 1/fF behaviour of the 1UB + n cross sections at low energies.
However, the degree of the deviations from 1/̂ E~ will have to be defined by the
data in regions of resonances which cause these deviations. The ^B compound
nucleus has the disadvantage of higher level density than Li. Both display
very broad resonances (with exception of the 240 KeV p-wave resonance of 7Li)
which are therefore difficult to define experimentally.

For ^i + n we have two total cross section measurements which extend
to very low energies and several which cover the 240 KeV p-wave resonance. We
have absolute data for the Li(n,oc) cross section over the resonance which
have acceptably low uncertainties (-. 2.3% and ~ 3.5%). We also have a large

c rt o Cnumber of Li(n,a)/ U(n,f) measurement which help to define the cross section
at higher energies via the absolute 235u(n,f) data base. Undeniably there are
some shortcommings as well. Scattering data over the 50-240 KeV range, which
is the low energy side of the p-wave resonance, are sparce. The two measurements
of the shape of the 6Li(n,a) cross section which extend to the low energy
range differ systematically by 3-4% between 20-120 KeV and by 7% in the peak of
the p-wave resonance though they agree well above 300 KeV and below 20 KeV.

In contrast, for 10B + n we have only one total cross section measurement
which extends to very low energies but which unfortunately has a segment end
just at the energy where repeatedly a resonance has been suggested. We do not
have sufficient total cross section data over the non- 1/fE range. In addition,
we have discrepancies between the available data.

We do not have any valid absolute measurement of the luB(n,a) cross section
in the KeV-MeV range made in the last 20 years. The shape measurements which
are available and extend to low energies are discrepant by 20-40%.

The situation is similar for the luB(n,a ) cross section. Though an
absolute measurement has been reported ~ 15 years ago, substantial corrections
are required for this measurement. The available information is insufficient
to calculate these corrections to any acceptable accuracy. There are similar
discrepancies for the shape measurements, which extend to low energies, as for
the luB(n,a) cross section.

It is therefore recommended that the 6Li(n,ct) cross section should be
used as a reference cross section below 100-150 KeV until a reasonable data
base for the 1ÜB + n interactions becomes available.

Absolute cross section measurements have been made for the
cross section. However, this reaction is not used as a reference cross section.
The uncertainties of these measurements are large (e.g. >5%) and their utility
is limited because the ao/o data are also discprepant and/or very
uncertain.
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Abstract

The charged particle emission of LiF and B sample layers placed
alternatively in the neutron beam of GELINA was detected by scintil-
lation in Xenon gas. In order to compensate for the anisotropy of
the emission, each sample was deposited on the inside of a hollow
cylindrical quarz support. Recording of a dummy sample support was
also included in the measurement sequence. The ratio of Li(n,a)
to B(n,a) cross-sections, thus measured under the same conditions,
agrees up to 400 keV with point data deduced from ENDFB/V, within
the estimated uncertainty.

1. INTRODUCTION
The (n,a) cross-sections of Li and B are both widely used in the determination
of neutron fluences, often outside of their domain of definition as standards.
Few direct determinations of their ratio are published, and they may be divided
into:
- detection of a well defined, small angular domain of the charged particle

yield (typically with surface barrier detectors wiewing the emission 90 de-
grees with respect to the incident neutron beam),

- or 2ir charged particle detection (typically with parallel plate ion chambers
detecting as well the front- as the backwards emission).

In either case, the results are not to be trusted above a few keV of neutron
energy, due to the anisotropy of the charged particle emission.

On the other hand, 4ir detectors such as the BF3 counter and the Li glass scin-
tillator are by definition insensitive to emission anisotropies, so they may
be used up to the MeV range of neutron energy. However, they rely on different
detection mechanisms, so that they cannot be used to determine the ratio of
cross-sections directly out of the ratio of detector responses.

We present here a method of alternate recording of the charged particle yield
of two thin samples of Li and B observed under the same conditions, whereby
the anisotropy effects are compensated by a cylindrical sample geometry.

2. EXPERIMENTAL SETUP

2.1. Detector geometry
We consider a sample layer deposited on the inside surface of a thin walled cylin-
drical support. The sample is irradiated with its axis perpendicualr to the
neutron beam. The reaction products emitted to the sample inside volume are detec-
ted by a gas scintillator.

It can be shown that (1) that this geometry integrates the angular distribution
of the emission independently of its anisotropies. One thereby assumes that the
sample geometry is truly rotation symmetric, i.e. that the sample density does
not depend on the angle, and that the neutron beam fluence is uniform over the
whole sample.
Absorption of the beam in the sample support and of the reaction products in the
sample introduce only small corrections, which are proportional to the ratio
A2 / AO of the two first even terms in the Legendre expansion of the angular dis-
tribution (1).
The geometry behaves exactly like the half of a 4>r detector, selecting the
reaction products which are emitted to the inside volume.

2.2. Detec tor_cons true t ion_ (Figi_J^2
Each sample support is a barrel-like assembly of thin (5 mm) quarz plates
on the inside of which the sample layers are evaporated.
Three such supports are placed on a revolver sample changer. Here we report
on measurements on 2 sample layers of 200 cm of B or LiF (4 and 19 rag res
pectively) and one."dummy" sample, i.e. without any neutron sensitive deposit.



Fig. 1 Xenon scintillation detector
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Once in irradiation position, the sample is rotated slowly around its axis to
fulfil the rotation invariance condition mentioned before.
The sample changer is operated in a Xenon container at atmospheric pressure.
The scintillator properties of the gas are highly dependent on its purity, so it
is continuously circulated in a Titanium oven in order to absorb the outgassing
of the detector container and parts.

2.3. Detection_and acquisition system
Scintillations inside of the sample volume are detected by two phototnultipliers
viewing it from both ends and operated in coincidence. Fast pulses at the anodes
are used for coincident timing, thus determining the neutron energy by its time
of flight. Slow pulses from the dynodes are added to determine the energy of the
reaction products out of the scintillation amplitude.
Neutron TOF and/or product energy information is digitised and passed to a
ND 6600 acquisition computer, which also cares for a cyclic operation of the CAMAC
driven sample changer.

7 L. A

Pulse Height

Fig. 2 Scintillation p.h. distribution

3. DISCUSSION OF RESULTS

3.1. Scintillation_p_ulse_height_distributions
Scintillations due to low energy products - e.g. Li recoils from the B(n,a)
reaction -give pulses comparable to the noise of the photomultipliers. This is
the reason for working in coincidence, with a very low level of pulse discrimi-
nation. One thus finds a low amplitude peak in the pulse height spectrum, even
with the dummy sample. This implies that a background component has to be compen-
sated out of the spectra (Fig. 2).

3.2. Analy_sis_of TOF spectra

We report here on a measurement at a flight distance of 11.45 m from the GELINA
neutron source (repetition rate 800 Hz). To reduce the gamma flash and the out-

2 38of-time neutrons, the beam was filteredwith 10 mm of U and 2 mm Cd.
Scintillation events were sorted by their TOF and/or pulse height content and
accumulated in 3 multichannel spectra of 8192 channels each (1 per sample).
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These spectra were first condensed dynamically to reduce the counting fluctuations,
then the TOF was converted to neutron energy and the count rate normalised to
a channel width of 1 eV and an irradiation of 10 counts of the GELINA central
monitor.
The results of this first step of analysis is plotted on Fig. 3. One notes a non
negligible recording with the dummy sample. A part of it may be attributed to
(n,X) reactions in Xenon, as to be seen from the low-energy resonance.

The background was compensated by a separate irradiation with Na and S black
resonance filters. An example of background fit1is given on Fig. 4. Obviously,
this background estimate is not te be trusted too much beyond the last black
resonance at 100 keV.
After substraction of the background estimates from/the direct spectra of the
Li and B samples, those were divided channel by channel. The quotient was

normalised to .244 (from ENDFB/V) in the 2-5 eV range, yielding a series of
point values of the requested ratio.

The plots of Fig. 5 and 6 are comparisons of the measured ratio and its overall
uncertainties with point values deduced from ENDFB/V.

U6/BlO(n,n>[This work vs ENDFB/VI

t-r-tf

Fig. 4 Spectra with black resonance filters

10000

Fig. 5

100000
Energy (eV)

Normalised results

1E6



Fig. 6

Energy (ev)

Normalised results (high energy)

1E6

3.3. Conelusions
Although an overall agreement with the ratio values deduced from ENDFB/V was
reached within the estimated uncertainty from 2 eV to 400 keV the precision of
the results has to be increased significantly before they become of real use for
evaluation. A special effort has to be put on the reduction of the scintillator
background level, mainly in the high energy part of the TOF spectra, just after
the gamma flash.

REFERENCE

(1) C. Bastian, European Applied Research Report, .. in preparation.

The correlated and uncorrelated uncertainty estimates of the measurement are
summarised in the following table, together with the corresponding precision
of ENDFB/V.

Neutron Energy Correl.Err . Uncorr. Err. Total Err. ENDFB/V

10 eV
100 eV

1 keV
10 keV
100 keV

1.6
2.3
3.8
5.04
5.20

2.0
4.0
5.0
7.0
6.0

2.56
4.61
6.28
8.63
7.94

2.26
2.26
2.28
2.35
2.48
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A. LAJTAI, J. KECSKEMÉTI
Central Research Institute for Physics,
The Hungarian Academy of Sciences,
Budapest, Hungary
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Abstract
The neutron detection efficiency of a 9.55 mm thick

NE-912 lithium glass scintillator has been determined for
the energy range from 25 keV to 2 MeV. It was measured
relative to a thin, 0.835 mm thick NE-908 glass, which was
determined by Monte Carlo calculation. The measured effi-
ciency curve shows the marked effect of the 0 resonance
at 442 keV, and a strong increase with energy E >1.2 MeV,
due to (n,n'y) reactions.

Simultaneously we calculated the efficiency for the
thick glass detector by Monte Carlo method and it was
compared to the experimental results.

The Monte Carlo calculation served also the response
function for the detector, which has to be used at the
evaluation of the neutron time-of-flight spectra.

Introduction
Neutron spectroscopy at low energies, E <1.5 MeV, makes

6 ^considerable use of Li glass scintillators. These have well
known characteristics, i.e. zero energy threshold, short light

flash and the Li(n,a) cross section, which essentially deter-
mines the efficiency of this detector |1,2,3|. Their detec-
tion efficiency can be calculated with good accuracy, how-
ever, only for thin (up to about 1 mm thick) glasses. For
thicker ones the multiscattering and attenuation effects
due to the complex chemical abundance strongly limit the
accuracy of the calculations. However, to have sufficient-
ly high efficiency in low energy neutron detection one has
to use thick lithium glasses. It would thus seem that the
solution lies in a combined method of efficiency determina-
tion, i.e. to measure the relative efficiency of the thick
glasses relative to that of a thin one, the absolute
efficiency values of which can be determined by Monte Carlo
calculation.

In this paper the determination of the neutron detec-
tion efficiency of a 9.55 mm thick NE-912 Li glass is
described and is related to an efficiency measurement for
a 0.835 mm thin NE-908 Li glass and a Monte Carlo calcula-
tion for this latter at energies from 25 keV to 2 MeV.

Recent work has been motivated by the fact that this
thick Li glass was used in a measurement |4| to determine
the energy distribution of neutrons from the spontaneous

252fission of Cf. At the analysis of this measurement it was
also necessary to know the response function of the thick
detector. For this purpose Monte Carlo calculations have
been performed for the thick glass detector. These calcula-
tions served the absolute efficiency, too.

Experimental method
The efficiency measurements were carried out at the

Van de Graaff accelerator in the Institute of Physics and
Power Engineering, Obninsk. The experimental arrangement
is shown in Fig. 1. The neutron beam was produced in
Li(p,n) Be and H(p,n) He reactions by a pulsed proton
beam, the pulse width frequency ana mean current on the
target being 16 ns, 300 kHz and 2uA, respectively. The glass
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Fig. 1 Experimental arrangement.

detectors were separated from the accelerator room by a 2 m
thick concrete wall. The neutron beam, lead through this
wall by a collimator system, had a diameter of 28 mm with
an angular divergence of 6.7 mrad. The two neutron detectors
with NE-912 and NE-908 scintillators were placed at 2.8 m
and 2.2 m from the target, respectively. A third detector
with a stilbene crystal, placed out of the beam and looking
at a. Co Y~source, was used to check the integral and
differential linearity of the system during the experiment.

Two measurements were carried out, one for the conti-
nuous energy distribution of neutrons from a thick metallic
Li target in the 25 keV < E < 1.2 MeV energy range and one
for neutrons of fixed energies E =0.08, 0.22, 0.5, 1.0, 1.2,

— 21.4, 1.6, 1.8 and 2.0 MeV, using thin LiF (0.1 mg cm ) and
— ?T-Sc (0.35 mg cm ) targets.

The thin NE-908 glass was suspended in the centre of
thin-walled aluminium chamber placed on a FEU-30 photomulti-
plier. The entrance and exit windows of the chamber were

made of 80 um AI foil. The contruction and characteristics
of such a detector are described in |5| in more detail. The
relative detection efficiency of the thick NE-912 glass
scintillator was measured in two different positions: in
the first (position I) its position was similar to that of
the thin glass (Figs. 1 and 5); in the second (position II)
it was mounted directly on the multiplier (Fig. 6). The
diameters of the NE-908 and NE-912 glasses were 35 mm and
45 mm, respectively.

The energy of the detected neutrons was determined by
the time-of-flight (TOF) method. The start signals were
given by pulses of the three detectors, formed by the con-
stant fraction discriminators CFD., CFD, and CFD,. The
stop signal was given by the pulse at the target after be-
ing formed in CFD. and delayed by 2 us. All three start
signals were fed into the same time-to-amplitude converter
(TAC). The analyser was gated by the signals of three
differential discriminators, fed through a special control
unit. The lower and upper thresholds corresponded to 1.2 MeV
and 7.0 MeV y-ray energies for the neutron detectors and
to 0.2 MeV and 1.3 MeV for the detector with the stilbene
crystal, respectively. The identification of events from
different detectors was ensured by the control unit.

The time scale of the TOF system was calibrated by the
positions of the prompt Y~raY peak and of the peak due to
the E =242 keV resonance in the Li(n,a) cross section.
Additional calibration measurements after each run were
performed with a fluorene plastic filter placed in the neutron
beam at 10 cm from the target. A typical transmission spec-
trum with the NE-912 detector is shown in Fig. 2. The three
1 9F resonances at E =27.02, 49.1 and 97 keV were also usedn
in the time calibration.

The beam attenuation due to the thin glass detector was
also determined experimentally. Its value was between 0.5 %
and 3.5 % in the energy range 25 keV-1 .2 MeV.
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Fig. 2 Calibration spectrum measured with fluorene plastic
filter.

For the relative efficiency determination of NE-912 we
obtained the following spectra: TOF spectra of the thin and
thick glass detectors in position I using the continuous
neutron beam in the energy range from 25 keV to 1.2 MeV; TOF
spectra as above but with the thick glass detector in posi-
tion II; TOF spectra as above but with monoenergetic
neutrons in the range 80 keV < 2.0 MeV.

For the absolute efficiency calculation of the thin
NE-908 glass it was necessary to determine its Li content
n x. This was accomplished by a transmission measurement
in the eV range, when the accelerator worked in the micro-
second regime with a frequency f=7.14 kHz, and the metallic
Li target was surrounded by a 2.5 cm thick polyethylene
moderator. The applied method was the same as in Ref. |6|.
The background was determined by using the "black" In
resonances at 3.68 and 9.12 eV. The time calibration was

done by nine known resonances of In and Cd. The slope of
the Li(n,a) reaction cross section in the 1//ÏÏ scale had
the value of 148.87 barn/eV1/2, in accordance with
ENDF/B-V |7,8|. As a result we obtained n x=1.44-1021 cm"2
for the number of Li nuclei in the thin glass.

In order to see the background contribution of the
correlated y-rays a separate experiment was carried out by
substituting the NE-912 glass for a 7Li containing NE-913
one. It was found that this background was negligibly small
for neutron energies below 1.2 MeV.

Results and discussions
The measured TOF spectra were corrected for the random

coincidence background'and, in the case of the NE-912 glass,
for the thin glass transmission. After transforming into
energy scale we formed the efficiency ratios of the two
glass scintillators in position I

and

Here ̂ ''(E), N?U"(E), N^12(E) and N^°?(E) are the1 » -1- i / J - J,J- JfJ-neutron energy spectra for the NE-912 and NE-908 detectors
in position I and for continuous and discrete neutron
spectrum measurements.

It can be seen in Fig. 3 that the results with con-
tinuous and discrete neutron energy (R and R3, respectively)
agree well with each other in the energy range below 1.2 MeV.
As expected the relative efficiencies show a definite energy
dependence: they are characterized by a pronounced peak
centred at En~450 keV, and by a strong increase for energies
Efl>1.2 MeV. The peak shows that the multiscattering effects
connected with the 442 keV 0 resonance become more dominant
for larger glass thickness. The increase of R, in the high
energy region can be attributed to the contribution from
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(n,n'y) reactions; the thick glass is more sensitive to y
-rays than the thin one. This effect does not appear at
lower energies since the detection threshold of y-rays was
set to 1.2 MeV.

Comparison of the neutron detection efficiencies of-
NE-912 glass in positions I and II

125

912is shown in Fig. 4. Here N- TT(E) is the neutron energyZ ,1J.
spectrum measured with the NE-912 in position II for con-
tinuous neutron distribution. The efficiency of the thick
neutron detector in position II is greater than that in
position I (the maximum difference being 20 % at 450 keV)
in the whole energy range. Such behaviour can be explained
by the influence of the detector material in position II.
In particular the enchancement of the peak at E -450 keV
can be interpreted as an increase in the detector effici-
ency in position II due to back-scattering of neutrons at
the 442 keV resonance of
chathode glass.

160 contained in the PM-photo-
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Table 1. Neutron detection efficiency e ( E ) (%) in position I.

( e ( E n ) l ) and in position II. ( c ( E n ) II)

v kev
25
45
65
85

105
125
145
165
185
205
225
245
265
285
305
325
345
365
385
410
450
490
530
570
610
650
690
735
795
855
915
975

1020
1100
1180
1400
1800

1
1
1
1
1
1
1
1
2
4
5
6
5
4
2
2
2
1
1
1
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

c ( E ) I e (E ) I I

.8910

.5310

.3510

.2910

.3410

.4010

.5810

.9410

.6210

.5810

.4010

.54 + 0

.00±0

.54±0

.97±0

.6910

.0410

.8910

.6210

.4810

.2810

.0010

.8210

.74+0

.6810

.6310

.6010

.5410

.5310

.5410

.5310

.54+0
,53±0
.5010
.5010
.5710
.6810

.04

.03

.03

.03

.03

.04

.08

.10

.14

.24

.28

.34

.26

.23

.15

.14

.11

.10

.08

.08

.07

.05

.04

.04

.04

.03

.03

.03

.03

.03

.03

.03

.03

.03

.03

.3

.3

2
1
1
1
1
1
1
1
2
5
5
6
5
4
3
2
2
2
1
1
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0

.06±0

.69*0

.46+0

.3810

.4210

.4910

.7110

.1210

.8810

.0 10

.8110

.5810

.27±0

.62±0

.01+0

.83±0

.19+0

.1110

.8810

.7610

.5510

.1510

.9210

.8110

.7210

.6510

.6110

.55+0

.54+0

.5510

.55+0

.5510

.5410

.51+0

.5 ±0
-
-

.04

.04

.04

.04

.04

.05

.09

.12

.15

.25

.3

.35

.28

.25

.18

.15

.12

.12

.1

.1

.08

.06

.05

.05

.05

.04

.04

.04

.04

.04

.04

.04

.04

.04

.04

V kev

35
55
75
95

115
135
155
175
195
215
235
255
275
295
315
335
355
375
395
430
470
519
550
590
630
670
710
765
825
885
945

1005
1060
1140
1220
1600
2000

1
1
1
1
1
1
1
2
3
5
6
5
5
3
2
2
1
1
1
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

e (E)

.7010

.39+0

.2910

.3210

.3810

.48 + 0

.7410

.6510

.78+0

.38+0

.52+0

.7210

.1610

.3510

.7010

.1910

.8810

.7910

.5910

.3610

.1110

.8910

.7610

.7110

.6510

.6210

.5610

.5210

.5410

.53+0

.5310

.5410

.5210

.5110

.50+0
.6410
.91+0

I

.04

.03

.03

.03

.04

.07

.09

.14

.20

.28

.34

.30

.27

.17

.14

.11

.10

.09

.08

.07

.06

.05

.04

.04

.03

.03

.03

.03

.03

.03

.03

.03

.03

.03

.03
.3
.3

e ( E ) I I

1 .8410.04
1 . 4 9 + 0 . 0 4
1 .3910.04
1 .3910.04
1 . 4 9 + 0 . 0 5
1 .5810.08
1 .8910.1
2.8710.15
4.1110.2
5.8310.3
6.8710.35
8 .84+0 .32
5.2610.28
3 . 4 2 ± 0 . 2
2 .9 ±0 .15
2 . 3 1 + 0 . 1 4
2.0110.12
1 .9810.10
1 .8610.1
1 .6810.08
1 .3 ± 0 . 0 7
1 .0410.06
0 .83+0 .05
0.7610.05
0.68+0.05
0 . 6 4 + 0 . 0 4
0 .58+0 .04
0.53+0.04
0.5510.04
0.5410.04
0.5410.04
0 .55+0 .04
0 .53+0.04
0.5110.04
0.5110.04

-
-

The absolute neutron detection efficiency data of the
NE-912 lithium glass in positions I and II for different
neutron energies were obtained on the basis of the relation

£ < E ) 9 1 2 = £ ( E > 9 0 8 N(E) 912
N(E)908

and are presented in Table 1. The efficiency of NE-908 glass
e(E) 908 was calculated by Monte Carlo method using the BRAND
program | 9|. For this calculation the Li concentration was
determined from the experimental data, as described above.
For the Li, 0 and Si concentrations we used the data from
|1[. The neutron cross-section data for Li and for Li, 0,
Si were taken from the ENDF/B-V and ENDF/B-IV files, res-
pectively. In the calculations it was assumed that the
neutrons are detected by the Li(n,a) T reaction only.

Errors presented in Table 1 include the statistical
errors of R and n x measurements, the statistical accuracy
of the calculation of e(E)908 and the accuracy of the
Li(n,a) T cross sections. The accuracy of the cross sec-
tions was taken to be + 2 % for the energy range E <100 keV*"~ ~ n
and i 5 % for higher energies.

The ratios of the experimentally determined neutron
detection efficiencies to the values e =n xa(n,cx) in posi-
tions I and II are shown in Figs 5 and 6. One can see that
the corrections factors correspond generally to 20-40 %
of the primary detection process, i.e. the Li(n,a) reac-
tion, but in the region of the 0 resonance they can reach
even 80-100 % of that.

The effect of the multiplier glass on the neutron
detection efficiency can be seen even more clearly in the
ratio e(II)/e(I) in Fig. 7. This ratio reflects the result
of the backward scattering of neutron in the multiplier
glass, showing especially well the resonances of the main
consituents Si(187 keV) and 0 (445 keV and 1 MeV).
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Fig. 8 Response function of the thick Li glass detector.

It was also necessary to know the time distribution of
the detection process for the actual experimental conditions,
i.e. the response function of the neutron detector. This was
calculated also with the Monte Carlo code for the energy
range below 2 MeV. The results are shown in Fig. 8 for four
projectile energies (25 keV, 245 keV, 445 keV and 1005 keV).
It can be seen, that at E =445 keV the respons function has
an enhanced broadening.

As a result of these calculations we got also the
calculated absolute efficiency for the Li glass detector.
Fig. 9 shows the correction factors e/e for the thin
(0.835 mm) NE-908 and thick (9.55 mm) NE-912 detectors, got
from the Monte Carlo calculations. Similar but less detailed
calculations have been performed earlier too 12,10,111. It
can be seen that for the thick glass the calculated correc-
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Fig. 9 Correction factors £/£ for the thin detector (M.C. calc.)
and for the thick detector (M.C. calc. and exp.)

tion factor."are less than the measured ones. Fig. 10 shows
the e(I)/e(MC) ratio. The value of the Li content for this
calculation was taken from the Nucl. Ent. catalogue, how-
ever, it does not correspond to the actual concentration
exactly. Therefore in the analysis of experiments one
should use the measured absolute efficiency.
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Abstract

The quasiabsolute method in monoenergetic neutron
production work allows to measure cross sections: for iden-
tical targets to better than 1 % because many error contri-
butions cancel. The time reversed reactions of He(n,p) H,
Li(n,t) He and B(n,a) Li are such neutron producing re-
actions. There are two avenues for the ratio measurements.
The straight comparison of 4He(7Li,n)10B with 4He(t,n) Li
and the comparison of Li(o,n) B with H(o/n) Li through
4 intermediate steps, namely Li(p,n) Be, H( Li,n) Be,
1H(t,n) He and 3He and H(p,n) He. The latter avenue, at
the same time, yields ratios to the He(n,p) H reaction as
well. Combining both approaches does not only give complete
angular distributions (and, therefore, integrated cross
sections, too) but allows to check the consistency of the
uncertainties.
The experimental limitations using time-of-flight technique
will be discussed. The ultimate accuracy of the ratios will
be limited by the signal-to-background ratio which is diffi-
cult to predict.

Introduction
The quasiabsolute or ratio method has been successful in
establishing one common scale for the neutron production
cross sections involving the hydrogen isotones (1). In this
paper it is shown that also the scale of the two neutron
standards Li(n,t) He (2) and B(n,ct) Li (3) can be comnared
by the quasiabsolute method taking advantage of time reversal.
I. Background
The ratio method has the advantage that most experimental
uncertainties are correlated (even identical) so that a
rather high accuracy of the ratio can be obtained. By mea-
suring neutron production cross section ratios from identical
targets, the determining error is the uncertainty of the re-
lative efficiency curve. Exactly speaking, it is the uncer-
tainty in the efficiency ratio at the neutron energies. If
the neutron energies coincide, even this error vanishes and
the statistical or background error will dominate. The im-
portant part of an efficiency determination in a stable and
reproducible time-of-flight arrangement is (aside from the
structure showing up at lower biases) the correct slone of
the curve. Uncertainties of + 1 % per 10 MeV have been re-
ported (4) and can be achieved with little pain using the
accurate cross sections for neutron production by the hydro-
gen isotopes (1,5,6). So very favorable conditions are present
for applying the ratio method to neutron producing
reactions. And the two standards n-6Li and n-10B become,
after time reversal the neutron producing reactions
He(t,n) Li and He( Li,n) B, having even identical targets.

The energy conversion for the time reversed case can be
done by

E p r = A + B . E n /1

with the projectile energy after conversion E , the uncon-
verted neutron energy E and the factors A and B from Table 1.



Table 1_._ Kinematics Data (Ml energies in MeV.)
Threshold Threshold for single valued

neutron emission
A:Particle Max.neutron Time rev. Particle Max.neutr.

6Li(n,t)4He,Q = 4.784
energy energy neutr.en. energy energy

*He(t,n)DLi 8.392
3H (a/n)6!,! 11.136

10B(n,a)7Li,Q = 2.790
7Li(a,n)10B 4.382

4He(7Li,n)10B 7.682

3He(n,p)3H, Q = 0.764

3H(p,n)3He 1.019

1H(t,n)3He 3.051

Q = 1 . 644

7Li(p,n)7Be 1.881

1H(7Li,n)7Be 13.O95

break-up threshold

II. Procedure

O.518 0.809 9.608 2.374 1.5028

0.912 1.601 14.329 4.699 1.9942

0.146 0.187 4.650 0.619 1.4271

0.448 0.659 9.330 2.176 2.5015

0.064 0.128 1.147 0.288 0.9998

0.573 7.337 25.011 a^ 17.640 2.9932

0.030 1.920 0.121

1.439 16.514a^ 3.843

In Table 2 it is shown that the two standards (after time
reversal) can be combined directly or indirectly. Having a
second route has the advantage of an independent check. In
addition it allows to tie the standards to the well known
neutron production cross sections of the hydrogen isotopes
and to the may-be standard n- He (7).

Table 2. The Two Reaction Chains for Measuring the Cross
Section Ratio of n- Li and n- B by the Inverse Reactions
Using the Quasiabsolute Method

Direct Ratio

4He(7Li,n)10B

4He(t,n)6Li

Indirect Ratio

7Li(a,n)1°B
7Li(p,v -

n) Be
1H(7Li,
1H(t,

3H(a,n)6Li
H(d,

\„>4n)He

2H(d,n)3He

The direct ratio measurement has the advantage that the
targets are identical and the errors consequently small.
The indirect method is a chain of three reaction pairs with
identical targets and of two pairs with identical cross
sections (inverse reactions). If the angular overlap of the
inverse reactions is big enough a reliable combination of
the data is possible.
Table 3 summarizes some important aspects of the proposed
experiment. The energy range that can be covered by the
time reversed reactions depends on several kinematics and
experimental factors. Under the conditions
a) that only differential cross sections over the complete

angular range are of value,



132 Table 3. Factors Determining the Range or Limiting the Accuracy
of the Proposed Cross Section Ratio Measurement
ACCURACY ;
1) Gain stability (detector + analyzer): usual bias at 40 keV

or 300 keV proton energy
2) Effective target thickness: reproducibility of gas fillings;

7Li-target
3) Yield accuracy: statistics, background substraction
4) Knowledge of relative efficiency curve
5) Energy determination
6) 0° determination
7) Angle determination
8) Geometric corrections: nonlinearity of cross sections, of

center-of-mass conversion
9) Energy resolution: (dependent on energy spread of projectiles,

kinematics spread, time resolution): affects SNR, important
when structures in cross section

RANGE :
1) Energy range of accelerator
2) Energy range of efficiency curve where the relative efficiency

is accurately known and the detector operation is stable
3) Angular range of angular distribution set-up
4) Angular range limited by kinematics (neutron cone)

Table 4. Energy Ranges for Complete Angular Distributions
(For a discussion, see text)

Reaction E E En o t
(MeV) (MeV) (MeV)

n - 3He 0.06 1 .079 3.230
3.951 4 . 9 6 9 1 4 . 8 7 5

n - Li 0.20 - 8 .692
4.731 - 15.502

n - 10B 0.06
5.167

p - 7Li - 2.000
4 . 2 7 2

Projectile - 1.079 3.230
Range - 4 . 9 6 9 15.5O2

E a
(MeV)

11.534
20.571

4 . 4 6 8
11.756

-

4 . 4 6 8
20.571

ELi
(MeV)

-

7.832
20.607

1 3 . 9 2 7
29 .752

7.832
2 9 . 7 5 2

b) that for neutrons below 0.08 MeV a measurement with fast
neutron time-of-flight technique is not accurate enough,

c) that (arbitrarily) lab angles in excess of 1 4O° are not
accessible,

d) that only angles are measured where the change of the lab
to c.m conversion factor inside 1° stays below 10%(chosen
arbitrarily) and

e) that (again arbitrarily) the efficiency has only be mea-
sured accurately up to 10 MeV

then Table 4 summarizes the energy ranges involved. The
10 MeV cutoff condition is presently no real limitation,
because there seems to be little interest in extending the
range of the standards beyond a few MeV. In Table 4 the pro-
jectile energies corresponding to the 10 MeV neutron energy
limit are underlined.



Fig.1 through 3 show the connection between the original
incoming neutron energy and the neutron energies to be
measured in the time reversed reaction at 0°, 90°CM' 14°Lab

6 is the maximum lab emission angle whichmand at 6
occurs when the center-of-mass energy is bigger than the
neutron energy in the center-of-mass system. For endothermic
reactions this maximum angle of the neutron cone is given
(nonrelativisticallv) by

sin (1 - -)

with the threshold energy E f ch / the projectile energy
and the masses M. those of the projectile, of the ta
of the neutron and of the residual nucleus, resp.

Fig. 2. Relation between E,,, the neutrcn energy of n-6!! standard and the
experimental neutron energy for measurements of the time reversed reaction
at 0°, 90°, 6^, and 140°. The solid curve is for t-4He, the dashed curve for
a-3!!.

to

10,Fig.1. Relation between E , the neutron energy of the n- B standard and the
experimental neutron energy for measurements of̂ the time reversed reaction at
9°' y' ®m an̂  140 . The solid curve is for a- Li, the dashed curve for
'

V)

Fig.3. Relation between E of the n-̂ He reaction and the experimental
neutron energy for the measurements of the time reversed reaction at
0°, 90g,, 6 and 140°. The solid curve is for t-H, the dashed curve for
p-T.



134 III. Realization
The proposed ratio measurement is feasible with present day
technique. Bunched Li-beams have been used for neutron pro-
duction (8), and also bunched triton beams (9). Also alphas
on Li (10) have been used before. However, this was not
done at the same installation. Unfortunately, each measure-
ment chain must be performed with one TOF set-up and, there-
fore, it cannot be split up.
The obvious installation where such an experiment could be
set UD is the Van de Graaff at LANL, where triton beams
have been used for years.
In the experiment the actual low energy limit will be higher
than given in Table 4 because gas targets will have to be
used which introduce energy and angular straggling so that
together with the target thickness, several tens of keV-
energy spread will result. On the other hand the target
thickness must be big enough to enhance the signal over the
background. In cases of narrow neutron cones (at lower ener-
gies) the angular straggling (which is more serious at low
energies) will be difficult to correct for, so this effect,
too, will raise the lower limit of the useful range.
In the indirect ratio chain of Table 2 the Li target is the
weak link. The evenness of this target averaged over the beam
spot size will be essential. Therefore the usefulness of
such a target will have to be checked by using different
beam positions.

IV. Conclusion
The proposed experiment allows to measure cross sections
of the two standards n- Li and n- B relative to each other
in two different ways. The second way also combines these
two standards with the n- He cross section, the p- Li cross
sections and the cross sections for neutron production by
the hydrogen isotopes.

If complete angular distributions are aimed at the kine-
matics and experimental restraints will not allow measure-
ments below 0.1 MeV. To obtain a sufficient counting rate,
the target thickness which limits the resolution, must be
chosen carefully. Information on the seriousness of the back-
ground is sparsete.g.(9)),so that the final accuracy is
difficult to predict. Under favorable conditions an error
in the ratio close to 1% can be expected.
A restriction to a measurement of the direct ratio makes
the experiment much simpler. Then, however, the angular
distributions would not be complete and the connection to
the other cross sections would not be established.
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EVALUATION OF THE 27AI(n,a) REACTION CROSS-SECTION
IN ENERGY RANGE 5,5 MeV-20 MeV
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E.V. GAY, A.B. KAGALENKO, V.I. TRYKOVA
Institute of Physics and Power Engineering,
Obninsk,
Union of Soviet Socialist Republics

Abstract
2TThe energy dependence of the 'Al(n,cO reaction cross-sectior

was evaluated and expressed in terms of the rational function of
energyf (Pade-approximation). The error of the evaluation was also
calculated and analyzed. The results are compared with experimental
data and earlier evaluations.

Introduction.
p'TThe Al(n,o<. ) reaction is widly used both in reactor dosimeti

and for measuring of the monoenergetic neutron flux, as a referenc
cross-section. The experimental date cover a wide ener'gy range fron
5 to 20 Mev. The results agree within the experimental errors as a
rule. Accordingly the recomended curres £1,27 agree within the
errors evaluated. In [2] practically for the whole energy range
an error ~ 5% was assigned. The use of the new data in the vici-
nity of B~14 Mev in evaluation DJenabled the authors to conclude,
that for energy range 13.5 - 14.7 MeV the 27Al(n,<k ) reaction
cross-section is known with accuraly ~ 0.5%. At the same time
at B~9 MeV the uncertainty of the evaluated curve reaches ~ 9%.
The 'Al(n,oO reaction was used together with ^ Pe(n,p),

K̂n,f) reactions etc. on our experimental works f3jto determine
neutron flux in the energy range 6 - 1 1 MeV. The results due to
various reference reactions wei» in better agreement, well inside
the errors evaluated in work ["1J . Thus we regard the evaluation
of the Al(n,oO reaction cross-section still as an open problem.



f3ß Another major question insufficiently discussed is a possibi-
lity to describe the reaction excitation function by a smooth
curve. Only work f7j performed with resolution £100 Rev reveals
considerable cross-section fluctuations in the energy range
6-r 8.5 Mev. The deviatons from the smoth dependence may well
exist for higher energies also, but there are no experimental
data substantiating this assumption.

Work [4] suggests a method of the analytical approximation
of experimental dependences by rational functions (Pade-approxi-
mation) and of obtaining errors of evaluated curves. The method
was used in evaluating cross-section of number of reactions, it
was effectively employed for converting the evaluated data file
BOSPOR L5] to a more compact form convenient for storing and
computational use. The Pade-approximation has certain theoretical
advantages over the polynominal approximation. Besides, a
comparison of the results obtained on the basis of the Pade-appro-
yimation with other methods of evaluation is expected to produce
new reasonings when substantiating the approximant's errors selec-
tion.

The above factors did stimulate the present work. Its
objectives may be formulated in the following way. On the basis
of the analytical approximation of the experimental data the
^AKn, oi ) reaction cross-section should be obtained and appro-
ximant's errors should be analyzed to understand existing situa-
tion and to determine the needed accuracy of the future studies.

2. Experimental data used for evaluation.

All the experimental data are summarized in [61 • The data
contradicting to the majority of others were omitted and the data
of the recent studies were added. The renormalisation was not
needed for the majority of the experimental data , or the way of
the data renormalization does not follow from the experiment 's
discription.

In C8J the 2̂ Al(n,«< ) reaction cross-section was measured
relative to the 32S(n,p) reference reaction. Utilization of the

evaluated 32S(n,p) reaction cross-section from ENDP/B-V results
in an essential disagreement of the results from work [8] with
the data of works ["I3,14j « That is why the original values
of the work C8J were considered for the evaluation. The data of
work [1] were renormalized taking into account new information
on 238U half-life (4.468 • 109 years instead of 4.51 • 109years) and
238U fission cross-section [16] . Besides, due to the -̂ TJ
fission cross-section being currently known with a higher accu-
racy (2 - 3%) an error of the data was reduced to 556. The error
of the work ("9J , which we consider unreasonably low was increased
to the values given in f11j . The common feature of the studies'
mentioned (except f?J ) is a rather poor energy resolution. The
overall energy spread is 200 - 300 keV.

The experimental data utilized for evaluation are given in
fig. 1.

Hig.1. Experimental Data used in Evaluation
- ... f?7, • -f8j, • - f9j,

<4 - f13J, D - f47, A - 15 .
The «olid line represents approximant (1) with
the parameters from Table 1.



3. A method of Analytical Approximation.

Without going into details of the method (see work [4j ) we
shall outline it briefly.

The solution is sought in the form of a ratio of polynomials of
N and N2 powers (Pade-approximation):

The total number of parameters is L= U^+Ng+t = 4n + 2m + 1«
The parameters of expression (1) are obtained by minimizing the
functional:

*
M a V l y.> - + (Ei]l / d¥:~ » (2)

where tf- is the number of experimental points.
y^and Ù7- - are the experimental values and their uncertainties,
correspondently.

Non-linearity of the problem restrained the practical use of
the Pade-approximation in the last-squares method. In [43 a

convenient linearization technique was proposed.

Some L - experimental points out of tf are selected so
that the polinominals determined by the set of equations :

that Fisher's information matrix
diagonal :

L

A..(i,k =

fc-f

i ...L) becomes

(3)

In this case the approximant dispersion A(E) and the
correlation coefficients p (E ,E?) are defined as follows:

(4)

where ( Afi)^ = 1/Ai.
The above method of constructing the analytical dependence has
certain advanteges over a common polynominal description;
1.the decision is sought over a broder class of functions,
2. the equal accuracy of experimental data description requires
less parameters, as a rule,
3. the desision is more stable at the edges of interval permit-
ting a more substantiated extropolation,
4. the uncertainties of curve can be found without the inversion
of the information matrix.

minimize the functional M. This solution is close the conventional
solution of the least-squares method if the number of experimental
points is large enough. After the f(E) function is found in the
explicit form, the ordinates of the any L points of this curve
may be used as parameters. Among those points there are such ones f.,

4. Approximation Results and lower estimate
of the reaction cross-section error:

The parameters of the approximant represented in the form
of "polar expansion" (1) are given in the table 1 and the
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138 Table 1.
Parameters for Reaction Cross-Section

Calculation in the Energy Range 8.5 - 20 MeV.

parameters
i""~"~~~"---~.

1
2

27

^
-2.2281
8.8603

Al(n,«! )

i y3i

102 4.0302
101 -4.9556

i

103 1.3673
102 6.9145

Table

101

2.

i

5.7475
2.9359

Reaction Cross-Sections..
Intermediate Cross-Section Values in the
Range are

En , MeV

5.5
6.0
6.1
6.2
6.3
6.40
6.50
6.60
6.66
6.70
6.73
6.60
6.9
7.00
7.10
7.20
7.27
7.30
7.37

S^.mb

0.15
1.47
1.9
2.6
3.7
4.4
5.9
8.2
9.4
8.3
7.9

10.7
14.9
16.7
18.2
21.4
23.7
22.8
20.7

6.0 - 8.5
Determined by Linear Extrapolation.

E , MeV «

7.40
7.50
7.60
7.70
7.80
7.90
8.00
8.10
8.20
8.24
8.30
8.40
8.50
9.0
9.5

10.0
10.5
11.0
11.5

V*
21.1
25.5
31.0
34.3
31.5
34.0
41.5
48.9
43.9
42.1
45.0
50.6
54.8
68.5
80.9
92.0

101.6
109.9
116.5

E*,Me\

12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.0

r ^mb

121.6
124.7
125.8
124.8
121.7
116.7
110.3
102.8
94.7
86.4
78.2
70.3
62.9
56.2
50.0
44.5
39.6

corresponding curve is protted in figure 1. The optimal number
of parameters is L = 8, _ ŷ =119, for y = 106 and E ̂  8.5 MeV.
The resulting dependence can be an estimate of the
reaction cross-section in the energy range E>8.5 MeV. For the
energy interval 6.0 - 8.5 Mev we propose to keep the renonnalized
data from [7] with the error 5% (see section 2). The results
work [7] were taken into account when constructing the approxi-
mant which enable us to associate the average trend of the cross-
section from work ["7J with the results obtained with the worst
resolution and with the cross-section behaviour at higher energies.

The statistical error of the approximant as a function of
energy calculated by formula (4) is given in figure 2. Note that
the error A (E) is evaluated an the assumption that the total
set of the experimental point deviations from "real" curve is not
correlated and in particular there is not systematic errors.
Thus, the value 4(E) is the lower boundary of the reaction cross-
section error.

to it to E„.M3B

Fig. 2. Accuracy of Reaction Cross-Section Evaluation
for Different Neutron Energies.

——— a region limited by values + A (E)
—---- polynomiaal estimate error
— .--«—a ratio of the 9 -power polynom and approximant

(1). Histogram shows D values.



To verify the dependence of the approximant and error of
the evaluation on the approximating function class selection,
the polynominal approximation was carried out for the same set of
the initial data. The 9th power polynominal appeared optimal (1=10).
The polynominal description error evaluated in all case some-
what exceeds the Pade-approximation errors, but they are in fair
agreement (Pig.2). As it was expected the disagreements increase
at the edges of the interval.

The experimental errors given by the authors are usually
determined worse than the values themselves. The model calcula-
tion was done to test the approximant's stability to input values

f+Sof errors. The f(E) function which is similar to (1) was construc-
ted for the case when all data have the equal statistical weight.
The average ratio f(E)/f(E) was 1.003, and its dispersion ~1.6%.

5. Correlation Matrix of Experimental Data and
the Upper Estimation of Cross-Section Error.

A priori, information experimental correlation being ambiguous
or totally lacking, we shall attempt to establish correlations of
different studies on the basis of their comparison with approxi-
mant.

Consider the values 7.. = y. ./f(E. ) - 1, where k- is<- ILl K1 JL.the experiment number, i - is the number of the experimental value
beloning to the k's experiment . For each experiment the
following ratios can be written:

S,ki + r.ki
where S. - is a systematic error, constant for each experiment,
r. . - is a random uncertainty.

Zl 0,

4 *
= Z.

n. - is the number of points in each experiment« If n̂ . is& K.sufficiently large then the energy range for each experiment can
be divided into smaller intervals where Sk - is constant. The
covariance matrix of the studies (or intervals) k,l is :

fD,2
V,'kl

The correlation matrix

k " 1
k i I.

is

ki sksi
Using the above ratios the experimental data of £8, 9, 11, 12,
13] for three energy intervals 8.5 - 12 MeV, 12 - 15 MeV,
15-20 MeV were analyzed. The results are given in table 3.

Values (5) can be calculated for various energy intervals
without singling out separate experiments.

Hence, apparently, D. is the upper boundary of the approximant ' s
uncertainty. The resulting values D^ for different energy inter-
vals are shown in figure 2 and table 4.

Thus, on the basis of the data from sections 4,5, the real
curve error is expected to lie between the values A (E) and D,
defined by the approximant ' s accuracy on the assumption of norma-
lity and non-correlation of the data and dispresions of the
initial experimental values.
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140 Table 3.

Correlation Matrix of Experimental Data.
The horisontal rows of numbers in the top
part of the table indicate: a serial number,
an energy interval 1 - (8.5 - 12) MeV;
2 - (12 - 15) MeV; 3 - (15-20) Mev, the
number of the work in References.
The bottom, diagonally figures indicate the
correlation of points inside the interval.

Table 4.
The upper D, and lower a (E) boundaries of the
r^t-t K.Al(n,"O reaction cross-section uncertainty.
For the energy intervals (5.5 - 6.0) MeV and
(6.0 - 8.5) MeV the uncertainties are 15% and

5% respectively.

I

2

3

4

5

6

7

8

9

10

I
I

100
5

-13

-16

21

-3

-9

20

8

3

-9

2
2re;

100
33
39

-55

9

23

-51

-22

-9

23

3 :
3 :

100
47
-65

II

28

-61

-26

-10

27

4
2
fll

100
92
-15

-39

85

36

14

-38

5 :
3 :

J :

100
2
6

-14

-6

-2

6

6
2

100
16
-36

-15

- 6

16

7 : 8 : 9 1 0
3 : 2 : 2 3

J :f!27 : £"137

100
79

10034 u
10013 6 g

100-35 -15 -6 5

MeV % %

8.5 -
11 —
13.5 -
15.5 -
17.5 -

11
13.50
15.50
17.50
20.0

0.8
0.7
0.6
0.9
1.4

3.8
5.8
2.5
4.1
7.6

6. Comparison with the Results of Other Studies.
On the basis of the data given in E3J the ratios of the

Al(n, <»<1 ) and Û(n,f) reactions cross-srctions were calcula-
ted (Table 5). The ratio c'ne* / G'nf uncertainty is defined
by the uncertainties of measuring aluminum foils activity 2.5%,
the number of nuclei -^U - 2% and calculation of various
corrections £'\%. The total error is 3.4%. These data were not taken
into account when calculating the approximant parameters and are
utilized to control the results. In the energy range 8.5 - 10.5 MeV
the experimental data confirm both the (n, <* ) cross-section
value and the uncertainty evaluated (Pig. 3). The cross-section
trend is confirmed in the energy range 6.5 - 7.5 MeV, also (Pig. 1,
3). The situation is more vague for the erergis 7.5 - 8,5 MeV,
where the cross-section essentially fluctuates. The disagreement
of the experimental values with the recomended dapendence as well as
substantial spread of the data of different works are most likly
associated with the error of average energy detarmination in



Table
The Ratio of 27Al(n,oO and 238U(n,f)

Reaction Cross-Sections.
En , MeV

6.45
6.75
6.94
7.07
7.19
7.45
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IM
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I«
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IM

*n.
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0.29) 10~3

(1.121 0.04) 10~2

(1.76± 0.06) 10~2

(1.90+ 0.-06) 10~2

(2.29+
(2.58+

/i' / '

l \

i / V '
' E

/' |

' i'/'

'

0.07) 10~2

0.09) 10"2

\\ ,! * .T /-\r/ ; \ ' \ A -

U1 \// \it
tfV

Bn'MeV C'n.^nf
7.70 (3.42*0.11) 10~2

7.95 (4.13± 0.14) 10~2

8.50 (5.42+ e.18) 10~^
9.00 (6.79+ 0.23) 10~2

9.50 (8.32+ 0.28) 10"2

10.00 (9.23± 0.31) 10"2
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Comparison of the cross-section recommended in the
present work with experimental data and estimetas
of other studies. A ratio of cross-sections from
work ---. [tj and _._.— £"2J to the
present work results. • — a ratio of the
experimental data and the present work estimate.
The 27Al(n,£< ) reaction cross-section was obtained
from the data of Table 5 and the 238U(n,f) oross-
aection of work fl6J . In the energy range E < 8.5 MeV
The present work cross-section was averaged by the
energy spread of neutrons.

ut
us

: in
i /
| 4M
! w\
in

T7¥
/O 12 H IS /<

Pig. 4. A Ratio of Cross-Sections Recommended in flj
----- and [2] _._._
to the cross-section recommended present work.

experiments with poor resolution. The variation of energy about
P720 keV can results in 3% variation of the Al(n,o<) cross-section

in this energy range. In figure 4 the present work evaluation is
compared with the results of [1,2] . A good agreement of the
present work results and EHDP/B-V is observed. The agreement with
the results of work [1] within the errors determined in this
work is observed only in the vicinity of energy 14 MeV. The low
values of the cross-section in the energy range 8-12 MeV in
work C1] are not confirmed by the experimental data mentioned.

The 7Al(n,oO reaction cross-section was averaged with
neutrons spectrum £17J • The response function was

integrated in the energy range 5.5 - 20 MeV. The correction to
the average cross-section accounted for an energy interval from
the threshold to 5.5 MeV was determined from the ratio of
integrals for ranges (5.5 - 6) MeV and (6 - 6.5) MeV. The data
shown in the table 6, illustrate essential disagriments ietween
calculated and experimental values. A low cross-section on the
basis of the results of work [1] may well be due to the integral
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AI (n, öd) Reaction Cross-Section Averaged by
•*2Cf Spectrum. When calculating the errors
in present work the values D̂ "- were used.

: The sourse of information on

1.043 + 0.0341.059 + 0.0581.012 ~ 0.0291.006 7 0.022

present work, calculationL2J, calculation from C18Jpj, calculation from C183
Ç18J,experiment______________

experiments being taken into account by the authors of ["1] when
evaluating. This resulted in the reduction of the cross-section
in the energy range 8-11 MeV.

Conclusions and recemendations.

1. The analytical dependence of the 'Al(n,e/ ) reaction cross-
section has been constructed using rational expression (Fade-
approximation. The lower and upper boundaries of the approxi-
mant's error have been determined,

P72. When utilizing the 'Al(n,o< ) reaction cross-section as
standard one a non monotonous character of the cross-section
in the energy range 6-8.5 MeV and as high energies as possible
must be taken into account. Note, that cross-section fluctua-

P*7 *tions somewhat reduce the (Al(n,ol) reaction worth as a
standard.

3. An improvment of the accuracy of the evaluated cross-section
is possible only on the basis of the experiments with an
accuracy 1-2$ and energy resolution high enough (the total
energy spread .£100 KeV).
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NEUTRON-CAPTURE CROSS-SECTION MEASUREMENTS
FOR 197Au AND MSIn IN THE ENERGY REGION 2.0-7.7 MeV
USING THE ACTIVATION TECHNIQUE

P. ANDERSSON, R. ZORRO, I. BERGQVIST
Department of Physics,
University of Lund,
Lund, Sweden

The cross sections for the reactions 197Au(n,y)198Au and 115In(n,Y)116%
have been measured with the activation method in the energy range
2.0 - 7.7 MeV. The influence of background neutrons on the results has
been studied in considerable detail. The main problems are caused by
low-energy neutrons produced by charge-particle reactions (e.g. (p,n)
and (d,n) reactions) in the target material and secondary neutrons from
nonelastic reactions (e.g.(n,n') and (n,np) reactions) in the sample
and surrounding materials. Low-mass target-sample assemblies have been
constructed to reduce the influence of secondary neutrons. Methods to
correct for the background neutrons have been developed and applied to
the cross section results.
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ijj The measured capture cross sections are generally lower than previous
results. The deviation increases with increasing neutron energy for
both 197Au and 115In.

The present capture cross section results and data
for the reference reaction

E
(MeV)
2.03
2.26
2.54
2.68
2.93
3.17
3.42
3.68
3.69
3.86
3.93
4.06
4.13
4.18
4.21
4.36
4.46
4.50
4.56
4.61
4.73
4.87
4.90
5.03
5.24
5.27
5.35
5.42
5.58
5.85
5.90
6.25
6.43M
6.47
6.49
6.82
6.84
6.86
N

7.03
7,13•*
M

7.26
7.60
H

7.66
«t

115In(n.Y)U6mI

O
(rab)

133
109
89
60
47
39
33
26.3
-

22.4-
20.4
16-
17.3
15.5
13.2
10.3
9.8
10.5
9.7
10.1
10.2
6.9
7.3
8.5
7.0
6.6
7.3
5.9
5.6
5.0
3.7
4.3
4.2-
4.7
3.6
3.5 .
3.4
3.3
2.6
2.2
2.4
2.6
2.5
2.9
2.0
2.3

Ao

1311
9
4
3
3
3
2.0
-
1.7-
1.6
3-
1.4
1.2
2.0
1.0
1.7
1.6
1.4
1.7
1.9
1.4
1.0
1.0
0.9
1.4
1.1
0.8
0.9
0.9
0.5
0.6
0.5-
0.7
0.7
0.5
0.7
0.5
0.4
0.5
0.7
0.5
0.4
0.8
0.5
0.4

197Au(n,f)

a
tmb)

54
43
38
25.8
22.6
18.7
16.8-
15.2-
13.6—
11.8
12.0-
-
-
-

9.0
9.5-
9.3
-
-
7.5
8.4
-
-
7.0-
5.9
5.4
-
-
3.7
5.4
-
-
2.8-
—
2.7-
-
1.8
1.3-
-
—

19BAu

Ao

5
4
4
1.7
1.6
1.5
1.4-
1.1-
1.0-
1.6
1.0-
-
-
-
1.3
1.3-
1.5-
-
0.8
1.0-
-
O.B-
0.8
0.8-
-
0.7
0.6-
-
0.5-
-
0.6-
-
0.5
0.5
-
-
—

U5In<n,n')U5mI

0
(mb)

a)

269
287
337
343
348
M

341
336
328
329
327
320
325
H

321
M

320
322
318
320
348

ft

340
351
355
M

350
354
361
363
358
348

323
317
M

311

310
308
310

INFLUENCE OF TARGET-SCATTERED NEUTRONS
ON CROSS-SECTION MEASUREMENTS

H. LESIECKI, M. COSACK, B.R.L. SIEBERT
Physikalisch-Technische Bundesanstalt,
Braunschweig, Federal Republic of Germany

Abstract

Monoenergetic neutrons produced with accelerators are usually
accompanied by degraded and secondary neutrons which arise from
reactions of source neutrons in the material of the target
construction. A Monte Carlo code was written which takes into
account the kinematics and the angular source strength of the
neutron producing reaction and the interactions of the neutrons
with the material in the immediate vicinity of their production.
The calculation of the spectral distribution of the neutron fluence
is compared with the result of a time-of-flight measurement.

1. Introduction

Monoenergetic neutrons are frequently produced via nuclear
reactions using particle beams from accelerators. The target nuclei
are either confined in a gas cell or in solid layers which are
necessarily surrounded by some other material, i.e. the target
backing, the beam stop and the vacuum chamber. These materials, ir
particular, give rise to neutron scattering ''' or reactions
which often deteriorate fluence or cross section determinations^ '
(see also réf. 4 at this meeting). Recent international
intercomparisons of fluence measurements for monoenergetic fast
neutrons revealed this effect as the reason for considerable
errors . An investigation of neutron reactions from material
close to the target was therefore considered to be necessary.

a) Uncertainty 6-7%.



2. Monte Carlo Program

For the determination of the neutron fluence from perturbing
interactions in the immediate vicinity of the target, a Monte Carlo
code was written. The situation is similar to that met with a gas
target . Nevertheless, a different program had to be developed
in order to allow for the special geometry and the extended data
sets for the relevant materials.

The geometry calculated is a disc serving as the target backing
which is surrounded by a ring. The ring represents either the screw
cap for the target backing or the tube of the vacuum chamber. The
beam spot can be displaced from the centre of the disc and runs on
a circle to simulate the case of a wobbling target, fig. 1.

Different data sets are necessary' for the neutron-producing and the
neutron-induced reactions including the energy and angular
dependence of the cross sections. Data arrays for the most
frequently occurring materials were prepared as an input for the
program using the information from ENDF. The kinematics of the
neutron production and neutron reactions are calculated in suitable
subroutines.

The Monte Carlo code determines the spectral distribution of the
fluence at a particular point and the time-of-flight distribution
for the neutrons which were subject to an interaction. The
correspondence of the time-of-flight distribution and the spectral
distribution is generally not trivial, as the neutrons have
different path lengths before and after the interaction. The time-
of-flight distribution was therefore calculated for the evaluation
of the experiment.

Fig. 1 Target assembly
1. Tube of vacuum chamber
2. Mounting ring for the target backing
3. Target backing
1. Detector
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Several test calculations were performed with different geometries.
In the cases where simple analytical calculations were possible the
results were in good agreement. This makes us confident that the
Monte Carlo code works correctly and gives an adequate description
of the situation.

3. Time-of-Flight Measurements

A time-of-flight experiment was carried out with a lithium glass
scintillation detector measuring neutrons of an energy of 570 keV

7 Tfrom the Li(p,n) Be reaction. The flight path was 1.2 m and
the overall time resolution approximately 4 ns (FWHM). The target
was metallic lithium (mass per area 0.14 mg/cm ) on a tantalum
backing (thickness: 1 mm; diameter: 38 mm). The iron ring had a
length of 0.7 cm and a thickness of 0.4 cm. The spectral
distributions of the neutrons obtained by calculation and
measurement are given in fig. 2. The calculated spectrum was
multiplied by the energy-dependent cross section of the reaction of
Li(n,ct)T and provided with an appropriate energy resolution.
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Fig. ? Spectral distributions of the neutron fiuence * as determined by
a; Tict-of-flight ireasureraent
b! Honte Carlo calculation folded with an appropriate

energy resolution

Part of the difference of the curves near the main peak results
from an unsatisfactory time structure of the particle pulses from
the accelerator. In this region of the distribution an enhanced
background of room-scattered neutrons is usually observed. In
addition, the response of the lithium glass detector has a maximum
in this energy region because of a resonance of the neutron
scattering cross section in oxygen which is a constituent of the
glass cf the scintillator and the photomultiplier. There is
qualitative agreement of the two curves at lower energies. For the
détermination of the fluer.ce of neutrons scattered from the target

material into the detector the dependence of the detector response
on the neutron energy was assumed to follow the croc:- section of
Li(n,a)T. The fiuence cf scattered neutrons with fr.ersjies fron

200 keV to '100 keV yields 1.3 % of the fiuence at 5'<70 koV. The
target-scattered neutrons are mainly to be expected in this energy
range.

The energy and the fiuence cf the scattered neutrons itipcriu of
course on the peculiarity of the neutron-producing reaction. At
higher energies, not only the elastic but increasingly the
inelastic scattering and (n,2n) reactions have to be considered. As
the cross sections and detector responses generally increase with
decreasing neutron energy even small contributions cf .secondary
neutrons may cause considerable errors.

The influence of target-scattered neutrons may te deterir.ir.d
experimentally without their spectral distribution being known.
However, the reliability of measurements is improved cr tedious
experimental investigations can be avoided if the spectral
distribution of the 'monoenergetic ' neutron fluer.ce is calculated.

Monte Carlo calculations will therefore be performed for other
7 ̂sources of monoenergetic neutrons for the limited set of ISO '

energies.

In addition, we volunteered to calculate correction factors for an
r. learlier international intercomparison cf fluences .

References

1. H. Schölermann: Berechnung des Anteils von Streuneutronen an
verschiedenen MeSpiätzen. PT3 Report: PTB-ND-1 (1970)

2. H. Klein, H.J. Brede, B.R.L. Siebert: Energy and Angle
Straggling Effects in a D(d,n)-5Ke Neutron Source Using a Gas
Target. Nucl. Instr. and Meth. 193 (1982) 635 -



3. T.E. Ryves: Calculations or. the Scattering of keV Neutrons from
the ?Li(p,n)?Be Reaction in a Typical Target Assembly.
Journ. of Nucl. Energy 27 (1973) 365

b. P. Andersson, R. Zorro, I. Bergqvist: The Influence of Back-
ground Neutrons en (n,\) Activation Measurements in the Neutron
Energy Region 2.0 - 7.7 MeV. Contrib. to this meeting

5. H. Liskien: International Fluence-Rate Intercomparisons for
2.5 MeV and 5.0 MeV Neutrons. Metrologia 20 (1984) 55 - 59

6. H. Klein: Neutror. Production using Gas Targets. Ccntrib. to
this meeting

7. K. Cosack: Neutror. Energies Selectee by ISO for the Calibration
of Radiation Protection Instruments. Contrib. to this meeting

COMMENTS TO THE EVALUATION OF FAST NEUTRON
RADIATION CAPTURE BY 197Au GIVEN IN THE
BOOK OF STANDARD NUCLEAR DATA

V.A. TOLSTIKOV
Institute of Physics and Power Engineering,
Obninsk,
Union of Soviet Socialist Republics

Abstract

The experimental results obtained since 1975 with a use
of various methods of measurements are compared with each other
and with the evaluation of ENDF/B-Y. To check in the range
0.2 MeV é E ^ 4 MeV we have used a curve plotted through point

1QVdata for oniy Au on the basis of the IAEA nuclear standard
file. For E <0.2 MeV the evaraged data on the "Grucon" programme
have been used. A conclusion on the necessity of a new evalua-
tion is made.
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The book adopts the evaluation ENDF/B-Y as a standard. In
figure I the solid line shows the data in the neutron energy
range 0.195 - 4 MeV recommended by the authors of the work /1/.
The curve is plotted through the values tabulated in /1/.

Insufficiency and low reliability of accessible experimen-
tal data for E MeV would hardly enable us to consider the197Au (n,~f) reaction cross-section in this energy range as a
fairly satisfactory standard.

In an energy range < 200 keV <$ ny197Au data in
ENDF/B-Y file are represented in the following way. For an energy
range below 4.827 KeV they can be calculated by the resonance
parameters recommended in the evaluation. In an interval 4.827 -
200 KeV the data by Macklin et al /2/ are assumed as the evaluated
ones renormalized to the Li(n,oC) reaction cross-section value
of the same system of evaluated ENDF/B-Y data. To compare the data
by different authors the point-by point (obtained by averaging
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fie 1. 197Aii Radiative Capture Crogo-Sectiona la thé Energy range 0.001 - 4 KeV.
• - IPFE /5, 1983/ ; O - IPPE /6, 1980/; -1_ - ESDF/B-Y évaluation. .Grucon";

__ _ EKDÏ/B-Y for E_>0.2 MeVj "^_ - Kcnonov /3/: •> - Chelnokov / il , 12/-r

Q - BergqviBt /!/; A - Joly /9/; + - Oupta /B/; • - Maeklin /7/I.
- YaaaKuro A/; f i'1"1 - position, apln, parity of excited level» of 197.

as well) representation of the data by Maeklin et al being a
bulky data file, is considered unreasonable. To simplify the
comparison J. Korchagina and V. Sinitsa (IPPE) have averaged
the ENDP/B-Y data in the range < 200 ReV by the special "Grukon"
programme. The results of this averaging are shown in figure I
in the form of a stepped curve fitted to a smooth one. Averaging
has been carried out through intervals 100 eV in the range
0 - 1 keV; I keV - in the range 1 - 10 KeV; 2 keV - in the range
10 - 100 keV; 10 keV - in the range 100 - 200 KeV. The averaged
cross-section has been determined by the formula :dE

rEkJEn dE
where En and Ek - are
the begining and the end.
of the interval of averaging.

Here we should point out, that we consider in the energy range
below 200 KeV an Au - capture cross-section can also be a good
standard though under certain conditions regardless of its unsmoo-
thness i.e. its resonance structure. We mean measurements with a
well-known, rather broad spectrum of neutrons, with insignificant
neutron energy shifts not resulting in essential changes in an
averaged cross-section. For these measurements a spectrum-averaged
cross-section of Au may be a good standard, with an error insi-
guificantly worse than in the interval 0.1-1 KeV. This viewpoint
may well be confirmed by a good agreement of the data by Kononov
(TOP) /3/ and Yamamuro (TOP) /4/ with the EHDP/B-Y evaluation for
En< 200 KeV (i.e. finally, with the data by Kacklin /2/ forming
its basis).

We would rather suggest for the experimentors measuring cap-
ture cross-sections by the TOP method in a great amount of energy
points, to present their own data and averaged data through the
28-group of BNAB nuclear data both with and without correction
for the effects associated with resonance shielding especially
for En< 200 KeV. It is of great practical value for the analysis
and comparisones of the data.

The data from /3/ and /4/ together with the data of other
recent studies not used in the ENDP/B-Y evaluation are plotted in
figure 1 for the purpose of comparison. Here is a brief account
of these studies in a chronological order.

The studies by Chelnokov, Tolstikov, Stavissky et al /11,
12, 1976/. A method of moderation in lead. A resent discovery
of a certain shift in averaged neutron energy values and renorma-
lization at <?_ _, 1̂ B in /I/, is likely to improve the agreementHJJ^^of these data with EHDP/B-Y (with /2/, /3/, /4/, respectively).

The data by Maeklin et al /2/, 1975 and a private
communication, see /I/ and /7, 1979/ • A time-of-flight method.
The studies lask numerical data, they are given (in the averaged
form) in work /1/ with a short comments for EQ>0.2 MeV.Though
the data of work /2/ are the basis of the ENDF/B-Y evaluation
for En>0.2 MeV, in the region of "fitting" (0.1 - 0.2 MeV) the
evaluation (i.e. actually the data from work /2/) and the data
from work /7/ are in a poor agreement.



The Gupta's results/TOP, 8, 1978/ for 1.68 MeV agree with
Macklin's /7/, for 1.98 MeV are closer to ÏÏNDF/B-Y and for 2.44
MeV ~-105e over estimate ENDP/B-Y.

Cross-sections from the work by Joly et al /9.1979, TOP/
with the exception of a point for Ensr 0.94 KeV are in a perfect
agreement with ENDF/B-Y for EQ̂  2 MeV. Two values for Efl> 2 MeV
being in agreement with the tentative data of the unpublished
work by Bergqvist given in /1/ considerably underestimate
ENDF/B-Y (£30£).

The studies performed in IPPE /5, 1983/ and /6, 1980/
being close to methodical features should be considered together.
Let's note, that the tentative data on the measurements /6, 1980/
were presented at the 5th Kiev conference on neutronics in 1979.
The both studies have been carried out by an activation method
in regard to the n-p scattering cross-section and by proportional
hydrogeneous counters of different designs. The results of 1983
with the exception of two points in the area of -'170 fceV within
the uncertainties of measurements are very close to the ENDP/B-Y
evaluation. The latter are close to the time-of-flight experimen-
tal data by Kononov /3, 1980/ and Yamamuro /4, 1983/, almost
overlapped within one root-mean-square error. A ** "\5% oversti-
mation of the earlier measurements /6,1980/ from the ENDP/B-Y
evaluation at 700 KeV and 350 KeV are under investigation.

At the 1982 conference in Antwerp a work by a group of
authors - Chen Jang et al /10, 1982/ from INE'. AS of China was
presented. The study was carried out by the activation method
for En in the range 0,1 - 1.5 MeV, methodically it was very close
to the report /5, 1983/. Unfortunately, it lacked numerical data,
they were given in the form of a diagrams in the double logarith-
mic scale and compared to the ENDP/B-Y evaluation to which they
seemed to be very close.

And, finally, about the tentative data by Kononov /3, 1980/
and the work by Yamamuro /4,1983/. Both studies were carried out
by the TOP method, a neutron source in work /3/ was a Li-target
at the Pulsed Van-de-Graaff accelerator, and in work /4/ - the

149 linear electron accelerator with a photoneutron tarcet. In the

energy range 0.03 - 0.2 MeV the data of both studies are in a
good agreement. Certain disagreements are observed at the metho-
dical "edges" of the energy interval covered in work /3/.

Without going into more details we shall only note, that
the degree of correlation of the above-mentioned studies and
their agreement with the ENDP/B-Y evaluation (which in fact repre-
sents the data of "earlier" studies - before 1976) may be a
criterion of the degree of Au confidence level in the
corresponding energy intervals. For example, the agreement
between work /9/ by Joly and /1/ by Begqvist for En> 2 MeV may
well be the illustration of our early assumption that the data of
the studies being taken as a basis of the ENDF/B-Y evaluation
for En> 2 MeV to be slightly overestimated. This may be due to
the inadequate consideration of the scattered neutron background
in this energy region - the studies are carried out basically by
the activation method.

This facts demand a new evaluation of the °'AU capture
cross-section to bring it into line with the new experimental
data, some new measurement for E >1.5 MeV, a use of the most
correct and verified theoretical representations and approaches
for the evaluation in the region 3 MeV £ E ^ 14 KeV.
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REVIEW OF RECENT MEASUREMENTS OF THE
U-235 FISSION CROSS-SECTION AND FISSION FRAGMENT
ANGULAR DISTRIBUTION BETWEEN 0.1 AND 20 MeV
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Abstract

The data on the U-235 fission cross-section in the energy range
0.1 - 20 MeV published since the ENDF/B-V evaluation was performed are reviewed
and conclusions drawn on the present status and future work required. The data
on the fission fragment angular distribution over the same energy range obtained
in the past two years are also considered.
1. Introduction

The U-235 fission cross—section is a recommended standard over the energy
range 0.1 to 20 MeV. In WRENDA 83/84 there are requests for measurements to an
accuracy of ±1Z over the whole energy range. The main purpose of this review is
to consider the recent (i.e. post 1978 Harwell Conference on Neutron Physics and
Nuclear Data for Reactors and Other Applied Purposes) measurements of the
cross-section. Only limited attention will be paid to the fission fragment
angular distribution as it has recently been reviewed by Kapoor(l) and
uncertainties in the distribution only lead to small (~0.3%) errors in measured
cross-sections. Data below 100 keV will not be considered even though it is
recognised that the normalisation integrals of the cross-section between 7.8 and
11 eV and 100 eV and 1 keV are important for the normalisation of data above
100 keV. These integrals were surveyed by Wagemans and Deruytter at the IAEA
Consultants' Meeting at Smolenlce 2̂) and will be discussed by them at this
meeting.
2. Recent measurements of the fission cross-section

Table 1 lists measurements reported in detail since the Harwell Conference.
The results are plotted in Fig. 1 along with the ENDF/B-V evaluation which is
the recommended standard cross-section at this time. The most striking aspect
of the results is that below 5 MeV virtually all the new data lie below the
ENDF/B-V values. The scarcity of new data between 1.2 and 14 MeV is also
noticable although this situation will be rectified to some degree by
presentations to be made at this meeting. A third feature is that many new
measurements have used the time correlated associated particle (TCAP) technique.
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Table 1
Recent U-235(n.f) measurements
Reference
Zhagrov +
Proc. 1980 Kiev Conf., Vol. 3,
p.45
Cancë and Grenier
CEA-N-2194 (1981)

Wasson +
NSE 80, 282 (1982)

Wasson +
NSE 81, 196 (1982)

Li Jing-wen +
Antwerp Conf. EUR 8355, p.55
(1983)
Carlson + Behrens
Antwerp Conf. EUR 8355, p.456
(1983)
Mahdavi +
Antwerp Conf. EUR 8355, p.58
(1983)

Dushin +
Sov. At. En. 55, 656 (1983)

Comments
Fission fragment detection, solid state
detector, manganese bath, Van de Graaff,
absolute 120 keV.
Fission chamber back to back with
polyethylene foil for counter telescope,
flux at 2.5 MeV also measured with long
counter, absolute, Van de Graaff 2.5 and
4.45 MeV.
Fission chamber, time correlated associated
particle technique, absolute, Van de Graaff,
14.1 MeV.
Fission chamber, black neutron detector,
absolute, Van de Graaff, 0.2 - 1.2 MeV.
Also reports revised data from Wasson
ANL-76-90, p.183 (1976). Fission chamber,
hydrogen proportional counter, shape, linac,
5 to 700 keV, normalised through another
experiment to 7.8 - 11 eV.
Fission chamber, time correlated particle
technique, absolute measurement, Cockcroft-
Walton, 14.7 MeV.
Fission chamber, black neutron detector
0.3-3 MeV, linac, not completed at this
time (see below), absolute.
Counted fission fragments in track etch
films, flux from Fe-56(n,p) and Al-27(n,o)
reactions. Cockcroft-Walton accelerator,
14.63 MeV, measured fission fragment angular
distribution. Only recent 14 MeV
measurement not directly using TCAP method,
absolute.
Gathers together and analyses results of
measurements made by V. G. Khlopin Radium
Institute, Leningrad and Technical
University, Dresden which were done jointly.
This reference updates the results given by:
Adamov et al 79 Knoxville p.995 (1980)
ArIt et al 79 Knoxville p.990 (1980)
Arlt et al Kernenergie "i, 48 (1981)
Arlt et al Kernenergie 2^, 199 (1981)

Data measured at 2.6, 8.5, 14.0, 14.5 and
14.7 MeV using time correlated associated
particle technique, Cockcroft-Walton,
tandem, fission chamber, absolute.

Table 1 (continued)
Recent U-235(n,f) measurements
Reference

Arlt +
this meeting

Dias +
this meeting

Carlson +
this meeting
Ye Zhongyuan et al (1984)
private communication
(original publication
Yan Wuguang et al, Atom. En.
Sei. Techn., 2 (1975) 133)

Comments
Fission chamber, D(d,n)He-3 reaction, time
correlated associated particle technique,
tandem, 4.45 MeV, absolute.
Fission chamber, dual thin sclntillator,
linac, absolute, 1-6 MeV, preliminary data
only.
Fission chamber, black neutron detector,
0.3 - 3 MeV, linac, absolute.
Fission chamber, proton recoil proportional
counter, absolute, Van de Graaff, 0.5 and
1 MeV.

2-2
2 1
2-0

1-9
1-8

1-7
1-6

1-5

1-4

V3

1-2

1-1

1-0
0-9

ZH&OROV «t öl I1CK»
CANCE AND CREMIER I1981)
WASSON il « I19t2o)
WASSON «I 01 11912 b)
LUNG-WEN «t al I1963I
MAHDAVI tl at (19(3)
DUSHIN tl al 11913)
ARLT tl 11 I19B4I

YE ZHONOYUAN tld 119(1)
ENDF / BZ

lOOkeV 1MeV
Neutron energy

-j——i—i—i
10MeV

FIG. 1. POST 1978 MEASUREMENTS OF THE U-235 FISSION CROSS-SECTION



It can also be seen that results with this technique tend to give lower values
than obtained with other techniques. On the haî>is of the new results it would
appear to be reasonable that an eva lua t ion of the crobs-secticn might now reduce
the values below those of 'e,NDF/B-V around the minimum in the hundreds of keV
e^erg ' range and between ~2.5 and j MeV.

However, the U-23S fission cross-section, averaged over the Cf-252 f iss ion
neutron spectrun, has been measuied to high accuracy, the most recent
d a t a ^ 3 > 4 i j ) being shown in Table 2. The importance of this q u a n t i t y lies
in its insensitivity to tue knowledge of the Cf-252 fission neutron spectrum.
The cross-section average theiefore provides a useful constraint on the U-235
f i s s ion cross-section as a funct ion of energy, part icularly in the energy range
100 keV to 5 1eV which contains -92Z of the spect rum. The ENDF'B-V spectrum
averaged value is 1231 nb, vhich is in good agreement with the measurements and
therefore any changes to the ENDF/B-V values will necessarily be bmill in the
energy region which contributes most to the Cf-252 spectrum averaged value.

of the U-235 fission cross-seccion averaged over the Cf-252 fission

neutron spectrum

Authors

D a v i f and

Adamov ac

Beacon et

Cf-252 fission spectrum
averaged cross-section

(ab)

1215±22

1741+18

1 2 1 6 ± i 9
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3. Some connents on the present data hasp

ke hâve seen that since the Harwell Conference there have been ~!4 new
measurements. In the sarae period there have been at least 11 papers reviewing
the problem or discussing evaluations. It seems that there *.s no shortage of
people willing to advise now measurements should be improved but a shortage of
people and funding to enable no more thar a handfu l of good new measurements to
be performed.

I' April 1983 the IAEA held a Consultants ' Meeting on the U-235 Fast
NeuTon Fission Cross-section at Smolenice^^ and the conclusions and
rpcofflîsîendations reached there st i l l stand. It was concluded at the meeting that
the accuracies in Table 3 applied. It can be seen tha t , except at 14 MeV, the

±lî accuracy requested in WRENUA 83/84(6^ was lo t achieved except perhaps
at 14 MeV. (The ±12 accuracy at 14 MeV assumes that there are no serious
systematic errors in the TCAP method - this will be considered again later . )
Between April 1983 and this> meeting there have been no new measurements and
therefore these errors still apply today (unless ehe ENDF/B-VI evaluation has
s ign i f ican t ly changed uhera by making a simultaneous evaluation of the standard
cross-section data) .

Table 3

Uncer ta in t ies in U-235(n , f ) cross-section suggested by the IAEA Consultants '

Meeting at Smolenice* in April 1983 (see lAEA(NDS)-146)

En

(MeV)

0.1
1.0
3.0
5.0
8.0
13
14
15
20

Aanf

onf

U)

2-3
2-3
2-3
3-4
3-4
t>
1.0
2
6

*0re participant fel t that Che cross-section is known to 1-27. over much of the
energy range below 13 MeV.

It is now apparent that the fund ing available Cor nuclear data
measurements, part icularly those re la ted to fas»t reactors, is being or has been
significantly reduced. It is therefore appropriate to ask if the presently
achieved accuracy is su f f i c i en t or is there still a need for data accurate to
±1%' U-ZJ5 is pr imar i ly a s tandard for f iss ion cross-section measurements and
there are requests for b-238 and Pu-239 fission cross-sections to ±2%. It
fol lows the re fui t : that the U-235 f iss ion cross-section still needs to be known
more accurately and ±1% is a reasonable goal.

Can such an accuracy be achieved'
basically requires

A raeasureraent of the cross-s>ection

and

(1) ehe measurement of the number of fissions
(2) the as^d/ of the amount of f iss i le mater ial
(3) the measurement of the inc iden t neut ron f l u x .



154 ^^e assay of fissile material should not be a problem as Pocnitz and
Meadows^ ' ) have shown, by tntercoraparing the isasses of f i f t e e n U-235
fission fails obtained f rom seven laboratories, that the masses determined by
the laboratories agree Co within ±~0.3£. When the time correlated associated
particle technique is used, however, the areal density and non-uniformity of the
fission foil have to be determined as the cone of neutrons correlated wtth the
associated charged particles does not have uniform intensity and does not
i l luminate the whole fission foil . The errors due to these ef fec ts can be made
small (Wasson et al^°' give the errors in the fission cross-section as
±0«5S (areal density) and ±0.35! (deposit non-uniformity and neutron beam shape))
but it can be greater (Arlt er al(9 ' for example give the errors as ±0.93%
and ±0.72% respectively),

The measurement of the number of fissions can in principle be made
accurately though there can be significant errors due to the background, the
loss of fission fragments and the extrapolation of fission fragment pulse height
spectrum to zero bias. Further work requires to be done to understand the
science underlying these (see report of Smolenice meeting^) and the work
of Budtz-Jiirgensen and Knitter^")). However these errors - except that
aue to background - can be reduced by having thin fissile deposits but this
leads to other problems such as low count rate. The background is not p pi^blem
if a monoenergetic pulsed source or the time correlated associated particle
method are employed. When a white spectrum source is used the background error
can also ba made small though background determinations at high neutron energies
tend to be indirect and of a "hand waving" variety. There can also be problems
because the energy resolution functions of the fission detector and flux
measuring equipment are probably different and not well known. However, with
care all these errors can be made small enough so that the errors in fission
counting lead to cross-section errors that are significantly less than ~±1% (say
±0.7%).

It follows therefore that the accuracy of the measurement of neutron flux
is crucial and Kasst be ~±0.7% for a fission cross-section measurement to be made
to the required ±1% accuracy. The primary standard cross-section for neutron
f lux measurements in the 100 keV to 20 MeV energy range is H(n,n) and this is
known (ENDF/B-V) to ±0.7, ±0.9 and ±12 between 0.1 and 1, 1 and 14 a-nd 14 and
20 MeV respectively. There are additional errors of up to ±0.52 to allow for
the uncertainties in the angular distribution. It follows, therefore, that it
is not passible to œeasure f lux accurately enough using hydrogen as the
s tandard . (Below 1 MeV, where the cross-section is better known and angular
distribution effects are small, the reaction is more diff icul t to use). There
are niany other methods of measuring neutron flux* but in general these also do
not have the accuracy needed. Two methods which appear to be more suitable are
the "Black Detector" and the time correlated associated particle (TCAP)
technique. (The black detector can be used for spot point measurements and with
white spectrum sources while the TCAP method can only be used at spot points).

*Fot a full discussion of neutron flux measurements for white spectrum sources
see paper by Gayther at this meeting.

However, at the present time we doubt if either can be used to make f l u x
measurements accurate to îO.7% (we will r e tu rn to the TCAP accuracy later) . It
can therefore be concluded that if measurements of the U-235 f i ss ion
cross-section are required to ±1% improvements to the accuracy of f lux
measurements are need'"! and in part icular the accuracy of the H(n ,n)
cross-section needs to oe improved.

In principle 1% accuracy can be obtained by per forming a number of
independent lower accuracy measurements (4 at ±2% for instance). However,
because of correlations there is little value in producing more measurements of
the fas t fission cross-section of U-235 with accuracies in the range 2-3% or
worse using established techniques. However, this should not be interpreted as
an at tempt to s t i f le new and innovative techniques. On the contrary, new
methods, which may provide independent determinations, are to be encouraged even
if they produce accuracies in the 2-3% range.

There is a general belief that the TCAP method provides the most accurate
data and, indeed, there are a number of measurements in the 14 MeV region of the
U-235 fission cross-section, each done to about 2% accuracy, which are in good
agreement. The Smolenice meeting in 1983 recommended the use of the TCAP method
at as many energies as possible to establish accurate spot point values to which
good shape measurements can be normalised. While strongly endorsing this
conclusion, we feel that there is also a need to demonstrate conclusively that
the TCAP method is capable of producing the accuracies claimed and that there
are no unknown systematic errors. The question then arises as to what tests
have been, or need to be, carried out to demonstrate the reliability of the
method.

Two separate groups are known to have performed black, neutron detector
calibrations with the TCAP method and compared the results against calculations
of the black detector efficiency. An NB3 groupé**' carried out
measurements at 500, 700 and 880 keV, f inding agreement between measurement and
calculation at the 1.5% level. A similar measurement by Grenier^-^) gave
good agreement (~2K accuracy) with calculation at energies near 5 and 14 MeV.
However, these comparisons raise the question as to what is actually being
tested - the TCAP method or the black detector efficiency calculations. It
seems reasonable to believe that for "black detectors" which are nearly 100%
eff ic ient ( s a y , > 9 5 % ) , the calculations of the efficiency are likely to be
accurate as they are essentially independent of the nuclear data involved. In
this case, the comparisons should be a good test of the TCAP method. But where
the efficiency is significantly less than 100Z, the calculations must be more
suspect and the comparison should be viewed as a test of the calculations.

An alternative test of the TCAP method would be to use it to measure a
known cross-section and the only one with anything like sufficient accuracy is
the differential n-p scattering cross-section. Such a comparison was carred out
by Grenierd2) Dut to an accuracy of only 3?. It is suggested that
measurements of this type should be used to test the TCAP technique, although it
has to be recognised that the accuracy achievable cannot be better than the
knowledge of the differential n-p cross-section (~1%), and will probably be more
like 2% at best. Additionally, it may not be suf f ic ient for a test to be
carried out at one laboratory; it should be performed at each TCAP facility as
there are bound to be differences in the experimental arrangements. Not only is



there a need to assess such corrections as background and scattering effects,
count loss corrections due to dead-time effects must also be thoroughly
investigated and shown to be accurate. Only in this way will highly accurate,
dependable data be achieved.

In recent years, much emphasis has been placed on the full documentation of
experiments and the provision of covariance data, particularly for the most
accurate, and therefore, most important, data sets. One such set of data
resulted from a series of measurements by White^^^ in which the U-235
fission cross-section was measured at spot points in the range 40 keV to
14.1 MeV. Although these measurements were performed in the 1960's, they are
still of considerable importance in determining the evaluated cross-section. In
an effort to make the data even more valuable, White has recently provided a
breakdown of the errors and their correlations for the individual measurements.
This has enabled a full covariance matrix to be assembled, the result being
shown in Table 4. Many of the error components are totally correlated over all,
or almost all, of the measurements so that the correlation between the result at
one energy and that at another is generally fairly large, being ~0.5 for all
energies below 5.4 MeV.

Table 4

The variance-covariance matrix for the measurements of the U-235 fission
cross-section by White^13) at energies from 40 keV to 14.1 MeV
(In units of (%)2)
En
(keV)
40
67
127
160
207
312
404
505
1000
2250
5400
14100

40 67 127 160

8.46 4.04 3.81 3
8.46 3.81 3

6.46 3
6

.81

.81

.63

.46

207

3.81
3.81
3.63
3.63
6.46

312

3.81
3.81
3.63
3.63
3.63
6.46

404

3.81
3.81
3.63
3.63
3.63
3.63
6.46

505

3.81
3.81
3.63
3.63
3.63
3.63
3.63
6.46

1000

3.81
3.81
3.63
3.63
3.63
3.63
3.63
3.63
6.46

2250

3.81
3.81
3.63
3.63
3.63
3.63
3.63
3.63
3.63
7.60

5400

2.12
2.12
2.12
2.12
2.12
2.12
2.12
2.12
2.12
4.00
14.98

14100

2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
5.

12
12
12
12
12
12
12
12
12
12
12
16
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4. Fission fragment angular distributions

The U-235 fission fragment angular distribution data have recently been
reviewed by Kapoor'^. Since then the only new measurement is that of
Mahdavi et al^*) at 14.63 MeV though new data are to be presented at this
meeting by Straede et al. Mahdavf et al obtained a value of W(0°)/W(90°) of
1.426±0.024 which is higher than earlier measurements in the 14 MeV energy range
where the values were typically 1.3. However, this difference makes only small
changes (̂ 0.3%) to the measured fission cross-sections because virtually all
experiments collect fission fragments over a ÏTS. solid angle. The principal
exception is Mahdavi et al - if their measured anisotropy is incorrect and the
earlier value of 1.3 is used then their measured cross-section would have to
increase by roughly 2.57.. It is obviously desirable from a physics point of
view to confirm the angular distribution data of Mahdavi et al at ~14 MeV and to
improve the data at other energies. However, such improvements will do very
little to improve the accuracy of the vast majority of fission cross-section
measurements.
5. Conclusions

The U-235 fission cross-section measurements in the energy range 0.1 to
20 MeV have been reviewed by considering the new data reported since the 1978
Harwell Conference on Neutron Physics and Nuclear Data for Reactors and Other
Applied Purposes. The following main points arose from the review.

There are few new data and these tend to give lower values in the energy
regions around a few hundred keV and from 2.5 to 5 MeV. The measurements made
using the time correlated associated particle (TCAP) technique usually seem to
be lower than the values obtained by other methods. The revision of evaluations
downwards is however constrained by the accurate measurements of the fission
spectrum average cross—section. Though there have been few measurements there
are nearly an equal number of papers reviewing or evaluating the data. There
are too many people considering and advising what should be done but too few
doing measurements and improving techniques.

There was an IAEA Consultants' Meeting in Smolenice in April 1983 on the
U-235 Fast Neutron Fission Cross-section and the conclusions and recommendations
from that meeting still stand. The main ones were:

(1) Full documentation of measurements is always required.
(2) There is little value in repeating measurements with accuracies of

2-3% or worse using established techniques.

(3) One must pay particular attention to understanding the properties of
detectors and the corrections applied to them (the recent work of
Poenitz and Meadows on foil assay and Budtz-J^rgensen and Knitter on
the investigation of fission layers using the gridded ionization
chamber must be particularly commended).

(4) The best way to get more accurate values seems to be accurate
monoenergetic measurements combined with accurate shape measurements.

(5) The needed accuracy of ±1% has only been achieved near 14 MeV subject
to tests on the TCAP method (see Table 3).



jjjg Some consideration was given in this paper as to whether or not the ±1%
accuracy is still needed. It was concluded that it was but that it is unlikely
to be achieved unless there are improvements in the accuracy of measurement of
neutron flux and of the H(n,n) cross-section. Much reliance is being put on the
accuracy of the TCAP method but very few accurate tests of the method have been
performed. More are required and each system used for such measurements needs
to be tested.

The data on fission fragment angular distributions have changed little
since the review of Kapoor (1982). Uncertainties in the angular distribution
have little effect on the accuracy of fission cross-section measurements so
there is little incentive to make improved measurements.
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Abstract

New measurements of the U(n,f) cross-section relative to B(n,a) Li
have been performed in the neutron energy region from 0.02 eV up to 30 keV.
From these data, the fission integrals I

fl.OJo.i
fll
J7.

eV
8 eV and

0 keV, „ cr(E)dE have been calculated.keV f

These results are compared with the literature, and the present status of
the integrals I. and !„ is reviewed.

1. Introduction
235T.At the IAEA Consultants Meeting on the U Fast-Neutron Fission Cross-Secti<

(Smolenice, 1983), we reviewed some fission cross-section normalization pro-
blems . Especially, the U fission integrals I. = f''67,, <r,(E)dE and

flOOO fV J/.o ev t
J2 = JllOO V

were discussed. In the mean time, we performed a new
series of measurements at GELINA, superseding the preliminary data reported
at Smolenice. At ORNL an important new set of a -data were released .



In the present paper, the status of the integrals I. and'I. is reconsidered,
taking into account these new informations.

2. Experimental conditions
235The aim of the ongoing U(n,f) cross-section measurements at GELINA is two-

fold: (1) determine I. and !„ in one single experiment, directly normalized
in the thermal region (2) cover the neutron energy region from 0.02 eV
up to 30 keV in that same experiment, thus realizing a link between the abso-
lute measurements at thermal and in the keV-energy region.

To cover the large dynamic range needed for such an experiment, a 4 ns time-
coder with two million channels was used. Via an "accordéon" system, this
coder was linked to an Intertechnique Tridac multichannel analyser. In this
way, the U(n,f) and the neutron flux time-of-flight spectra were both re-
corded in 8192 channels with variable t.o.f. channel width taking into account
the varying resolution. GELINA was operated at a repetition frequency of
100 Hz and with a 14 ns pulse width.

A large cylindrical vacuum chamber(0 50 cm) was installed at a 8.2 m flight
path. A B layer was mounted back-to-back with a U layer in the center
of this chamber. The B(n,a + a ) and the U(n,f) fragments were detected
by two collinear 20 cm gold-silicon surface barrier detectors placed out-
side the neutron beam. The corresponding pulse-height spectra are shown in
fig. la and b. The background was determined using the black resonance tech-
nique.

This low detection geometry with the detectors outside the neutron beam was
one of the differences compared to the measurements reported at Smolenice ,
in which an almost 27r-geometry was used. In the present experiments, also the
neutron beam collimation was improved, and the permanent Al-background filter
was positioned about mid-way between the neutron source and the detectors.

For the measurements reported at Smolenice, the Al-filter was mounted much
closer to the detection chamber.
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(a) The ' B(n,o + a ) pulse height spectrum
235(b) The U(n,f)-fragments pulse height spectrum.



«rn The targets were both prepared by vacuum evaporation upon a 0.2 mm thick
I w o i n . 2 ? ^ 5Al disk. The thickness of the B-layer was 50 Mg/cm and that of the UF,-

2layer was 494 /^g/crn .

1000,

3. Results
3)The raw data were analysed in the same way as described previously . In

the present work however, the data were analysed once under the assumption
of a 1/v-shape for the B(n,a„+a ) cross-section, and a second time using
the ENDF-B V values for this cross-section. In both cases, the data were
normalized in the thermal region to the fission integral

fO.06239 eV
'0.0206 eVf°Jo <7f(E)dE - (19.26 jf 0.08) barn.eV

4)as determined by Deruytter et al. and corresponding to a thermal o -value
of 587.6 _+ 2.6 barn. The af (EX/E-data obtained in this way are shown in the
energy region below 1 eV, together with the absolute a (E)VE-values as de-4) itermined by Deruytter et al. (fig.2). Obviously, both data sets are in
good agreement. The c(E)-curves covering the energy region of the integrals
Ij and !„ are shown in fig. 3.
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From the present data, values I. = 246.1 barn.eV and I, •» 12.37 barn.keV 4. Discussion
10were calculated under the assumption of a 1/v-shape for the B(n,a.+ a )

„. , , _„_„ „ „ , , . . . T ,_ „, In Table 1 a comparison is made of the fission integrals I. and I- relativecross-section. With the ENDF-B V values for this cross-section, I. • 12.22 r 6 1 2
, . „ , . , _, . , , ,. . , to their thermal normalization values. Only measurements directly normalizedbarn.keV was obtained. These values supersede the preliminary results repor-

„ , . , ,^ ..,,,,,.,., . ,, in the thermal region were considered. For the I,/a "-ratio, the situationted at Smolenice (1), which probably suffered from neutron inscattering effects. If
is rather encouraging. If we consider all the data reported in this table, an

Table 1 : Comparison of the original values of the secondary normalization integrals I.(7.8 eV, 11 eV) and
I„(0.1 keV, 1 keV) relative to their thermal nor
normalized in the thermal region are considered.
I„(0.1 keV, 1 keV) relative to their thermal normalization values. Only measurements which were directly

Reference

Bowman et al. (5)
Deruytter & Wagemans (6)
Gwin et al. (7)
Czirr et al. (8)
Wagemans & Deruytter (3)
Gwin et al. (2)

This work

a ° (barn)

577.1
587.9
580.1
585.4
587.6
587.6

587.6

I((barn.eV)

246.7
240.2 â
234.6
244.7
246.2
248

246.1

1,/V (eV)

0.427
0.409
0.404
0.418
0.419
0.422

0.419

I2 (barn.keV)

11.79
11.54

12.44 c^
12.30 d^

12.37 c)
12.22 d)

I la ° feVIVf Vev;

20.32
19.71

21.17 c)

20.93 d)

21.05 °̂
20.80 d)

I2/I,

50.26
47.16

50.16
49.60

50.26
49.66

Average 0.417 20.44

(a) a recalculation by Leonard (9) yields I = 245 after renormalization to cr " » 587.6 barn
10(b) superseded by réf. 2; the ENDF-B III B(n,a)-values were used here

(c) data analysed under the assumption of a 1/v-shape for the B(n,o +a ) cross section10 u l(d) data analysed using the ENDF-B V values for the B(n,a +a ) cross section; these data were used for the calculation
of the average I,/o "-value.
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160 average I /a "-value of 0.417 is obtained, corresponding to I. 245 barn.eV
» 587.6 barn. If we cancel the earlier results of Gwin et al. (7),
e I /a "-value of 0.419 is obtained, corresponding to I. = 246.2
" 587.6 barn.

Table 2 : Comparison of the original values of the secondary normalization
integrals I, (7.8 eV, 11 eV) and I2(0.1 keV, 1 keV), including measu-
rements not directly normalized in the thermal region (marked with ar
asterisk).

In 1980, Bath (15) evaluated a I -value of 241.2 barn.eV relative to af° - 583.5
barn (i.e. I /a ° « 0.413). The inclusion of the more recent data indicates
that this I /a "-ratio is probably about 1% too low.

As far as the ratio l^/o " is concerned, only four measurements directly nor-
malized in the thermal region are available. Our present data are in perfect
agreement with the new results of Gwin et al. (2); both values are however
more than 5% higher than that reported by Czirr et al. (8).

To investigate this problem, five additional I.-measurements are considered
in Table 2. These measurements were not normalized in the thermal region,
but they cover the energy region of the integral I.. So the I2/I.-ratios can
be calculated. All this information is summarized in Table 2, together with
the reaction used for the neutron flux determination. Obviously, the I./I -
ratio obtained by Czirr et al. (8) is significantly lower than all other values
reported in this table. Moreover, all !„/! -ratios obtained relative to the
6 —— 10Li(n,a)-reaction are lower than any ratio obtained relative to B(n,a).
So the average I2/I -value for the measurements done relative to Li(n,a) is
more than 4% lower than the corresponding average for the measurements relative
to 10B(n,a) . This apparent correlation between the I./I -values and the neutron
flux monitor used needs to be further investigated, before the integral I.
can be safely used for normalization purposes.

5. Conclusions

For the integral I., the experimental data converge to a value of 246 barn.eV1
(estimated uncertainty : 2 barn.eV) with a 587.6 barn. For the integral
I-, the situation is not quite clear. Considering all data reported in Table 2,
an average value I, 12.20 barn.keV is obtained (also relative to o ° = 587.6
barn). Here however further efforts are required to investigate the influence
of the neutron flux monitor used. In this respect, additional measurements are
planned at CBNM.

(a)
(b)
(c)
(o)

Reference

De Saussure et al. (10)
Wagemans & Deruytter (11)

Wasson (12)
Moore et al. (13)*
Corvi (14)

Gwin et al. (7) b)
Czirr et al. (8)
Wagemans & Deruytter (3)

Gwin et al. (2)

This work

Average

I. (barn.

236.7
240.0

238.4
241.2
241.2

234.6
244.7
246.2

248

246.1

normalization value
superseded by réf. 2
data analysed under the assumption of a
data analysed using ENDF-B III (refs. 3,

eV) I2 (barn.keV)

12
a) ,2

12
a) (11
a) 1,
a) 1,

11
1 1
12
12
12
12

12
12

.30

.29 C)

.14 d>

.68)

.59

.88

.79

.54

.51 c)

.36 d)

.44 c)

.30 d>

.37 c>

.22 d>

1 /v-shape for the B(n
11) and ENDF-B V (réf.

12

51
51
50
(48
48
49

50
47
50
50
50
49

50
49

49
50
48

fll

.97

.20

.60

.99)

.05

.25

.26

.16

.81

.20

.16

.60

.26

.66

.57

.38

.36

I

B
B

Li
Li
Li

B
Li
B

B

B

B, I
B
Li

,a) cross sectii
2 and this worl

values for the B(n,a) cross section; these data were used for the calculatioi
of the average.
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NEUTRON ENERGIES FROM 0.3 TO 3 MeV
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Gaithersburg, Maryland,
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Abstract

Measurements of the 235U neutron fission cross section have been
made at the NBS linac neutron time-of-flight facility. The neutron
flux was measured with a Black Neutron Detector located at the 200 m
experimental station of this facility. The efficiency of this detector
has been calculated with a Monte Carlo program. Experimental measure-
ments of the efficiency using the associated particle technique have
verified the calculated values. The fission events were detected
with a well-characterized 235U fission ionization chamber located
69 m from the neutron producing target on the same beam line as the
Black Detector. The data were accumulated in a two-parameter (pulse
height vs time-of-flight) format on a million word disk. With this
data acquisition system biases could be chosen after the experiment
was completed. Extensive investigations of backgrounds and systematic
errors were made. The data have been grouped to statistical precisions
of ~ 1%. Total uncertainties are about 2%.

INTRODUCTION

The neutron standards program at the National Bureau of Standards has
focused much of its effort on measurements of the 235U neutron fission cross
section. The present work makes use of well-characterized fission and neutron
flux detectors to make absolute measurements of this cross section using a
linac neutron source. The objective of this work is to improve the accuracy
of this cross section and understand the systematic errors which so often
plague neutron cross section measurements.

EXPERIMENTAL DETAILS

Many of the experimental details for the present measurements have been
discussed at a recent conference1 so only a general outline of the experiment
with appropriate updates will be presented here.

The neutron flux was measured at the 200 m experimental station of the
NBS Neutron Time-of-Flight Facility with the NBS Black Neutron Detector.
The fission reaction rate was determined with a parallel plate ionization
fission chamber located 69 m from the target on the same beam line as the
Black Detector. The data for both detectors was obtained with a computer
based two parameter (pulse height and time-of-f 1 ight) data acquisition system.

The 235U mass in the fission chamber was determined2 relative to a well-
characterized NBS reference deposit by using fission counting in a thermalized
neutron beam. By measuring the mass in this manner, problems due to surface
conditions of the foils and uncertainty in the range of the fission fragments
are simplified. Corrections to the present measurements are made for fission
fragment absorption, but due to the mass determination method, only the change
in the absorption between the energy of interest and thermal is important.
For these measurements this change is very small. The uncertainty in the
absorption correction is contained within the 235U mass uncertainty.
Additional corrections for the fission chamber include the extrapolation to
zero pulse height of the fission chamber pulse height distribution, and
neutron scattering from the materials in the fission chamber.

The neutron beam was collimated so that the deposits in the fission
chamber could view the entire neutron target. The Black Detector was used
with a collimator (~ 1.2 cm diameter) which defined the beam size to
appreciably less than the size of the Black Detector reentrant hole. It was
found that conventional optical techniques for collimator alignment over the
great distance involved are not reliable even when the alignment is done at
night (with the beam tube windows removed) when apparent thermal equilibrium
has been obtained. The collimator was made by a company which produces gun
barrels which are "straight" to 0.002 cm in 60 cm. It was determined that the
collimator did not meet these specifications. The effective area of the
collimator as it was positioned for the neutron flux measurements was



accurately determined by taking x-ray radiographs with the film carefully
positioned near the collimator. The x-ray source for these exposures was the
bremsstrahlung obtained by using the same target and electron beam from the
linac as was used for the cross section measurements. By making the radio-
graphs in this manner, the measured effective area includes small penumbra
corrections which must be used for the neutron flux determination.
Radiographs were made with no filters and with 1/8 inch of uranium in the
beam. The results from these two types of measurements are in agreement. For
each film the optical density (which was converted to intensity) was
determined as a function of position with analog and digitizing scanning
microdensitometers. Both the length and optical density scales were
calibrated for each of the systems used. Good agreement was obtained for each
of the densitometers. The overall accuracy of the effective area determina-
tion AS ~ 0.2%.

The small size of the collimator was necessary in order to reduce the
counting rate in the Black Detector so that the dead-time correction factor
was less than 1.3. In order to maintain a near constant counting rate during
the data taking and thus reduce uncertainties in the dead-time correction, a
computer control system was employed which only allowed data accumulation when
the electron beam current was within a narrow range.

For both detectors the neutron energy scales were determined
realistically from the measured flight paths and gamma flash channels. For
the fission chamber, the gamma flash channel was obtained from 235U(y,f)
events from the high energy bremsstrahlung gamma rays. A small
difference between the energy scales of the two detectors was observed which
was attributed to a time difference in the fission chamber. The fission
chamber gamma flash channel was shifted to produce agreement between the
energy scales of the detectors, based on observed resonances in aluminum,
oxygen, and nitrogen.

Time dependent backgrounds for both detectors were reduced to negligible
levels. To eliminate background from neutrons that scatter from the Black
Detctor, data was accumulated in a one count per linac pulse mode, with a time
window for data acquisition which included the highest energy neutrons from
the target. With these conditions, neutrons which would have caused
background, produce a pulse in the Black Detector and stop the accumulation of

163 data for the remainder of that linac pulse. Thus the backgound event is not
recorded.

DATA ANALYSIS

The large amount of data obtained in this experiment was separated into
11 groups taken under the same experimental conditions. For each of these
groups consistency checks were made of the fission chamber and Black Detector
pulse height distributions as a function of neutron energy. The measured
Black Detector pulse height distributions were compared with Monte Carlo
calculations with a program originally developed by Poemtz3 and modified by
Meier and Wasson1* to include the Poisson statistics for the limited numbers of
photoelectrons as was suggested by Lamaze.5 This program has also been
recently improved by updating the cross section libraries used in the
calculations and making a few modifications. In addition to providing
information on the consistency of the various groups, which was excellent, the
comparison leads to determinations of the efficiency of the detector as a
function of neutron energy and pulse height bias channel. The measured shapes
of the pulse height distributions agree very well with the Monte-Carlo
calculations for neutron energies up to ~ 2 MeV. Above this energy, shape
differences between measurements and calculation appear which worsen with
higher neutron energies. The differences are not a result of saturation or
non-1 inearities in the electronics employed for the measurements. They may be
due to modelling problems in the calculations, and this raises questions
about the uncertainty in the efficiency at these higher neutron energies. A
measurement6 of the efficiency of the detector was therefore made at 2.3 MeV
using the time-correlated associated particle technique. The agreement
between the calculated and measured efficiencies is excellent. Based on this
agreement and the earlier efficiency measurements7 below 900 keV, it is
estimated that the uncertainty in the Black Detector efficiency is 1% or less
throughout the energy range of this experiment. The efficiency of the
detector at a bias of 0.3 times the peak pulse height channel was
parameterized and used in the analysis procedure.

Each of the groups of data was analyzed with comprehensive programs which

1. Dead-time correct the fission chamber and Black Detector data.
2. Make transmission corrections for the materials in the neutron

beam between the center of the fission chamber and the Black
Detector using ENDF/B-V cross sections.



3. Apply Gaussian smearing to the Black Detector data to make it have
the same time resolution as the fission chamber data.

4. Sort the fission chamber data with a constant bias channel. Then
corrects the data for extrapolation to zero pulse height channel,
fission fragment absorption and neutron scattering in the materials
in the fission chamber.

5. Sort the Black Detector data with a bias of 0.3 times the peak pulse
height channel. Then correct the data for efficiency.

6. Correct for ambient background for both the fission chamber and
Black Detector.

7. Form an equivalent energy mesh for the fission chamber and Black
Detector data.

8. Calculate the cross section for each energy channel from

- ££. A /FPBD\ 2BD N l FPFC J

where FC = the corrected fission chamber counts
BD = the corrected Black Detector counts
A = the area of the Black Detector collimator
N = the number of 235U atoms in the fission chamber

FPBD = the distance from the target to the end of the
Black Detector collimator

FPFC = the distance from the target to the center of the
fission chamber

The cross sections from each group were then combined to form the final
cross section results. The data have been grouped to a statistical precision
of 1%. The total uncertainty is about 2%. The components of the cross
section uncertainty include Black Detector efficiency (~ 1%), timing (~ 0.5%),
transmission correction (~ 0.3%), background (~0.1%), collimator area
(~ 0.2%), 235U mass which includes the fragment absorption uncertainty
(~ 1.2%), extrapolation to zero pulse height for the fission chamber (~0.4%),
statistical (1%), Slack Detector bias (-0.5%), flight path (0.02%), dead-
time correction (0.2%) and neutron scattering for the fission chamber (0.1%).

RESULTS AND COMPARISONS

In Fig, 1 the present measurements from 0.3 to 1.2 MeV are compared with
previous NBS measurements in this energy range. The Wasson (1976) data8 are
linac measurements made using a hydrogen gas proportional counter for the
neutron flux determination and are essentially uncorrelated with the present
data. The Wasson et_ _a_l_. (1982) measurements9 are the Van de Graaff data which
were obtained with the same fission chamber and Black Detector as was used for
the present measurements. Thus there are appreciable correlations between
these sets of measurements. There is generally good agreement among the
measurements throughout the entire energy range; however, the present data are
systematically somewhat lower than the previous measurements, particularly in
the central part of the energy range. All three data sets are lower than the
ENDF/B-V evaluation.

ENDF/B-V
WASSON (1976)

O WASSON (1982)
PRESENT MEASUREMENTS

200 400 600 800
NEUTRON ENERGY ( k e V

1000 1200

The present measurements of the 235U(n,f) cross section from 0.3-1.2 MeV
compared with the data of Wasson8 (1976) and Wasson et_ _al_. 9(1982). The
solid curve is the ENDF/B-V evaluation. The statistical and total
uncertainties are indicated for each result by the small and large error
bars, respectively.
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The present measurements of the 235U(n,f) cross section from 0.3-1.2 MeV
compared with the data of Poenitz10 '11 and Szabo and Marquette.12 The
sol id curve is the ENDF/B-V evaluation.

In Fig. 2 the present measurements are compared wi th the Van de Graaff
data of Poeni tz , 1 0 ' 1 1 and Szabo and Marquette12 for the energy interval from
0.3 to 1.2 MeV. The present results are lower than these earlier data except
in a few isolated regions, e.g., near 600 keV.

In Fig. 3 the present data are compared with those of Poenitz1 1 and Szabo
and Marquette12 for neutron energies from 1.2-3 MeV. Also shown is the shape
data of Carlson and Patrick13 which have been normalized to the present
absolute data over the interval from 1.5-2.5 MeV. The present measurements
agree wel l w i th the data sets shown. The shape data, as normalized here,
agree well with the Poenitz and Szabo data. The data sets shown here are
generally lower than the ENDF/B-V evaluation.
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The present measurements of the 235U(n,f) cross section from 1.2-3 MeV
compared with the data of Poenitz11 and Szabo and Marquette. 12 Also
shown in the shape data of Carlson and Patrick13 normalized to the
present measurements over the interval from 1.5-2.5 MeV. The solid curve
is the ENDF/B-V evaluation.

SUMMARY

Absolute measurements have been made of the 235U neutron fission cross
section for neutron energies from 0.3-3 MeV with statistical uncertainties of
1% and total uncertainties of about 2%. These data agree with some recent
measurements, and suggest that the 235U(n,f) ENDF/B-V cross section is too
large from 0.3-3 MeV.
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AEP MEASUREMENTS OF 23SU(n,f) AND 238U(n,f) CROSS-SECTION

HANRONG YUAN
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Abstract

235A series of AEP measurements of U fission cross
238section made since~1964 and some recent absolute U

fission cross section are discussed. The measurements
were made using the AEP Van de Graaff, Cockcroft-
Walton and heavy water moderator reactor. Five mea-
surements concern the thermal and resonance energy
range, the remainder are in the energy ranges 0.03-5.673SMeV and/or 14-18 MeV. On the whole the U data agree

9 *3Qwith the other available data and the new U absolute
data between 4 and 5.5 MeV are greater than the ENDF/
B-V evaluation and agree with JENDL-2.

As is known to all, the neutron-induced fission cross section
235of U is one of the most frequentely used nuclear standard

238reference data. The U fission cross section is frequentely
used as a reference standard too. They are also of significant
importance in reactor calculation. In consideration of the impor-
tance of these two fission cross sections in nuclear applications,
a series of measurements of these two fission cross sections have
been made at the Institute of Atomic Energy, Beijing (AEP). In
this paper the results of the various experiments performed at
the AEP Van de Graaff, Cockcroft-Walton and the heavy water
moderated reactor will be presented.

235The first absolute measurement of U fission cross section
for thermal neutrons was made at the AEP heavy water moderated

reactor . The J U fission cross section ratio relative to the
natural boron absorption cross section was measured using the

p^Cnuclear emulsions loaded JJ\} and natural boron separately. They
were irradiated simultaneously in the mono-energetic neutron
beam provided by the single crystal spectrometer. The absolute
value of the ^V thermal neutron fission cross section (582i9
barns) was obtained by making use of the known value of thermal
neutron absorption cross section of natural boron which was just
measured at the same laboratory . The experimental result is
slightly lower than that of the new evaluations (584.7±1.7 barns^
and 585.4+1.7 barns ), but it is in accordance with them within
the scope of experimental error.

A relative measurement of 235U fission cross section in the
thermal neutron energy region was also made at the AEP heavy
water moderated reactor . The measurement covered the energy
region from 0.01 to 1.6 eV neutron energy, and the mono-energetic
neutrons were provided by the single crystal spectrometer as well.
A gaseous scintillation fission chamber which was a cylinder 10 cm
in diameter and 10 cm in height and was filled with helium gas of
1.5 atmosphere was used for detecting fission fragments. A EF~
proportional counter was used for detecting neutrons. This experi-
ment relies on the thermal value for the cross section normali-
zation. On the basis of experimental data the resonance parameters
were analyzed by means of the multiple level formula given by
Peshbach et al . The results obtained are as follows: E~-1.38 eV,
<5f0f2~473 barn.eV2; EQ=0. 290+0. 006 eV, f =124+12 meV,
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barn.eV; EQ=1. 14+0. 04 eV, T=154±8 meV, 6fJ = \2. 9+0. 9
barn.eV. These data are in agreement with that given in BNL-325
(1973)7.

A shape measurement of U fission cross section in the neu-otron energy range from 0.04 to 100 eV was carried out also . A
mechanical selector installed beside the horizontal channel of the
heavy water moderated reactor was employed for this measurement.



158 The fission chamber used in this experiment employed 10 fission
foils arranged in parallel with each other and alternated with
the anodes. A BP, proportional counter was used as a neutron detec-
tor. The measurement was carried out in three neutron energy
regions, i.e. 0.04-1 eV, 0.6-10 eV and 4.5-100 eV. The results of
the ^'u fission cross section were roughly in accordance with
that of the other laboratories and the resonance parameters obtain-
ed were in agreement with that given by Ref.5.

The ratio of the U, -"u thermal fission cross sections was
Qalso measured using the single crystal spectrometer . The fission

chamber employed two fission foils in back to back geometry. The
3^U deposit mass determination was carried out by measuring the

alpha decay rate in a low solid angle equipment. The half life of
the ^^U used in this determination was (159300il600) years. Besid-
es the alpha decay rate measurement in a low solid angle equipment,
the •"U deposit mass was determined by weigh as well. Two samples
of 35y and one sample of -"U were used in this experiment. A
result of 0.9l6±0.0l8 was obtained for the fission cross section
ratio.

In order to investigate the fission cross section shapes of
the fissile nuclei, a relative energy dépendance of U,

fission cross sections and the ratio of these cross sections
in 0.02-0.30 eV neutron energy region were measured as well . The
shapes' of these cross sections were measured relative to the
Li(n,t) He reaction cross section simultaneously. In this experi-

ment a non-pedestal Au(Si) surface barrier type detector was used
for detecting the tritium particles. It was placed in the ioniza-
tion chamber behind the 2̂ U, 2̂ U, 2^9pu and o^i sampleSi '
results obtained were normalized to 585i2 barns^ for thermal

fissionneutron fission cross section of •"U. The results of
cross section in the neutron energy region from 0.02 to 0.1 eV
were in accordance with Langner and slight higher than Langner
in 0,1-0.3 eV region.

In the fast neutron energy region, a measurement of 35U fissior
cross section and the ratio of 2^U, 2^U fission cross sections
were made at the AEP Van de Graaff and Cockcroft-Walton accelera-
tors12. This measurement covered the neutron energy region from
0.03 to 5.6 MeV and from 14 to 18 MeV. The fission chamber employ-
ed two fission foils in back to back geometry. It was filled with
argon and 5 7. methane gases. The isotopic components were given
by three independent mass spectrographic analyses. The neutron
flux measurements at 0.5 and 1.0 MeV neutron energy were made by
means of the proton recoil proportional counter, and then the

233 23Sabsolute values of the U and U fission cross sections at
these two points were obtained. They were 1.962+0.098 barns and
1.964+0.098 barns for 233U, 1.148*0.056 barns and 1.243*0.063p o cbarns for "JU at the 0.5 and 1.0 MeV neutron energy respectively.

23SThe results of JU fission cross section at 0.5 and 1.0 MeV are
in agreement with the ENDF/B-V evaluation within the scopes of
experimental uncertainty. OOQ 235A measurement of the ratio of Pu, U fission cross section;
in the neutron energy regions from 0.3 to 5.6 MeV and from 14 to
18 MeV was also made at the AEP . The fission chamber used in
this experiment was similar to that of Ref.12. In order to shorten
the rising time and reduce the width of the ionization impulse,
the fission chamber was filled with methane gas of one atmosphere.
At the same time the fast electronic circuits was used. The results
of measurement are quite good in accordance with the CNDC evalu-
ations1^.

235The absolute measurement of JU fission cross section induced
by 14.7 MeV neutrons was begun at the time when 5% differences
existed in determination of this cross section in the 14 MeV neu-

.16-18tron energy region . This experiment was carried out simul-
239ttaneously with the measurement of Pu fission cross section

using the time correlated associated particle technique. Keutrons
with energy 14.7 MeV were produced by T(d,n) He reaction on the
600 kV Cockcroft-Walton accelerator at the AEP. The fission ioni-
zation chamber was a cylindrical one 10 cm in diameter and 5 cm
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in length, which was composed of two identical'halves. It was
also filled with methane gas of one atmosphere. The samples of
uranium and plutonium were electrodeposited on platinum backing.
Three methods were used to determine the quantity of uranium con-
tained in the samples: by direct weighing, by alpha counting in
a low solid angle equipment and by titration. For plutonium the
alpha counting technique and the constant current Coulomb method
were used. The nonuniformity of the deposited layers was tested
by alpha counting. From this experiment it was obtained that the
235 239U and Pu fission cross sections induced by 14.7 MeV neutrons
were 2.098±0.040 barns and 2.532±0.050 barns respectively. The
result of the U fission cross section measurement is shown in
Fig.l compared with other time correlated associated particle
measurements and ENDF/B-V. The agreement among these measurements
is excellent and they confirm the ENDF/B-V evaluation.
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235.Fig.l Comparison of the AEP value of
fission cross section with ENDF/B-V and some reported
values obtained by TCAP method in the 14 MeV range

» Li jingwen (1983)
• Wasson (1981)
o Arlt (1981)

A Adamov (1979)
o Cancë (1978)
— ENDF/B-V

•235In addition, a measurement of U fission cross section for
14.2 MeV neutrons is now being investigated using TCAP method at
the AEP. The experimental condition is similar to that of Ref.15,235only some new samples of U are used besides the older one. The
experimental data has been taken and analysis is nearly complete.
At the present state of the analysis the preliminary result indi-
cates value in good agreement with, that of the ENDF/B-V evaluation.

238
238As for the U fission cross section, a determination of the

U fission cross section in the 4.0-5.5 MeV neutron energy re-
22gion has been made at the AEP Van de Graaff . For this experiment

a proton recoil semiconductor detector telescope and fission ioni-
zation chamber placed back-to-back system were employed (as shown
in Fig.2). A piece of copper 0.15 mm in thickness mounted between
the fission foil and the hydrogen radiator isolated the proton
recoil telescope from the fission ionization chamber. The fission
ionization chamber was filled with 1 atm methane gas, while the

Fig. 2 Schematic diagram of the back-to-back detection system

1 fission ionization chamber,
3 diaphragm cylinder,
5 238U fission foil,
7 semiconductor detector,
9 micro-motor

2 proton recoil telescope
4 collecting electrode
6 polyethylene
8 stainless steel disc



170 proton recoil telescope was kept at 10" mm Hg vacuum. The semi-
conductor detector was a Au(Si) surface barrier detector witho700 mm sensitive area. To measure the background produced by
neutrons in the semiconductor detector a movable stainless steel
disc was mounted between the radiator and the semiconductor de-
tector. By a micro-motor the disc could be moved in or out of the
viewing field of the proton recoil telescope. The whole detector
system was 10 cm in diameter and 17 cm long.

238U3°8 fa*-1-*1 99.97. U abundance) was deposited onto platinum
backing 3.2 cm in diameter by electrodeposition. The amount of
the deposit was determined by residue weighing with an accuracy
better than 17». The hydrogen radiator was made of thin polyethy-
lene foil 2.9 cm in diameter. The impurity of the polyethylene
foil was less than 0.27». To measure the areal density of the polye-
thylene foil a 10 balance was used to measure the weight and an
optical microscope was used to measure the size of the foil to
0.003 cm accuracy. The error in the measured areal density of the
polyethylene foil was less than 1%. Three pieces of fission foil
and two pieces of polyethylene foil were used to obtain four dif-
ferent combinations. Corrections for fission detection efficiency,
fission layer self-absorption, neutron flux attenuation, neutron
scattering, effective diaphragms, n,p differential cross section
and the geometry factor were made for this experiment.

23SThe fission cross sections of U obtained in this experiment
for neutron energies 4,0 MeV, 4.5 MeV, 5.0 MeV, 5.5 MeV are
0.566+0.011 barns, 0.565+0.011 barns, 0.56210.011 barns and
0.553*0.014 barns respectively.

Fig.3 shows a typical fission fragment pulse height spectrum
measured in this experiment.

Fig.4 shows a recoil proton pulse height spectrum obtained with
5.0 MeV neutrons.

O o QFig.5 shows a comparison of the U fission cross sections
measured in this experiment with that of ENDF/B-V and JENDL-2
evaluations
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2 o oFig.5 Comparison of the AEP values of U
fission cross section with ENDF/B-V and
JENDL-2

As it can be seen in Fig.5 the AEP results show good agreement
with the JENDL-2 evaluation.

The gists of the AEP measurements of 235U and 238U fission
cross section are listed in Table 1.

Taking a view of the present status of experimental data of
235fast neutron-induced fission cross section of U, it appears to

be very good agreement among the modern measurements near the 14
235MeV energy region. It seems that the U fission cross section

value for 14 MeV neutron energy is well known ( 17= ) and could be
used for normalization of shape measurements. But except the data
around the 14 MeV point the experimental data in various energy
regions couldn't be achieved the accuracy requirements ( 1% ). In
some neutron energy regions especially in a few MeV neutron energy
region, the results of many measurements differ from each other by
more than the experimental uncertainties. Some of them differ by up
to 10% (see, for example, figures given in Ref.24, 25) while the
measurements claim accuracies in some cases of 2%. It is worth to

Table 1 Gists of the AEP Measurements of
2"U(n,f) and 2"U(n,f) cross section

Nuclei Quantity
2 >5U °f

23 SU Of

235u af

2)5U 3o£/5o£

Neutron energy Comments Accuracy Ref.

0.0253eV nucl
rel.

. emulsion 1.5% 1
to aa(p)

0. 016-1. 6eV scint. chamber 2.07, 5
norm.

0.04-100eV fiss
Ar.

0.0253eV fiss
Ar,

to °£-582±9b

. chamber 2-6% 8
5% C02

. chamber 9
57, CH„

back-to-back

23SU Of 0.02-0.3eV fiss. chamber 1.2-3% 10
semic. detector

23SU 0£

3o£/50f

rel.
norm. to

0.03-5.6MeV; fiss
14-18MeV Ar,

hydr

to V6Li)
5
0°»585±2b

. chamber 2. A- 2. 9% 12
5% CH%
.prop. counter

back-to-back

2Î5U 90f/5af 0.03-5.6MeV; fiss. chamber, CH, 2.0-2.6% 13
14-18MeV back-to-back

23SU

2)«U °f

14.7MeV

4.5-5.5MeV

fiss. chamber, CH, 1.9%
TCAP, TOF

15

fiss. chamber, C1IH 2 .6% 22
proton rec. tel.
back-to-back
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point out especially that the latest absolute cross section mea-
surements near 2.5 MeV carried out by different authors give
rather conflicting results and differ obviously from each other
(see Fig. 6). In other words, it is significant to make some
precision measurements in this energy region. As for the experi-
mental method, although one cannot rule out the possibility of
existing systematic error in use of time correlated associated
particle method, it might be the most desirable method at the
present time after all. In the light of specific conditions at the235AEP, a measurement of U fission cross section in the 2.5 MeV

neutron energy region with the TCAP technique is being taken into
consideration.

o o QAs for the U fission cross section, the conspicuous problem
is that of existing the scattered experimental data in the impor-
tant neutron energy region, the 14 MeV neutron energy region (see
Fig.7). It cause some confusions in the normalization of shape
measurements of this cross section. So it is of great value to

n O Qmeasure the U fission cross section in the 14 MeV neutron
energy region. This measurement is being taken into consideration
at the AEP as well.



References

1. Ye Chuntang et al., Atomic Energy Sei. Techn., 4, 349(1964).
2. Yuan Hanrong et al., Atomic Energy Sei. Techn., 2, 127(1964).
3. E.J.Axtou, European Appl. Kept.-Nucl. Sei. Techn., 5,

609(1984).
4. Yuan Hanrong, On Evaluation of Thermal Neutron Standard

Cross Section, 1983, to be published.
5. Yuan Hanrong et al., Chinese Atomic Energy, 11, 1038(1964).
6. H.Feshbach et al., Phys. Rev., 96, 448(1954).
7. S.F.Mughabghab et al., BNL-325, 3rd adition, Vol.1, 1973.
8. Yu Ansun et al., Atomic Energy Sei. Techn., 10, 1114(1964).
9. Jia Wenhai et al., Atomic Energy Sei. Techn., 1, 19(1975).
10. Zhou Huimin et al., Atomic Energy Sei. Techn., 2, 193(1977).
11. I.Langner et al., KFK-750 (1968).
12. Yan Wuguang et al., Atomic Energy Sei. Techn., 2, 133(1975).
13. Deng Xinlu et al., Atomic Energy Sei. Techn., 1, 12(1981).
14. Liu Jichai, hsj-75005(bp), 1976; hsj-77061(bp), 1978.
15. Li Jingwen et al., Chinese Nucl. Phys., 5, 45(1983).
16. P.H.White, J.Nucl. Energy, A/B 19, 325(1965).
17. J.B.Czirr et al., Nucl. Sei. Eng., 57, 18(1975).
18. M.Cancê et al., Nucl. Sei. Eng., 68, 197(1978)
19. V.M.Adamov et al., Proc. of the Int. Conf. on Nuclear Cross

Sections for Technology, Knoxville, 1979, NES Spec. Publ.
594, p.995, 1980.

20. R.Arlt et al., Kernenergie. 24, 48(1981).
21. O.A.Wasson et al., Nucl. Sei. Eng., 80, 282(1982).
22. Wu Jingxia et al., Chinese Nucl. Phys., 5, 158(1983).
23. Y.Kanda, Private communication, 1984,
24. V.G.Pronyaev et al., INDC (NDS)-146, 107, 1983.
25. M.R.Bhat, INDC(I4DS)-146, 119, 1983.
26. M.Varnagy et al., Proc. of the 5th all Union Conf. on

Neutron Physics, Kiev, 15-19 Sept. 1980, Vol.3, p.13.
27. S.Cierjacks et al., ANL-76-90, 94(1976).
28. M.S.Coates et al., NEANDC(UK)116 AL (1976).
29. P.H.White et al., J.Nucl. Energy, 21, 671(1967).

30. B.Adams et al., J.Nucl. Energy, 14. 85(1961).
31. C.A.Uttley et at., AERE NP/R 1996(1956).
32. D.M.Barton et al., Nucl. Sei. Eng., 60, 369(1976).
33. K.Kari, KFK-2673 (1978).
34. A.D.Carlson, Proc. of the Int. Conf. on Nuclear Data for Science

and Technology, Antwerp, Sept. 1982, p.456.
35. B.Leugers et al., ANL-76-90, p.246 (1976).
36. M.Cance1, CEA-N-2194 (1981).
37. R.Arlt et al., Proc. of the Int. Conf. on Nuclear Cross Sections

for Technology, Knoxville, 1979, NBS Spec. Publ. 594. p.990,
1980.
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Abstract

Following the recommendations of the IAEA Consultant's Meeting on the
235 235U Fast Neutron Fission Cross Section at Smoleni.ce 1983 the U fission
cross-section was measured absolutely at a neutron energy of (4.45 £ 0.20) MeV
using the time correlated associated particle method. Neutrons were produced
in the D(d,n) He reaction. Fission events were counted by a multi plate3fission chamber in coincidence with the He particles identified by a
silicon detector telescope.

235The measurements resulted in a value of (1.057 £ 0.022) b for the U
fission cross-section at a neutron energy of (4.45 £ 0.20) MeV.

Following the recommendations of the IAEA Consultant's Meeting in
235Sraolenice, 1983 [1], the U fission cross-section was measured absolutely

at (4.45 + 0.2) MeV neutron energy by means of the TCAP method. Employing an
experimental arrangement similar to our 8.4 MeV measurements [2-4] an accuracy
of 2.1 X was obtained. The measured value o = (1.057 £ 0.022) b is about
5% lower than the ENDF/B-V evaluation and supports the result of POENITZ 15].

Experimental Method

The principle of our TCAPM measurements is shown in fig. 1. An AP
detector registers the associated charged particles (AP) of the neutron
producing reaction within a fixed cone AJJ . the neutrons belonging to
the registered AP form a cone AQ which has to be intercapted completelyn
by the homogeneous fission foils placed inside an ionization fission chamber.
Under this condition the fission cross-section is given by the number N of
fission events registered in coincidence with an AP, divided by the number
N of counted associated particles and the number n of fissionable nuclei
per unit of area. The experimental set-up (fig. 2) is placed inside a 40 cm
in diameter vacuum chamber coupled to the ion guide of the 5 MV tandem Van de

* Amplitude
selected

Fast Fhxessng
of Spectrcstapc

Information

— lAPsignal 'l

APamphtude .1 ADC
•

Label
AP spectr v

/

I CAMAC - controlled by a KRS 4201
. minicomputer

Fig. 1: Principle scheme of the TUC/RIL fission cross-section
measurements
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Fie.. 2: Experimental set-up of the 4.45 MeV measurement

Graaff accelerator of the CINR Rossendorf (GDR). A 5 MeV deuteron beam is
focussed on a rotating deuterated polyethylene foil of about 1 rag/cm
thickness and generates neutrons by the D(d,n) He reaction. The beam
collimator determines the spot of neutron production and limits possible
drifts of the beam focus. The cone of registered associated He particles
is fixed by an aperture A.

Because of the relative broad energy distribution of the associated
hélions due to the target foil thickness and the effect of the cone aperture
on the reaction kinematics, the identification of the AP by single pulse hight

I'D spectrometry would cause a high portion of background events due to background

reaction products (especially alpha particles from the C (d,a) reaction)
and pile-up pulses of scattered douterons [6,7]. Therefore a telescope of two
completely depleted Si (SB) detectors was used together with a fast particle
identification system [8,9] based on a linear approximation of the BETHE-BLOCH
equation in small dynamic ranges. The basic ideas of the used electronic
system are described as follows:

i) A fast timing signal (STROBE) with ns resolution is obtained as a
fast coincidence of the pulses formed by constant fraction timing
(CFT) of the ÛE and E detector current pulses.

ii) Amplitude information of the AE and E channels is obtained by
integrating the clipped charge pulses using fast gated integrators
[10]. The STROBE signal starts the integration. Deuteron pulses
are suppressed by setting the CFT threshold in the ÛE channel high
enough . This leads to a strong reduction of the rate of events
which have to be processed.

iii) The total energy (E ) and particle amplitude (A ) signals
O rrepresenting linear sums of the AE and E amplitude signals with

different coefficients are formed by a fast particle identification
circuit (PI) which is a modified version of the circuit described in
[11]. Associated particles are selected by means of discriminator
thresholds in the E and A spectra. The A spectrum onlyg P Pcontains events with a total energy lying within the E window.

iv) The PI circuit represents a gate for the delayed STROBE signal. If
all threshold conditions are fulfilled and no pile-up is detected by
the fast integrators, the STROBE is allowed to pass the gate and
then represents the AP timing signal tAp containing the complete
AP information.

The minimum timing interval between t signals is given by the fixed
(~l)js) dead-time of the PI circuit. Counting losses due to this dead-time
influence only the total AP rate, but not the measured cross-section.
Therefore, no dead-time correction is necessary. AP counting rates up to



176 3000/s were obtained with the described system, using a AE detector of 9pm
thickness. The portion of background events was determined by replacing the
deuterated by a non-deuterated target foil of a comparable thickness [12].
The construction of the target support allows an exchange without opening the
vacuum chamber. Fig. 3 shows a typical A spectrum, the amount of alphas

3 ^registered within the He window is illustrated by hatching. Because of the
thinner AE detector the separation between He and He particles is not
as good as in the 8.4 MeV experiment [3]. Using a 13um thick AE detector,

12alpha particles from the C(d,a> reaction are stopped and do not reach
the E detector. Therefore, the background is much lower (fig. 4), but the
effective target foil thickness and consequently the AP counting rate are
reduced because of the minimum He energy which is necessary to pass the
detector.

10000

1000'

120 1*0

CHANNEL NUMBER

Fig.3: Particle anolitude spectrum obtained with a
9/̂ .mAE detector. The measured background spectrum
is normalized to the corrected alpha Deak.

Tab. 1 summarizes the main features of the neutron production and AP
detection system. Neutron cone profile and energy distribution of the in-cone
neutrons were calculated from the reaction kinematics considering

i) the deuteron energy loss within the target foil,
ii) the finite beam focus including drifts within the limits given by

the beam collimator,
iii) diameter and distance of the AP aperture,
iv) the energy- and angular dependence of the D(d,n) reaction

cross-section.

z=>o

100 150

CHANNEL NUMBER

200

Fig.4: Total energy spectrum" obtained with a 13ytun AE
detector. The measured background spectrum is
normalized.



The uncertainty of E (tab.l) includes a maximum possible deviation of
the telescope angle 4 relative to the beam axis (+ 1°) as well as theH6 *""
effect of the varying foil thickness. A five plate ionization fission chamber
filled with methane at a pressure of ~110 kPa was used to detect fission
events. Fission fragment energy loss spectrum and fission chamber timing
signal are obtained by stretching the fast current pulses to a length of
~lys [13] and by constant fraction timing (CFT), respectively <fig. 1).

Deuteron beam
Deuteron energy
Beam current
Beam collimator

Target foil
thickness
Angle relative to

beam axis
Rotation frequency

Detector telescope
Angle relative to

beam axis
Detector AE
Detector Er

Calculated neutron
Averaged energy En
Half width
Total width of the

ted neutron cone

5 MeV
< 400-600) nA
2 apertures with diameters of 3mm

deuterated polyethylene
<0.5-1.8) mg/cm2

the 6T = 52°
<2-4) Hz

the 4He = 38°
9yra / 13 urn Si(SB)
37 urn Si(SB)

enersv distribution
(4.45 + 0.20) MeV
0.23 MeV

calcula-
profile 8°

177

Tab.l: Main features of the experimental set-up

The CAMAC data acquisition system [14,15] is designed to collect all data
which are necessary to perform the corrections of the measured cross-section.
Coincident fission events are identified by a fast coincidence circuit and
labeled in both the coincidence timing and fission chamber spectra. The
particle amplitude spectrum A is monitored during the whole experiment and
labeled with the t signal. This allows a correct determination of the
4 3He background within the He window taking into account the effect of
target foil waste.

Measurements

Three independent measurements were carried out using the same
experimental set-up and the same set of fission foils, prepared at the Khlopin
Radium Institute (KRI) Leningrad by HF sputtering. The areal densities
(tab.2) were determined at the KRI by low geometry alpha counting and refer to
half-lives listed in tab.3. During the measurements, the neutron cone profile
was checked continuously by means of a scintillation detector operated in
coincidence with the AP detector, and the fission chamber was adjusted to the
maximum of the measured distribution. An experimental determination of the

Isotope

234U
235U
236U

Isotopic

0.00111
99.9972
0.0017

composition

i 0.00001
i 0.0003
+ 0.0003

Half-live

(2.446 i 0.007) 105 Y
(7.0381 + 0.0048) 108 Y
(2.391 + 0.018) 107 Y

[21]
[22]
[23]

Tab.2: Isotopic composition of the fission foils obtained by mass spectroraetry
236 234( U) and alpha spectroscopy ( U)

Position

1/F
2/B
3/F
4/B
5/F

Angular extent Areal

20.5° 445
18.6° 267
17.6° 401
16.2° 256
15.3° 403

0
2
0
7
8

density

+ 1
+ 0
+ 1
+ 0
i 1

.0 %

.75%

.0 %

.75%

.0 %

Inhomogen ity

1.0 %
0.8 %
0.2 %
1.0 %
0.7 %

Tab.3: Properties of the used fission foils. The angular extent results
from the diameter of the fissile layer ant it's distance from the
neutron source.
F - forward, B - backward geometry



cone "tail" down to 0.01% of the maximum value became possible using a stilben
scintillator and a n/f discrimination circuit [16] (fig.5). The coincidence
rate was corrected for random coincidences, and the effect of neutron
scattering at the vacuum chamber wall (0.3 cm stainless steel) could be taken
into account by performing a further cone profile measurement where a chamber
wall of the double thickness was simulated by an additional scatterer.

• MU.UES COBRCCTSO FOR
NEUTRON SCATTÎRIN4
AT THE VACUUM
CHAMBER WALL

65 70 75 10 95 90 95

NEUTRON ANGLE (OEGI

Fig. 5 Measured neutron cone proliles

During the first and the second measurement a 13um thick AE detector
was applied. Because of the low alpha background no particle amplitude
spectrum was generated in the second measurement, and the background
correction was determined using the total energy spectrum (fig. 4). The
energy scale was calibrated by means of thin Pu - Am - Cm alpha

By applying a thinner AE detector in the third measurement, the AP
counting rate was increased (tab.4). To determine the shape of the He
peak, particle spectra were recorded in coincidence with the neutrons
registered by the cone profile monitor.

Measurements

AE detector thickness
Average AP counting rate
AP background correction

AP/fission coincidence
time resolution

I II
Aug. 83 Febr. 84

13.2 vim 13.2 vim
1300/s 1500/s

0.10 X 0.57 %
+ 0.20 % + 0.25 %

3.5 ns 3 ns

III
March 84

9.25 vim
2100/s
3.89 t

t 1.00 %

6 na

Tab. 4: Experimental conditions averaged over the whole measuring time

This is important in the case of a 9 um AE detector, where the
normalization factor for the background spectrum has to be determined from the
undisturbed alpha peak of the particle amplitude spectrum.

Fission chamber and coincidence timing spectra of the second measurement
are shown as examples in fig. 6-7.

Result

For each measurement the ratio

ext'
exp AP

was determined. This value represents the number of coincident fissions,
corrected for random coincidences (N ) and the amount c ofre ext
fission chamber pulses lower than the CFT threshold, related to the number of
counted "true" associated hélions. Thereby the numbers N were obtained
from the coincidence timing spectra. The corrections c ^ were calculatedext
by linear extrapolation of the plateau region of the measured coincident
fission chamber spectra to pulse night zero (fig.6). The portions c. of
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Fig.6. Fission chamber spectrum of the second
measurement
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Fig 7. Coincidence timing soectrum of the second
measurement

Correction

Fissile layers
- Areal density
- Inhomogen ity

Fission chamber efficiency
- Extrapolation to
pulse high t zero

- Fragment absorption

Counting coincidences
- Statistics
- Random coincidences

AP counting
- Background

Neutron cone
- Neutron scattering
- Effective fission foil

thickness due to the cone
aperture

1 18%

2 00 t

1 40 %

2 32 %

0 25 %

0 05 %

Error
contribution

0 93 *
0 72 *

0 26%

0.85 %

1 26 %
0 17 %

0 67 %

0 40 %

0 05 %

Result <jf = (1 057 + 0 022) b 2 10 %

Tab 5 Summary of the error contributions and final result of the fission
cross-section measurement
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MEASUREMENTS
of the three independent

background events within the AP window were determined from the background
spectra, which were normalized to the background peaks of the AP spectra
recorded during the runs. In this way the ratio r includes all
corrections, which are obtained from the recorded spectra and may have
changing values due to the actual threshold settings and detector properties.
Fig. 8 shows the excellent agreement of the three independent measurements
within the error limits, given by the statistics of N. and N and the
uncertainties of the corrections. After summarizing the three measurements,
the final result (tab.S) was calculated from the equation

«xp
"t " (1 - c

1 + e
abs'

The correction c for fission fragment absorption within the
2 2fissile layers is based on a R = 7.5 mg/cm range [17], but a + 2 rag/cm

uncertainty due to the insufficient knowledge of an effective range
considering the realistic properties of the used fissile layers 118]. The
neutron scattering correction cgc was determined by means of a Monte-Carlo
simulation, taking into account the real experimental geometry [19]. The
correction CT considers the enlarged effective fission foil thickness due

to the cone aperture. It was obtained from the calculated two-dimensional
cone profile.

Further efforts will be directed to more precise measurements of the
areal densities of the fission foils.
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FISSION FRAGMENT MASS, KINETIC ENERGY AND ANGULAR
DISTRIBUTION FOR 235U(n,f) IN THE NEUTRON ENERGY RANGE
FROM THERMAL TO 6 MeV
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Geel

Abstract

A double Frisch gridded ionization chamber has been used for the
measurements. For both fission fragments the mass, kinetic energy and
emission angle is found. Data have been measured at different neutron
energies, En, ranging from thermal to 6.0 MeV in steps of C.5 MeV.
The measured angular anisotropies will be shown. A fit, based on sta-
tistical theory, to earl ,i er measurements of negative anisotropies for
En < 0.2 MeV will be discussed.
The measured total kinetic energy averaged over all fragment masses,
TKE (E ), shows a sudden decrease at E * 4.5 MeV in agreement with
earlier measurements. This sudden decrease can not be explained by the
measured change in the mass distribution^ The present data of TKE (E )
as function of mass-split reveal that TKE (E ) decreases with En for mass
splits around the 104/132 split as predicted by calculations of
B.D. Wilkins et al. It is also seen that TKE (En) increases with E
for the symmetric and the extreme asymmetric fissions. The very
structured mass distribution from approximately cold fragmentation will
be presented.

INTRODUCTION

181

Lately Frisch gridded ionization chambers have become widely used for measure-
ments of angular distributions and of kinetic energies of fission fragments.
A version of the Frisch gridded parallel plate ionization chamber has been
developed at CBNM, Geel, réf. 1. In the present experiment a double chamber



JJ2 has been used, Fig. 1. With this setup the detector has a large angular
efficiency (~ 4ir), and the detection efficiency is ~ 100 %. With the chamber
simultaneous values of fission fragment masses, kinetic energies and angular235distributions are found for neutron induced fission of U. The neutron
energy ranges from thermal to 6 MeV, and measurements are made in steps of
0.5 MeV.

235The angular distributions are important for the application of the U(n,f)
standard cross section and have been investigated in several previous
measurements, refs. 2, 6 - 13. Mostly, the angular distributions are
averaged over all fission fragment masses. In the present experiment the
angular distributions are found as function of both neutron energy and mass.
This experiment also gives data on the kinetic energy of the fragments as
function of mass and neutron energy. These data contain information
about the so-called cold fragmentation. When the total kinetic energy of a
fragment pair is close to the Q-value for the specific split, the fragments
are very close to their ground state and no prompt neutrons can be emitted.
The cold fragmentations occur only for 1 out of ~ 10 - 10 fissions. There-
fore the high efficiency of the detector is important, since it makes a
rather high countrate possible even with a thin U-sample where energy losses
of the fragments are kept small. For the thermal neutrons a countrate of
60 fiss/sec was reached and for the higher neutron energies ~ 2 fiss/sec
were measured.
The kinetic energy versus mass and neutron energy also give new information
about the sudden drop in TKE averaged over all masses that was found in réf.2.
This measurement is mainly aimed at the determination of the mass distri-
butions and the kinetic energies of the fission fragments as function of
incident neutron energy. Because of the nature of this meeting the present
paper concentrates more on the angular distribution data. The other data will
only be presented briefly here, and discussed .in more detail elsewhere.

EXPERIMENTAL APPARATUS

Neutrons with energies < 0.5 MeV were produced by the Li(p,n) Be reaction,
using a LiF target. Thermal neutrons were produced by thermalization in a
hydrogeneous moderator. For 1.0 MeV < E < 3.5 MeV the neutrons were produced
by the T(p,n) He reaction, using an occluded TiT target. For

4.0 MeV < Ep < 6,0 MeV the D(d,n) He'reaction was used. For
4.0 MeV < E < 5,5 MeV the target was an occluded TiD target, and finally
a deuterium gas target was used at 6 MeV. The protons and deuterons were
accelerated by the 7 MV Van de Graaff accelerator at CBNM. The energy spreads
of the neutrons were between 40 keV and 100 keV for E < 3.5 MeV and for
E = 6 MeV. For 4.0 MeV < Ep < 5.5 MeV the energy spreads were between 150 keV
and 250 keV.
The uranium sample is positioned at the center of the common cathode for the
two chamber-sides. The backing for the uranium sample constitutes the center
of the cathode. Therefore the backing must be conducting, and still so thin
that the fission fragments can penetrate it without serious straggling. The2backing was made of a gold layer of ~ 25 Mg/cm on a non-conducting poliimide

olayer of ~ 33 Mg/cm . The uranium sample was prepared by vacuum deposition of
UF,. The deposit was 2.8 cm in diameter and.45 jig/cm thick. The abundances235of different uranium isotopes in the UF, sample were U : 97.66 %,
234U : 1.67 %, 238U : 0.52 % and 235U : 0.15 %.
Fission fragments emitted in a direction perpendicular to the sample surface
would on average loose ~ 1.5 MeV in the UF, and ~ 2.5 MeV in the backing.
The chamber was constructed of 0.5 mm thick stainless steel with teflon
insulators. It was operated as a flow chamber (0.1 1/min) at 1 bar absolute
pressure. The dimensions of the ionization chamber are chosen so that the
fission fragments »re stopped between the cathode and the grids.

SIGNALS, PULSE HEIGHT DEFECT AND ELECTRONICS

The chamber and the electronic setup are shown in Fig. 1. The fission fragments
are stopped by the detector gas. In this process a number, N, of electron-
ion pairs are created along the track. The energy of a fragment and N are
related in the following way :

E = N- W + PHD
where W is the energy lost per electron-ion pair created. PHD is the so-called
pulse height defect. This defect is mainly caused by non-ionizing collisions
between the fragment and the nuclei in the gas. A measurement of the PHD for
an ionization chamber with 90 % Ar + 10 % CH4 gas has been made at the University
of Aarhus, Denmark in collaboration with CBNM, Geel, réf. 4,
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NEUTRONS

PA = Preamplifier Sp, = 90Q Splitter
WBA = Wide Band Amplifier Sp2 = 50Q Splitter
PPG = Precision Pulse Generator SA = Spectroscopy Amplifier

Fig. _!_._
lonization chamber and electronics setup.
PA : preamplifier, SP1 : splitter 93 n, SP2 : splitter 50 n,
WBA : wide band amplifier, SA : spectroscopy amplifier, PPG : precision
pulse generator.

These values have been used in the evaluation of the present data. The PHD is
~ 2.5 - 3.5 MeV for light fission fragments and ~ 5 - 6 MeV for heavy fission
fragments in a 90 % Ar + 10 % CH4 gas. This PHD is between 30 % and 40 %
smaller than the PHD for a Si detector. The anode and grid signals have been
discussed in réf. 1. The positive ions created along the ionization track move
with a velocity which is about 1000 times smaller than the electron drift
velocities. With appropriate timing filters in the electronic chains it is
therefore possible to get only the fast signals induced by the electrons
created along the track. As the electrons move from the grid to the anode a
charge, -Ne, is induced on the anode and picked up by the charge sensitive
preamplifier. The grid signal has a complicated asymmetrical bipolar shape

since a negative charge is induced as-the electrons move towards the grid,
and a positive charge, + Ne, is induced as the electrons move from the grid
to the anode. It is therefore very difficult to obtain the wanted pulse height
information with sufficient accuracy from this signal. However, by adding the
grid and anode signal, see Fig. 1, an unipolar simple shaped signal, created
as the electrons move towards the grid, is left. This signal is easy to treat
further. Let D be the grid-anode distance, X the position of the center of
electron charges along the ionized track measured from the start at the
cathode and & the emission angle of the fragment measured relative to the
normal of the chamber plates. Then it is easily seen, that the summed signal
is proportional to -Ne(l - X/D cos 0), and is, apart from the sign, equal to
the cathode signal described in réf. 3.
Apart from the PHD the anode signal is proportional to the fragment
kinetic energy, and cos © for the fragments can be found as shown in réf. 3.
A description of corrections for grid inefficiency and of appropriate
potentials for the detector plates are given in refs.3, 5.
Stability of the setup was checked by a precision pulse generator on all
four electronic chains throughout the experiments. Furthermore all measurements
with E > 0.5 MeV were regularly interrupted for measurements with thermal
neutrons. In this way the thermal values could be used as reference values
with respect to an absolute calibration, and stability of the chamber itself
would also be checked.
An absolute energy calibration was made using the a-particles from the
uranium target and assuming the energies of these a-particles to be well
known. It was further assumed that PHD for a-particles is zero.

RESULTS AND DISCUSSION

Only data for fragments with cos ®> 1/2 are used since straggling effects
become more important as the stopping in the uranium sample and backing
increases. In the evaluation of the angular distributions all data from
the whole cos 0 range are used.

In réf. 3 it has been shown how cos 0 values for fission fragments can be
found from the cathode signal in a single chamber. The same procedure is



used in ;he present experiment for the summed anode-grid signai.
The resolution in cos © is ~ 0.05. The cos © data are only corrected for
the center of mass motion by averaging the two cos © values for a fragment
pair. For the neutron energies used in this experiment this is sufficient.
In order to correct for distortions induced by target and backing and
other detector effects the final angular distributions were obtained by
dividing the distributions for E > 0.5 MeV by the thermal data. The nor-
malized data were fitted with even legendre polynomials. Good fits (based
on chi squared tests) were obtained using only PQ and P-, and only in
some cases small imorovements were obtained by including legendre poly-
nomials of higher order. Therefore all data were fitted with

W(8) = A + B cos2©
The results for the anisotropies, ^frgL - 1,averaged over all masses are
shown in Fig. 2. Data of refs. 2, 6 are also shown. Furthermore a fit,
réf. 7, to all existing data up to 1982 is shown. Overall good agreement
is found.

U FISSION FRAGMENT ANISOTROPY

• PRESENT DATA

o Meadows and Budtz-J»rgensen (1982)

A Musgrov» et al (1981 )

—— Kapoor (1982)

2 3
NEUTRON ENERGY [MeV]

Fig. 2
The *3&U(n,f) fragment angular anisotropy averaged over all mass splits.
Oref. 2, A réf. 6, —réf. 7, «present data.

The present experiment also gives thé angular distributions as function
of mass split. For most masses the anisotropies seem to deviate very
little from the average values, as far as the statistical uncertainties
allow to it to be seen. In Fig. 3 the anisotropies calculated for the average
angular distributions for the mass splits 98/138, 97/139, 96/140 and 97/141
are shown as an example. Only for the anisotropies found for the mass
splits 110/126, 109/127, 108/128 and 107/129 a systematic deviation from
the overall average is seen, Fig. 4. An explanation for this deviation
for 2.5 MeV < En < 5 MeV has not yet been found.
The data of refs. 2, 6, 8 - 13 show negative anisotropies at low neutron
energies, E = 0.1 - 0.2 MeV. In the present work theoretical calculations
based on statistical theory, refs. 14, 15, were made to investigate if it
was possible to reproduce the negative anisotropies. In the calculations
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Fig. 3
The U(n,f) fragment anisotropy of the angular distributions averaged
over the 138/98, 139/97, 140/96, 141/95 mass splits,« . These data
are compared to the average over all mass splits. =£=•
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it is assumed that the dis t r ibut ion of K is a gaussian centered around
K = 0. K is the projection of the total angular momentum, J, of the
compound nuc leus on the symmetry axis. If the only selection rules are
the ones imposed by the Clebsch-Gordon coefficients used in the ca lcu la t ions ,
it is found that the negative anisotropies can not be reproduced, see

o
Fig. 5. The K0 values indicated on the figure are the variances of the
K-distr ibutions.
The negative anisotropies can be reproduced either by assuming invariance
to the R operator with e igenvalue , r = + 1 or invariance to the S operator
with eigenvalue s = + 1, see ref. 16 . The R operation is a rotation of

180 degrees around an axis perpendicular to the symmetry axis. R invariance
with eigenvalue r = + 1 would mean that for K = 0 , f can have the values
j" = 0 — , 2 —, 4 -..., and for K > 0 there would be no restrictions on
J'. The S operator is equal to R-P, where P is the parity operator. The
S operation is therefore a reflection in a plane containing the symmetry
axis. S invariance would mean that for K = 0, J" could only have the values

1" and for K > 0 there would be no restrictions on
For E < 0,2 MeV only neutrons with angular momentum, £,equal to 0 or 1n . pßc
relative to the target nucleus, U, are of importance. The ground state
in U is a 7/2" state. Therefore R invariance with e igenvalue r = + 1



186 would mean J = 2 , 4- for K = O.and S invariance with eigenvalue s = + 1
would mean / = 2+, 3", 4+, for K = 0. For K > 0 the same states would be
possible in both cases. So for En < 0,2 MeV the only difference between the
two invariances is that in case of R invariance and K = 0 a <? = 4" state
is possible, where in case of S invariance and K = 0 a J* = 3" state is
possible instead. The anisotropies of fragments from fission through the
JK^ = 30" state and the JK*- = 40" state are almost the same. Furthermore
the probability for the JK* = 30" state in case of S invariance is almost
the same as for the Jfor = 40" state in case of R invariance. Therefore the two
invariances can not be distinguished for E < 0.2 MeV by a fit to the
experimental anisotropy data, but it seems necessary to assume one of the
two invariances to be able to fit the data.
S invariance would be in agreement with the suggestion of réf. 17, that the
nucleus at the saddle point would be pearshaped. In a review article
réf. 18, it is also mentioned that S invariance and lack of R invariance
might be expected for the nuclear shape at the outer barrier deformations.
In Fig. 6 the calculated anisotropies as function of neutron energy and
variance, K0, of the gaussian K distribution is shown for S invariance
with eigenvalue s = + 1. It is seen that the negative anisotropies, refs.
2,6, 8 - 13, can be reproduced.

In Fig. 7 the prenejtron emission mass distribution from 235U(n,f) is shown
for Ep = thermal and Fig. 8 shows the mass distribution for E =6 MeV.
For the evaluation of the preneutron masses, v(m) values from réf. 19 were
used for thermal incident neutrons. For E = 0.5 MeV and 5.5 MeV v(m) values
from réf. 20 were used. For the other neutron energies the v(m) values were
found by linear interpolation between the two data sets from réf. 20. Typical
fine structures in the mass distributions due to shell and pairing effects
are seen in Figs. 7 and 8. It is also clearly seen by comparison of Figs.
7 and 8 that the asymmetric mass yield peaks become broader with increasing
neutron energy. A clear change in the yield of the symmetric fissions is
also seen. It is found that the peak to valley ratio of the mass distributions
changes exponentially with En and follows P/V = 535 exp (-0.46- E [MeV].
Furthermore the variance of the asymmetric mass distributions follows
a2 « 30 + exp(C.45-En [MeV]).
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Experimental data, as in Fig. 5.
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f ragmen tati on
In Fig. 9 the preneutron emission average kinetic energy, KE, as function of
fragment mass is shown for thermal neutrons. A blow up of the structure in
KE for the light fragments is also shown in the inset. There are clear peaks
around mass 86, mass 90 - 92, mass 96 and mass 102. These peaks-are well
understood as results of shell and pairing effects.
In Figs. 10 and 11 is shown how the mass distribution for the light
fragments changes with selected kinetic energies. The data are from thermal
neutron induced fission. The energies are indicated on the figures. Each

window covers KE ± 0.5 MeV. As the window is raised the available energy
for excitation of the fragments decreases and the cold fragmentation situa-
tion is approached. As expected the peaks in the mass yield occur for the
same masses as the peaks in KE on Fig. 9 . The mass distribution changes
significantly with shifts of the KE window. The solid lines in Fig.10
show data from measurements at the mass-spectrometer LOHENGRIN, réf. 21.
Since the mass resolution of LOHENGRIN is ~ 0.2 amu, it is believed from
this comparison that the resolution of the relatively simple ionization
chamber is not worse than ~ 3 amu.
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Total kinetic energy as function of En and mass-split

The changes in the average TKE values as function of E are shown in Fig. 12.
The present data are compared to data of refs. 2, 20. The data of réf. 20
were given as absolute values, and in Fig. 12 they are plotted relative to
the absolute TKE value for thermal neutrons found in this experiment,
170.6 + 1.0 MeV. A general shift between the data of réf. 20 and the present
data is probably caused by differences in the absolute calibration.
The sudden decrease in TRET for Ep * 4.5 MeV, that was reported in réf. 2,
is confirmed. These two data sets also indicate TKE" values ~ 0.2 MeV
higher than the thermal values for En < 2 MeV. In Fig.13 it is seen that
the changes in the mass distribution with E have very little effect on TKE,
and that the changes mainly come from changes in TKE for the different
mass splits. In Fig.14 it is shown how the TKE changes as function of neutron
energy and mass split for En = 2.5 MeV, 4.5 MeV and 5.5 MeV. It is seen

how the kinetic energy increases for the symmetric and extreme asymmetric
fissions, and how a drastic decrease in TKE occurs around the 102/134
mass split. Smaller decreases are also found around the 96/140 and the
91/145 split. Structure is also seen around the 86/150 split. These
changes in TKE with neutron energy might be explained within the scission
point model of r.ef. 22. In this model .the changes in TKE are explained by

changes in the deformation of the fragments at the scission point - larger
deformations give smaller coulomb repulsion and thereby smaller total kinetic
energy. The model predicts changes in the deformations that qualitatively
would explain the measured shift in kinetic energy for the symmetric, the
96/140 and the 102/134 mass splits.
Furthermore it seems that the structure in the TKE changes are coupled to
mass splits close to the 86/150, 90/146 - 92/144, 96/140 and 102/134 splits.
The same masses give structure in the mass distribution, the cold frag-
mentation and the kinetic energy.
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Fig. 13. __
Changes in TKE as function of En for U(n,f). The changes in TKE caused
by changes in the mass distribution and in the kinetic energy for the diffe-
rent mass splits are separated.
=f=- present data with statistical uncertainty band, the measured data,
Ochanges in TKE caused by changes in the mass distribution.
• changes in TKE caused by changes in the kinetic energy for the different

mass splits.
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THE 238U FISSION CROSS-SECTION, THRESHOLD TO 20 MeV

Y. KANDA
Department of Energy Conversion Engineering,
Kyushu University,
Kasuga, Fukuoka,
Japan

Abstract

It has been discussed what accuracies are achieved in the
recommended reference data for the ̂ U fission cross section. The
new experimental data reported since 1977 as well as the
discussion at the Argonne meeting in 1976 have been taken into
account However, it is not necessary to revise largerly the
early conclusion In the region from threshold to 10 MeV the
recommended cross sections are as accurate as a few percent, and
above 10 MeV the difference of the experimental data is as large
as 10 % of the values It should be emphasized to users that the
recommended data and their uncertainties are not directly
measured but estimated as the most probable values from existing
experimental data

1 Introduction
In the course of developments in nuclear reactors, neutron

cross sections have always been one of the most basic quantity
At a stage where development of thermal reactors was main task,
the cross sections in the neutron energy region in eV and low keV
were interested in Necessity of the cross sections in the keV
and MeV regions has arisen in accordance with the development in
fast reactor design and fusion reactor technology Naturally, the
standard reference cross sections in these energy regions are in
demand The fission cross section of ^U is recommended as a
nuclear data standards for nuclear measurements."
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An important meeting on the fission cross section of 238U as
well as those of ̂ U , ̂ U and ̂ Pu was held at Argonne National
Laboratory in 19762> . Majority of the experiments which should be
referred to in discussion on the 238U fission cross section was
presented there. Since the Argonne meeting, review papers on the
^U fission cross section were reported by Cierjacks3' at
National Bureau of Standard in 1977, by Patrick4' at Harwell in
1968, and by de Saussure and Smith5' at Antwerp in 1982
Cierjacks discussed the aspects of using the fission cross
section of ^Np and 238U as possible standards in the MeV region
and suggested the experiments to achieve an ultimate accuracy of
2 % with measurements employing 237Np or ̂ U as secondary
standards Patrick reviewed the fission cross sections of five
transactinide isotopes including ^U between 100 keV and 20 MeV
De Saussure and Smith discussed the interaction of 1 eV to 20 MeV
neutron with 238U with emphasis on recently resolved and remaining
issue relevant to both application and physical understanding

In this report, the experimental data published since the
Argonne meeting are compared with the recommended reference data
for the ̂ U fission cross section There are not so many as the
number of the data presented in the Argonne meeting The
uncertainty achieved in the measurement is compared with that of
the demand in application. The meaning of the recommended data
and their uncertainties are discussed on application in reactor
simulation measurements

2 Status of Experimental Data
A greater number of the experimental data to be referred in

the discussion of the ̂ U fission cross section had been
published until the Argonne meeting They are studied in detail
and discussed on the uncertainty achieved in the experimental
data Since the meeting a few measurements are reported and they
do not materially affect the conclusion at that time Figs 1 , 2
and 3 show the data of the ̂ U fission cross section and ratio
measurements reported since 1977. The experiments reported in the
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Argonne meeting are not shown here, even if they appear as the
reports in jounals since 1977.

Osterhage et al.6) The main aim of the experiment was to
observe the shape of the 238U fission cross sections in the energy
range from 0.3 to 12.5 MeV. They used a gas scintillation counter
to detect fission events. The 238U/235U fission ratio were measured
and normalized using the ^U fission data evaluated by Sowerby et
al.7'

Fursov et al.8) The 238U/235U fission ratio was measured
using two back-to-back ionization chamber in the range between 1
and 7 MeV. The shape measurement was normalized to the absolute
ratio obtained in this experiment.

Blons et al.^ The report has not been available. It was
described by Cierjacks3' that the experiment was carried out by
the Saclay LINAC.

Arlt et al.I0) They measured an absolute cross section by an
associated particle method at 14.7 MeV.

Adamov et al.11) They measured an absolute cross section by
an associated particle method at 14.7 MeY.

Varnagy et al .12i The 238U/235U fission ratio was measured
using two solid-state nuclear track detecters and a fission
chamber. The neutron energies were between 13.5 and 14.8 MeV
using a Cockcroft-Walton accelerator.

Wu et al.13) The 238U fission cross section was measured as
ratios to the H scattering cross sections in the energy range
from 4.0 to 5.5 MeV. The fission events were detected with a
fission chamber and the recoiled protons were measured with a
semiconductor detector. Both 238U sample and H sample were set
back-to-back. The neutron source was D(d,n) reaction using an
electrostatic accelerator.

K. Kanda et al .u) The ̂ U/235!] fission ratio was measured
using a back-to-back fission chamber in the energy range between
1.52 MeV and 15.01 MeV. The neutrons were produced by 3H(p,n)
reaction using a Dynamitron and by 3H(d,n) reaction using a
Cockcroft-Walton accelerator.
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Fig. 4 Fission cross section of 23BU. Experimental data reported since 1977.
See text. D : Blons et al.

Two experiments on the 238U fission cross section in MeV
region reported in the Kiev Conference15' in 1983 are found in the
list of CINDA 84.16) Information on them is not available yet.

In these data, Osterhage et al's result disagree
significantly with the prior data. This is excluded in the
present discussion, because they have large errors Blons et al's
data are also excluded in the quantitative discussion, because
their aim is a measurement of the fluctuation in the excitation
curve.

3. Comparison of the Reference Data with Experimental Data
The experimental results reported since 1977 agree well with

the previous data and evaluations Therefore, it is not necessary
at the present time to revise the conclusion at the Argonne
meeting2' It was described that a large number of experiments on
238U/235U fission ratio can be brought into what some would
consider excellent agreement in the energy region from threshold
to 10 MeV after energy scale changes and after adjustments for
possible mass changes, and an evaluation could achieve better
than +2% accuracy. For the 235U fission cross section, it was
generally agreed that between 1 and 8 MeV there is no measure
controversy regarding the evaluated curve with a ±3 %
uncertainty The experimental data for the ̂ U fission reported
since 1977 are shown in Fig.5 Although there are new data which
are not, strictly speaking, in the band of ±3% uncertainty, the
agreement reached at the Argonne meeting can be regarded to be
available A simple estimation based on both uncertainties of the
238U/235U fission ratio and of the 235U fission cross section bears
that the uncertainty of the 23aU fission cross section is expected
in an evaluation to be below 4 % between 1 and 10 MeV This
approximately agree with the uncertainties given for the
recommended reference data in the IAEA publication" , those
values are ploted in Fig 9 . The uncertainties for the reference
data locally are better than 4%

The total errors given in the cross section measurement of
Wu et al 13) and in the ratio measurement of Fursov et al 8) in
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Fig. 5 Fission cross section of -I5U. Experimental data reported since 1977.

the energy range from 2 to 6 MeV are less than 2.6 % and
approximately 2%, respectively. The two data sets agree well with
the JENDL-2I7) data rather than the recommended reference data" .
In this energy range, the differences between the two data are
2 % for the ̂ U fission cross section and 3 % for the ̂U/̂ U
fission ratio in each magnitude. Since the number of data points
and data sets are sparse, it can not be determined in the present
which evaluation is correct. However, such comparison should be
made in order to obtain the reference data having the uncertainty
less than 2%.

The 238U fission cross section curve has two plateaus between
2 and 12 MeV, and is expected as the most possible cross section
standard in this region which is important in fusion technology.
In the second plateau from 7 to 12 MeV, new measurements have not
reported since 1977. The status of the experimental and evaluated
data in this region is as same as or slightly wronger than that
in the energy range between 2 and 6 MeV.

As the cross section measured by the associated particle
method is independent of the other cross section, it is an
excellent absolute measurement method. Available experimental
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data measured by this method are shown in Fig 6 The weighted
mean at 14 0 MeV to which every value are reduced along the
recommended reference data is 1 126 ±0 008 b (07%) The error
of the weighted mean is much smaller than the uncertainty of the
recommended reference data at 14 0 MeV Both cross section values
agree very well, the recommended one is 1 120 b Since in this
region of the neutron energy the cross section curve has a
gradient of 0 1 b/MeV, the error in determination of the neutron
energy in the associated particle method contribute greatly to
the uncertainty of the cross section value The recommendation on
the energy measurements in the Argonne meeting 2> is not applied
in this method It was that measurement in the MeV range should
include are check on the energy of the 2 07 MeV carbon resonance
to confirm the accuracy of MeV energy scales In order to obtain
1 % accuracy for the cross section at the 14 MeV, the uncertainty
for the energy should be less than 50 keV which is one third of
the available experiments

Above 10 MeV the new data have not become available except
two 14 MeV data since 1977 Therefore, the discrepancy in this
energy region indicated at the Argonne meeting25 and in the
report of Cierjacks3' remains to be a question There are two
groups in the 22&\]/235\i fission ratio data in this energy region
The one group having larger values is cyclotron measurements
using gas scintillators and the another of lower values is linac
measurement using ion chambers The difference between both
groups increase to 10 % at 20 MeV It is difficult to assess this
problem on the basis of the data at 14 MeV because the difference
is too small to discriminate them at this energy

Fluctuations in the 238U fission excitation function were
discussed in Cierjacks report3' referring to Blons et al s
measurement91 between 0 5 and 2 9 MeV shown in Fig 4 Although
the data can be obtained from the NEA data bank, the detailed
documentation of their experiment is not published In this
energy region, Fursov et al s measurement8' was reported in 1978
As seen in Fig 3, the fluctuations are not found in their
experiment Since the energy resolution of both data are very
different, it is difficult to discuss strictly on this problem
The data of Fursov et al agree well with those of Behrens and
Carlson 18) in this region, shown in Fig 7 If the observed
fluctuation are real, it remain to be an important problem
concerning about the use of the 238U fission cross section as the
reference data

In the review of de Saussure and Smith 5) , it is described
that the in the energy region just above 2 MeV the recommended
reference data19' , are 4-5 % smaller than Difilippo et al s
data20' The feature that the reference data are smaller than the
recent experimental data can be seen in Figs 3 7 and 8
comparing the reference data with the experiment of Fursov et
al 8) , Difilippo et al 20> and Behrens and Carlson18' ,
respectively Therefore, it is better to increase the recommended
value of the ̂ U/235!] ratio by 2-3% If this is done with fixed
235i'U fission data, the value of the 238, fission are increased and
resulted in rather better agreement with the experiments The
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revise including this problem should be left to the réévaluation
programs working in few places

4 Confirmation of Achievement on Uncertainty
Availability of the recommended reference data and their

uncertainties has been discussed in detail comparing with the
recent experimental data Although the parts of them should be
slightly revised, they are sufficiently valid in the present
time The next problem is whether the uncertainty given for the
data fully meet the demands in application This can be simply
and plainly shown by comparing the uncertainties given to the
reference data with those demanding in WRENDA 83/8420 It is
presented in Fig 9 The demands in WRENDA 83/84 are listed with
comments describing their basis However, in the present
discussion, the reasons of the demand are not taken into account
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Fig, 9 Comparisons of the uncertainty of the recommended reference data for the238U fission section with the uncertainty requested in KRENDA

In the energy region between 1.5 and 15 MeV, the demands are
roughly filled, particularly near 2. MeV the severest demand is
satisfied Since improvement of the uncertainties in
réévaluations are expected as described in the last section,
achievement enough to practical users is probably reached in
those works However, it is natural that the uncertainty of the
reference data must be as small as possible and endeavor to
improve the uncertainty of the 238U fission cross section must be
continued

In addition to supplying the accurate reference data it
should be suggested what experimental conditions have to be
satisfied in the measurement using the 238U fission as the
standard. The reliable measurements are conducted applying the
highly developed experimental technique and the carefully
computed corrections. The high accuracy oriented evaluation is
performed adjusting the experimental data under the attentive

consideration and studying the experimental condition. The
nuclear data standards for nuclear measurements are recommended
through these process. Such an ideal experimental condition and
data processing is not always satisfied in the measurement of
neutron flux using the ̂ U fission cross section as a monitor.
Especially, when they are used in the experiments not of the
nuclear data measurements but of the reactor simulation
measurements, systematic errors in the latter are probably larger
than those in the former because of limited conditions in their
proper experiment. The recommendation given in the report of the
working group of the Argonne meeting2' is useful for the nuclear
data experimenters. A counterpart to it should be prepared for
the user except the nuclear data experimenter
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NEUTRON-INDUCED FISSION CROSS-SECTION
OF 238U IN THE SECOND PLATE REGION

A.A. GOVERDOVSKIJ
Institute of Physics and Power Engineering,
Obninsk,
Union of Soviet Socialist Republics

238.. ,8Fission cross-section of '-'"U ( C^ ) is used often
in the capacity of the standard in the threshold neutron-
induced cross-section measurements ( (n,a);(n,2n) ) from
4 to 10 MeV. Therefore the precision requirements of 6%1 T
are highly hard- 1-2$ . There are two groups of the nuc-«-8lear data about O» : 1) data of the workes, which we-t 26re performed at the electrostatic generators ; 2) data
of the TOF-experiments at the pulse opirated LINAC orCyc-
lotrons . The majority of the experimental information
is available in the form of fission-cross-section ratios
relative to the U fission cross-section, therefore the

is consist inmost part of the total uncertainty of
the two values determination: a) fission fragments detec-
tion efficiency; b) nuclear ratio of the samples. To de-

2 3S 2 38termine the relation of nuclei numbers U and J U in
the samples a method of isotope impurities or " threshold
method " was emploed in the works ' .In addition to
that, the alfa-spectrometry analysis of the samples was
emploed (the first group ' ) with the purpose of the no
rmalizing procedure reliability rising.

Second group works have a deficiency row- low fis-7sion fragments detection efficiency1; lack of independent
Qnormalizing procedure . Statistical and total uncertai-

ties of the second group data are greater than the first.
However, there is a few-percent (1.5-2.5$) tendency for
the ENDF-B/5 deduced values to be systematically lower
than the observatious of much of the energy range from
5 to 10 MeV for the first group data (fig. a) and to be in



good agreement with the second group data (fig.b).
Recomendation- the evaluation should be redone from 4
to 10 MeV, including all first group experimental in-
formation more attentively.

10 E, MeV

R8 R8~ K5 i ~ 5 ENDP-B/5

• - 2 , P- 3 , M- 4 , N- 5 , C- 6 ,
K - 7 , H- 8 , D- 9 , B- 10.
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Abstract
The fission cross sections of 235U , 238U , O7Np and ̂ Pu are

large in MeV region The two of the formers have already been
recommended as the reference data and extensively used as the
nuclear data standards and the neutron spectrum monitors The
accuracy of the evaluated fission cross sections of these
nuclides has been studied comparing the cross sections and cross
section ratios of available evaluation files The ratios of the
fission cross sections of the three nuclides to that of the 235U
agree well in the evaluation files but the agreement of the
ratios to the fission cross section of ^U is insufficient It is
because the number of the experiments for the former ratios is
much larger than that of the latter The measurements for the
fission cross section ratios of the pairs in the three nuclides
expect 2r>U are desired

1 Introduction
Requirements for an ideal standard reaction for nuclear data

measurement in MeV region to be supplied in general are
adequately described in ref 1 Briefly summarizing, the cross
sections of the reactions should be large, be accurately known,
and smoothly vary, a good sample and a suitable detector should
be preparable, they should be threshold reactions Besides,
recent development in fast reactor design and fusion reactor
technology demands precise standards for neutron spectrum
monitors as well as such standards for nuclear data measurement

The requirements for both standards are similar In the present
time, there are not any reactions meeting completely these
requirements Therefore, possible reactions used as the standard
in the MeV region should be searched for in extensive kinds of
reactions On this point of view, fission cross sections of
actinides have been investigated because their values in MeV
region are much larger than those of any kinds of reaction cross
sections and development of fission detectors have been enough to
measure fission events with high efficiency

Available experimental data of the fission for the isotopes
of the actinides have generally surveyed Those of 235U , ̂ U , ̂ Np
and 239Pu are selected as the possible candidates for the
standards Main reasons rejecting the other isotopes are that
their cross section curves have a noticeable structure, for
example 233Th, and that experimental data are scarce, scatter in
wide band or distribute apart in few groups the fission cross
sections of 235U and 238U have been already registered in a list of
the standard 2) Cierjacks" demonstrated the availability of 237Np
as the standard for the MeV range as well as 238U but suggested
additional measurements proposing in detail experimental
conditions In view of the standard cross section in MeV region
and the neutron spectrum monitor, a threshold characteristic of
excitaion function of the 238U and 237Np is greatly important,
since large fission cross sections of the 235U and 230Pu in ev and
keV region can result in an undesirable contribution from even
small admixture of slow neutrons Therefore, the 239Pu fission
cross section which has neither the threshold characteristic nor
highly accurate data has not been considered a possible standard
However, in order to utilize effectively the large cross sections
as the standard references, the four fission cross sections
determined consistently should be used Therefore, in the present
work, it is proposed that the four fission cross sections must be
discussed taking account of their correlation in the experimental
data



201

2 Experimental Data
Major data for the 235U fission cross sections have been

measured intending to obtain absolute values The H(n,n) cross
section is used predominantly in the 238U measurements The former
is recognized as the most reliable standard reference The three
residual fission cross sections have been usually measured as the
relative values to that of the 235U Of course, if these ratio
data are inverted, they are the relative value of the ̂ U fission
cross section to the others Experimenters and evaluators have
been, however, understood that they are the ratio data to the 235U
fission cross section This inclination has come from some
reasons The fission cross section of the ̂ U as a fuel in
reactors is predominantly important in nuclear technology They
are very large in energy ranges of fission neutrons and
slowing-down neutrons of them As a great number of available
measurements scatter contrary to our expectation, experimenters
wish to challenge for precise measurement On the other hand,
recent developments in fast breeding reactor design have turned
the interest in accurate neutron data to substantial extent
towards the neutron cross sections for the ̂ U as a fissile, the
^Pu as a fuel, and the 237Np as a neutron dosimeter To meet the
demands, many measurements on them has recently performed On
experimental technique, an application of neutron sources using
high energy accelerators made it possible in the MeV region to
measure precisely the magnitude and shape of the fission cross
sections

An important meeting3' on the fission cross sections of 233U,
235U , 238U and 2J9Pu was held at Argonne in 1976 The 237Np fission
cross section was not included the experimental data newly
presented in this meeting and old data were studied in detail to
summarize what accuracy was achieved for every fission cross
section For example, it was shown for 235U that between 1 and 8
MeV there was no major controversy regarding the evaluated curve
with a ±3 % uncertainty

As an object of the present work is not a review of the
experiments, the measured data are not systematically shown but
selectively presented They are shown in Fig 1-5

3 Evaluated Data
Evaluated data can be regarded as the most probable values

estimated and recommended from the experimental data available at
the time They may not coincide with the others, even if every
evaluator has the rightly same data set in his hand The
evaluated values depend on the experiments and the estimation
method adopted by the evaluator Features of the experimental
data naturally affect the evaluated results It belongs to the
evaluator which experimental data sets are selected from
disagreeing groups It is expected, however, that they should
converge to the definite values within the uncertainties given to
the evaluated results Therefore, a comparison of the available
evaluated data forms a good judgment on accomplishing a current
object In Figs 1-5, the comparisons of the four fission data in
the five evaluation data, JENDL-25' , ENDF/B-V6) , ENDL 827) ,
KEDAK-48) , and UKNDL-19819' are shown In the present work,
correlations between the experimental data and the evaluated data
in the individual evaluations are not discussed, since our object
are not in a critical review of the evaluations but in the
comparison of their values

3 1 235U fission cross section
Figs 6 and 7 show the comparisons of the five evaluation

data and the ratios of the four data to the ENDF/B-V data for the
235U fission cross section, respectively The differences in the
five data are approximately ±7% including the UKNDL If it is
rejected, the remains agree with each other in below, ±4 % over
the MeV regions The agreement in the 235U data is the best in
four sets
3 2 238U fission cross section

Discussions on the 238U data are in detail presented in
another report in this meeting The differences of the data sets
are below ±6 % including the UKNDL and below ±4 % not including
it between 2 and 15 MeV These are comparable with the values in
the 235U data They are found in Figs 8 and 9 The similar
comparisons in the ratio data to the 23°U fission cross section
are shown in Figs 10 and 11 The disagreement of these data are ±3
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Fig 10 Comparison of the five Z3BU / 235U fission ratio in the five
evaluated data

3 3 237Np fission cross section
In Fig 12, the five evaluated data for the 237Np fission

cross section are compared Between 0 8 and 10 MeV, they agree
veil Below 0 8 MeV near the threshold and above 10 MeV,
disagreement among the five data are recognized The latter come
from the two experimental groups The difference of the evaluated
data is ±6 % between 0 6 and 10 MeV This is shown in Fig 13 as
the ratios of the data to the ENDF/B-V data In Figs 14 and 15,
the ratios to the 235U data are presented In these figures, the
differences of about ±10^ including UKNDL and ±3% not including
it between 0 6 and 10 MeV are seen
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3 4 239Pu f i s s ion cross section
As seen in Fig 16, the f ive eva lua ted data extended

r e f l ec t ing a wide
Fig 17 shows the

d i s t r i b u t i o n in the exper iments above 10 MeV
ra t io of the eva lua ted cross sections to those

of the ENDF/B-V data Below 10 MeV the f i v e da ta agree w i t h each
other i n ± 1 5 ? « and
±3 % The r a t i o of
data are presented

Z En ( M e V ) thei r f r a c t i o n s to
K)

d i f f e r e n c e s of the

the fou r data w i t h o u t the UKNDL-1981 do in
the 239Pu f i s s ion cross sections to the ^U
in Figs 18 and 19 s h o w i n g thei r values and
the ENDF/B-V d a t a , respec t ive ly The
f i v e r a t i o data are abou t ±5 i be low 10 MeVFig 14 Comparison of the five 237Np/ 235U fission ratio in the five

evaluated data
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3 5 Comparison of 237Np and 239Pu fission cross section with ^U
fission cross section

The ^Np and 239Pu fission cross section are compared with
238U fission cross section in Figs 20 and 21, respectively The
ratio for 239Pu is larger than that for 237Np The comparison of
the ratio of the 237Np and 239Pu fission cross section to the 238U
fission cross section with ENDF/B-V were seen in Figs 22 and 23,
respectively The difference of the ratios is 20 %

3 6 Summary on comparisons in the evaluated data
Comparisons of the evaluated data in the valid energy region
clarify the following status
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(i) The five evaluated data of the fission cross section for the
four nuclides disagree with each other in the range from 5 to
7 % If the UKNDL-1981 is not included the differences are
decreased to about 4 %
(II) The ratios of the evaluated values for the 238U , 237Np and
Z39Pu fission cross sections to that for the 235U are from 3 to
10 % for the five evaluations If the UKNDL-1981 is not included,
the disagreement is about 3 %
(III) The differences in the ratios of the 237Np and 239Pu fission
cross section to the 238U fission cross section are larger than
the case of the ̂ U standard.

The reason that the UKNDL dose not agree with the others in
all cases come from the difference of the evaluated values for
the ^U fission cross section This can be seen in Fig 6

4 Concluding Comments
The fission cross section of 235U used extensively as the

standard reference in neutron cross section measurements is not
always pre-eminent above those of 238U , ̂ Np and 230Pu for the
standard cross section Especially, the status of the ̂ U fission
data in the MeV region is similar to that of the three nuclides
regarding with both the experimental data and evaluated data
Although the number of absolute measurements for 235U are
overwhelmingly more than for the others, their agreements have
not been achieved enough to obtain the recommended value having
much smaller uncertainties given for the recommended reference
data of the 235U are comparable with those of 218U And the former
is larger than the latter in the specific region where the curve
of the 238U fission cross section is plateaulike The
plateau-shaped excitation function is very valuable for the
standard cross section because of insensitivity to neutron energy
fluctuation during the measurement The fission cross section
curve of the ^Np has a similar feature although the curve of the
238U apparently looks better than one of the 2J7Np Both fission
cross sections have threshold This characteristic is profitable
for the standard reference in the MeV region are pointed out in
section 1

The fission cross section of the 239Pu is the largest in the
four However, it has never been used and even considered as the
standard cross section owing to the scarcity of the experimental
data and the difficulties of a sample handling and mass assay
The reasons that it is adopted as one of the possible standard
are that the experimental data have been considerably accumulated
and have an accuracy comparable with the others as shown in the
preceding sections In addition, since the shape of the 239Pu
fission cross section is similar to that of the 235U , it is
advantage for the counterpart of the 235U in contrast with a pair
of the 238U and 237Np when the ratios of the fission cross section
are regarded



Major data of the fission cross sections for the actinides
have been usually measured as the ratios to the 235U fission cross
section Available ratio data for the other kinds of pairs are
very scarce in the fission experiments Therefore, the fission
cross section of every nuclide has particularly strong
correlation with those of the 235U A typical example of this
relation has been indicated on UKNDL-1981 in the last section
The deviation of the evaluated 235U fission curve of this file
from the curves in the other files propagate to the evaluations
for the other nuclides through the ratio data to 235U fission If
the other ratio data, e g 238U to 2î7Np , 239Pu to ^U , are
numerously present the correlation of the other pairs become so
strong that biased evaluated data in one fission cross section do
not directly affect to the other evaluated results In this way,
many kinds of ratio data possibly produce the most probable
results for the four fission cross sections

The absolute cross sections of the individual nuclides
should be also measured although the ratio data have been
intensively discussed It is not expected in the near future that
the data for a specific nuclide among those are most accurately
measured The recommended fission cross sections of the four
nuclides should be simultaneously considered and decided taking
account of their absolute and ratio measurement The standard
reference data can be selected the most appropriate data from
application In this context, since the available ratio data in
the present are predominantly ones to 235U , the experiments of the
other pairs are ardently desired
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Abstract

In 1982 a simultaneous least-squares evaluation of the thermal neutron constants
233 235 239 2<tlof U, U, Pu, and Pu together with the fission neutron yield from

the spontaneous fission of Cf was performed with, for the f i r s t time, a fu l l
covariance matrix for the input data. The input data set was limited in that
measurements in Maxwellian reactor spectra were excluded.(A) Concurrent ly , a
similar evaluation was performed at Brookhaven which included the Maxwell ian
data set but which did not have an input covariance matrix, although the more
important correlations were handled by other methods. (B).

In the present work the Maxwellian data from B has been added to A, and the
differences between the input and output data for the various evaluations are
discussed.

1. Introduction.

The importance of these data stems from the role they play in the prediction
of the neutron economy in nuclear power reactors. The continued ap-
pearance of new data, and the improvement in standard reference data has
prompted a continuous re-evaluation over the years since the late 1950's.
Previous evaluations which are relevant to the present study are those of
Sjostrand and Story (1961), Westcott, Ekburg, Hanna, Pattenden, Sanatini,
and Attree (1965), Hanna, Westcott, Lemmel, Leonard, Story, and Attree
(1969), Lemmel (1982), Axton (1984), and Divadeenam and Stehn (1984). Of
these, that of Axton (198*), which describes work carried out in 1982, is the
only one in which the input data is accompanied by a full covariance matrix.
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The input data, however, were Urmted in that measurements made in
MaxweUian reactor spectra was excluded for various reasons.

The purpose of the present study is to update the 1982 data set in
various stages as follows?

1. To update the 1982 data set in the light of new measurements and new
interpretations of old measurements.

2. To add the MaxweUian component of the data set of Divadeenam et
al.(1984).

3. To update the Maxwelhan component of this data set.

A.though some of the more important correlations in the uncertainties ir
Divadeenam et al. (1982) were accommodated by other techniques, it is
important to identify all of the correlations. Also some of the measurements
have been re-calculated with new standard reference data.

In order to avoid too much repetition, this p'aper should be regarded as a
supplément to Axton (1984) and read in conjunction with it. Thus, measure-
ments will not be discussed or referenced in this paper unless there have
been changes in them, but, for convenience the earlier reference kst is
reproduced as Aopend.x 5.

2. Comments on the fitting procedures.

The fitting procedure used here was described in Axton (1984). The problem
is non-linear, and it is therefore necessary to introduce starter values
(guess-parameters) for each of the floating variables to be fitted. The
observation vector consists of the fractional difference between the
measured values and the values calculated from the guess-parameters using
the functions which describe the measurements. The covanance matrix
consists of fractional variances and covariances, and the solution consist of
fractional corrections to the guess parameters. It is preferable, but not
essential, for the guess-parameters to be close to the anticipated fitted
values. The process is iterated by using the corrected guess values as input
to the next fit, and it is continued until the output corrections become zero
or negligible. The functions describing the measurements are known as 'APL

executable functions'. They consist of 'base' functions which represent the
independent variables which float in the fit, and 'derived' functions which
are functions of the base functions. For example ABS and FIS which
represent 2200 ms" absorption and fission cross sections respectively and
NUB which represents v-, are base functions, whereas CA, which is ABS-FIS,
and ETA, which is NUB x FIS - ABS, are derived functions. There is no
limit to the number of derived functions which can be written.

A list of the functions used in this evaluation appears in appendix 1
together with the ident.fiers used to identify the nuclides involved. As an
example 33 FFH 35 represents the 20° Maxwelhan fission cross section of

U multiplied by the half-life (neglecting cowers of 10) of U.

The principles of the fining procedure were described in Axton (1984)
T -l T -lwhere the solution of the normal equations A Z A = AZ y by inversion of

the n by n covanance matrix Z is given by

b = (AV^Ar^Z^y,

where A is the n by p design matrix containing the differentials of each
measurement with respect to each of the p parameters to be fitted, and y is
the n element observation vector. However, inversion of Z is not the best
way to obtain the solution. If the matrix is singular it cannot be inverted,
and if it is near singular the solution could be in error. It is safer to use
the method of Choleski decomposition which also has the advantage that it
uses less computer time at space.

The covanance matrix is factonsed by calculation of a vector R
such that R . R = Z and the solution is given by

b = R . A. y. (R.A)"1

The APL program used in 1982 has been re-written by Bastian (1984) in
a much more sophisticated and easy-to-use manner which simplifies the
»nput of data and the construction of the specification and covanance
matrices, and also provides a choice of the two methods of solution.
With the present data set the two methods give almost identical results

2
but the Choleski method gives a marginally betterX .

In the other evaluations listed in the introduction, the covanance
matrices contain no non-zero off-diagonal elements, and the data are



216 simply weighted according to the inverse variance. All evaluators make
the assumption that the uncertainties are both normally distributed and
evaluated at the level of one standard deviation.

3. Changes to the 1982 data set.
252,.3.1. The provisional NPL value fo rT>_ for Cf (3.744 _+ .006) is replaced by

the final value (3.7509 _+ .0107) (Axton and Bardell (A 1984)).

3.2. Recent improvements in the knowledge of o-,. anda<- (Axton, (A) 1984)
and Mughabgab, Divadeenam, and Holden (198D) enable a reduction in

the common uncertainty in NPL Manganese bath measurements
from 0.239% to 0.211%. Similarly the common uncertainty in all manga-
nese bath measurements due to the uncertainty in the factor (1 +c^ /or«n)
is reduced from 0.122% to 0.073%, and the common uncertainty between
the ?T

 252'
0.111%.

Cf measurements of Smith and Aleksandrov is reduced to

3.3. Half-life dependent fission cross section measurements are now entered
as a, x half-life products in conformity with other recent evaluations, and
the half-lives are allowed to float.

3.4. The four new? ratios of Gwin, Spencer and Ingle (19S4) replace the two
ratios previously released. As with the older values there still seems to

252be some uncertainty in the response of the Chamber which requires
normalization of the ratio. The normalization factors are not listed in
the publication. For this and other reasons there is some guesswork in-
volved in quantifying the correlations in this experiment, subject to
further advice from the authors.

3.5. The revised OT for 2 i f lPu (Smith 1984) replaces the previous value.

3.6. A recent measurement of 239Pu D is added (Lloyd et al (1981).
4. Changes to the Maxwellian Data Set of Divadeenam et al.(1984).

In this section it is not proposed to describe in detail every change
which has been made to the data. This information is readily available
from a scrutiny of the tables and the explanatory notes in appendix 4.
However, it is informative to consider some examples of the type of
changes which have been made.

233 2354.1. The measurements of Gwin (1962) are measurements of the U/ U
and U/ U ratios of naa . These ratios are based on ratios of
reactivities determined from oscillator measurements in a Maxwellian
reactor neutron spectrum. The quoted results as revised by Magnuson
(1971) are 0.953 _+ .014 and 1.631 _+ .0245 respectively. The 235U reac-
tivity in the denominator is common to both ratios. The authors do not
quote uncertainties on the reactivities, but the uncertainties of the

1/2
ratios are both 2 % which implies an uncertainty of 1% for each of the
three reactivities involved. The ratios are therefore 50% correlated.

4.2. In some measurements an uncertainty in the Maxwellian Temperature (AT)
is quoted by the author or assumed by a previous evaluator. The values
are then calculated for two different temperatures T and T+ AT, the
difference in the result is regarded as an additional uncertainty which is
correlated between all measurements made in that spectrum. For example
Lisman (1967) and Conway (1967).

4.3. Measurements relative to a reference standard, such as cobalt or sodium,
are correlated by the uncertainty in that standard.

4.4. In some cases the correlations could be determined only by recalculating
the results from the equations provided by the author, for example the
measuremens fa-l)o by Muelhause (1959) which are described in ap-

o

pendix 2.
Another example is provided by the 3 and oc measurement of Cabell
(1968) which are described in appendix 3. In order to obtain the
correlations due to the uncertainty in the assumed temperature and in
the fluence measurements it was necessary to write five new derived
functions to describe the measurements. They provide a striking example
of the flexibility of the method of programming.

Input data.
The input data are listed in table 1 where each line represents a

single measurement. It contains the name of the first author, the
function describing the measurement, the measured value, the fitted
value, the total uncertainty of the measurement expressed as a
percentage of the value, and the residual resulting from the f i t . The
residual, in this case is defined as the difference between the measured



Author Ref Measured Function Note Y YF
LAPONCHE
CORNISH
HALPERIN
CABELL
LEMMEL
POPOVIC
POPOVIC
KEITH
KEITH
KEITH
BIGHAM
JAFFEY
WHITE
WHITE
VIDAL
BIGHAM
SWEET
BIGHAM
BIGHArf
BIGHAM
LOUNSBURY
LOUNSBURY
LOUNSBURY
INGHRAM
CORNISH
OKAZAKI
OKAZAKI
LISMAN
LISrfAN
CONWAY
CONWAY
DURHAM
DURHAM
CAPELL
CABELL
CABELL
DEBOISBLANC
FAST
FAST
CABELL D
CABELL D
CABELL G
CABELL G
GUIN
GUIN
GUIN
GUIN
LAPONCHE
LAPONCHE
ALIKHANOV
ALIKHANOV
MUELHAUS
MUELHAUS
DIVADEENAM
DIVADEENAM
DIVADEENAM
DIVADEENAM
DIVADEENAM
DIVADEENAM
DIVADEENAM
DIVADEENAM
EGELSTAFF
MELKONIAN
PALEVSKY
NITIKIN
SIMPSON
SAFFORD
SAFFORD
BLOCK
SAPLAKOGLU
GERASIMOV
ZIMMERMAN
NITIKIN
BOLLINGER
FATTENDEN
SAFFORD
MUETHER
NITIKIN
PATTENDEN
GREEN
SIMPSON
SAFFORD
SAFFORD
BLOCK

1972
1956
1963
1971
1982
1953
1955
1968
1968
1968
1975
1955
1967
1967
1970
1975
1973
1975
1975
1975
1970
1970
1970
1956
19c.
1964
A1964
1967
1967
1967
1967
1967
1967
1971
1971
1971
1961
1967
1967
1965
1965
1965
1965
1962
1962

A1962
AI 962
1972
1972
1956
1956
1959
1959
1984
1984
1984
1984
1984
1984
1984
1984
1954
1953
1954
1955
1960
1959
1959
1960
1961
1962
1955
1955
1958

A1956
1961
1954
1955
1956
1957
1960
1960
1960
1960

(FA 39) -FA 35
CAF 39
CAP 33
FLEM
CAP 34
FF 35
33 FFH 33
33 FFH 33
33 FFH 35
39 FFH 39
33 FFH 33
(FF 4D-FF 39
(FF 39)-FF 35
(FF 4D-FF 35
(FF 33)-FF 35
(FF 33)-FF 35
(39 FFH 39)-34 FFH 35
(39 FFH 39>-33 FFH 33
(39 FFH 39) -33 FFH 35
F1BIG
(CA 33)-FIS 33
(CA 35)-FIS 35
(CA 39)-FIS 39
(CAP 33) -FF 33
«CAP 35) -FF 35
(CAP 33) -FF 33
(CAP 35) -FF 35
(CAP 33)-FF 33
(CAP 35)-FF 35
(CAP 33) -FF 33
(CAF- 35) -FF 35
(CAP 35)-FF 35
(CAP 39) -FF 39
(CAP 33)-FF 33
(CAP 35) -FF 35
(CAP 39)-FF 39
(F1ETA 33)-F1ElA
(F1ETA 39)-F1ETA
(F1ETA 41 )-F1ETA
(F3ETA 33>~F3LFA
(F3ETA 39)-F3ETA
(F3ETA 33)-F3ETA
(F3ETA 39)-F3E1A
(F2ETA 33)-F2ElA
(F2ETA 39)-F2ETA
F3ETA 33
F3ETA 35
(F3ETA 39>-F3ETA
(F3ETA 4D-F3EIA
(F3ETA 33)-F3ETA
(F3ETA 39>-F3ETA
(F3ETA 33>-F3ETA
(F3ETA 39)-F3ETA
UGA 33
UGA 35
UGA 39
UGA 41
UGF 33
WGF 35
UGF 39
UGF 41
(ABS 35)+SCFv 35
(ABS 35)+SCR 35
(ABS 35)+SCR 35
(ABS 35>+SCA 35
(ABS 35>+SCR 35
(ABS 35)+SCA 35
(ABS 35)+SCR 35
(ALS S'̂ +Si U ,•*
(ABS 35HSGR 35
ABS 35
(ABS 39)+SCR 39
(ABS 39)+SCA 39
(ABS 39)+SCR 39
(ABS 39MSCR 39
(ABS 39)+SCR 39
(ABS 33>+SCR 33
(ABS 33)+SCR 33
(ABS 33>+SCR 33
ABS 33
(ABS 33)+SCR 33
(ABS 33)+SCA 33
(ABS 33)+SCR 33
(ABS 33)-»-SCR 33

35
35
35
35
35
35
35
35
35

35
39
35
35
35
35

7
8
10
11
3
13
13
14
14
14
15
17
18
18
2
15o
15
15
15
19
19
19o
2
20
20
21
21
21
21
22
22
23
"»3
23
24
25
25
26
26
26
26
27
27
28
28
7
7
29
29
30
30
4
4
4
4
4
4
4
4
5
5
5
5
5
5
5<>
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5

1.6491EOO
3.1200E02
4.9530E01
9.8270E~02
9.5900E01
5.7110E02
8.4472E02
8.2848E02
8.8019E02
1.8843E03
8.3520E02
1 .3552EOO
1.3583EOO
1 .8806EOO
9.3200E~01
9.3230E~01
1.3544EOO
2.2796EOO
2.1239EOO
5.5270E~01
8.6100E~02
1 .6970E~01
3.5550E-Q1
9.4030E~02
1.3800E-01
9.0200E~02
1.7050E-01
9.3000E"02
1 .7120E~01
8.5100E~02
1.7050E-Q1
1 .7460E"01
3.8820E~01
B.5700E~02
1 .696QE~01
3.8120E-01
1.1150FOO
9.9700E"01
1 .0528FOO
1.0461EOO
1.6079EOO
1.0309LOO
1 .6221E 00
9.5300E~01
1 .6310EOO
7.4035E02
7.2410E02
1.6058EOO
1 .4687LOO
1.0390EOO
1.5650EOO
1.0221EOO
1 .6043EOO
9.9884E-01
9.7870E-01
1.0767EOO
1.0444EOO
9.9640E"01
9.7740E-01
1.0562EOO
1 .0452EOO
7.2433E02
6.9432E02
7.0032F02
7.1032E02
6.9032E02
6.963.TO?
6.9P3.TOJ
6.931 M •>->
6.9632E02
6.7031E02
1.0225E03
1 .0405E03
1 .0225E03
1.0125E03
1 .0185E03
5.9727E02
5.7726E02
5.9627E02
5.7426E02
5.8727E02
5.8577E02
5.8567E02
5.3727E02

1.646EOO
3.092E02
4.751E01
9.922E~02
9.583E01
5.691E02
8.385E02
8.385E02
9.052E02
1.903E03
8.385E02
1 .340EOO
1.386EOO
1.857EOO
9.263E~01
9.263E-01
1.359EOO
2.269EOO
2.102EOO
5.553E~01
8.550E~02
1.693E"01
3.624E-01
9.012E~02
1.720E~01
9.012E~02
1.720E~01
9.012E~02
1.720E-Q1
9.012E~02
1 .720E~01
1.720E~01
3.922E-Q1
9.012E-02
1.720E~01
3.922E~01
1 . 102EOO
9.970E~01
t .046fOO
1 -031EOO
1 .636EOO
1.031EOO
1.636EOO
9.494E"01
1.641EOO
7.392E02
7.169E02
1.636EOO
1.430EOO
1.031EOO
1.636E-00
1 .031EOO
1.636EOO
9.995E~01
9.787E"01
1 .078EOO
1 .044EOO
9.952E"01
9.765F"01
1 .05"^EOO
1 .044TOO
6.960E02
6.960EO?
6.960E02
6.977L02
6.960E02
6.977r02
6.96('t02
6.V' M i?
6.960E02
6.815E02
1 .025E03
1 .026E03
1.025E03
1 .025E03
1 .025E03
5.871E02
5.871E02
5.871E02
5.749E02
5.871E02
5.883E02
5.871E02
5.871E02

.583
4.490
6.400
3.348
2.086
2.21 1
3.145
1.589
1.659
1.534
.647

1 .424
2.139
2.802
.966
.450

1.403
.645
.687
.561
2.239
1 .709
1.603
3.190
7.447
1.731
1.056
2.128
.886

4.935
4.223
1.145
1.520
3.048
1 .759
4.808
.717

1 .625
1 .653
2.357
2.403
3.919
4.161
1.414
1.414
1.186
1.050
1 .107
3.580
3.561
6.709
1 .811
2.271
.120
.092
.269
.191
.201
.164
.275
.670
3.590
2.016
1 .428
2.956
1 .̂ 91
. "">"
. 730
. ,.21
.359

2.089
1.271
2.979
1.369
3.003
.727
2.344
3.638
3.019
3.483
.800
.990
.410
.511

.32

.20

.64
~.29
.04
.16
.23

~.76
"1.71
-.64
~.61
.78

-.94
.45
.63

1 .43
-.27
.70

1.50
-.82
.31
.13

~*1 22
1 .30
1.15
.05

-.81
1 .45
-.51

"1 .20
".20
1.32
-.67
-1.69
~.79
-.60
1.63
.00
.39
.61

-.74-.01
-.21
.27

-.44
.13
.95

"1.73
.73
.21

-.68
-.49
-.88
-.54
-.03
".54
.08
.58
.55
.34
.12

1.09
".12
.43
.60

-.60
~ . ""» ')
Ü45

- r-(

.11
-.80
-.17
.47

-.16
-.40
-.85
.72

-.47
.51

-.03
.03

".44
-.61
.04

1
T

3
4
5
6
7
8
9
10
1 1
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
6?
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
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Ref Measured Function Note Y YF XERRF Res Nui»
SlhPSON
CRAIG
SMITH
LEMMEL
LEMMEL
LEMMEL
LEhMEL
LEMMEL
LEhMEL
LEMMEL
LEMMEL
DERUYTTER
DERUYTTER
DERUYTTER
WHITE
WHITE
BERCEANO
RAFFLE
RAFFLE
RAFFLE
RAFFLE
MASLIN
SAPLAKOGLU
UATANABE
FRAYSSE
BORCEA
BOLDEMAN
BOLDEMAN
BOLDEMAN
BOLDEMAN
BOLDEMAN
SPENCER
GWIN
GUIN
GUIN
GWIN
HOPKINS
HOPKINS
HOPKINS
HOPKINS
ASPLUND
CONDE
UHITE/AX
AXTON
COLV/AXT
COLV/ULL
COLVIN
COLVIN
COLVIN
COLVIN
MATHER
MATHER
MATHER
ALEK-ROV
SMITH
EDWARDS
BOZ-NESH
DEVOLPI
ZHANG
SPIEGEL
SMITH
SMITH
SMITH
SMITH
MACKLIN
MACKLIN
MACKLIN
REICH
REICH
REICH
REICH
CAPELL
CABELL
CABELL
CABELL
CABELL
BNL 325
BNL 325
BNL325 +
UESTCOTT
BNL325 +
UESTCOTT
BNL325 +
WESTCOTT
LLOYD

1961
1964
1968
1982
1982
1982
1982
1982
1982
1982
1982
1974
1973
1961
1967
1967
1977
1959
1959
1959
1956
1965
1959
1964
1965
1970
1977
1980
1980
1980
1980
1982
1984
1984
1984
1984
1963
1963
1963
1963
1963
1965
1968

A1984
1966
1965
1965
1965
1965
1965
1964
1964
1964
1981
1984
1982
1977
1972
1981
1981
1984
1984
1984
1984
1960
1960
1962
1982
1982
1982
1982
1968
1968
1968
1968
1968
1973
1973
1973
1960
1973
1960
1973
1960
1982

(ABS 41 )+SCA
(ABS 41 )+SCA
(ABS 41 )+SCR
SCR 33
(SCA 33)-SCR
SCA 35
(SCA 35)-SCR
SCA 39
(SCA 39) -SCR
SCA 41
(SCA 41 ) -SCR
39 FH1 39
34 FH1 35
FIS 35

(FIS 39)-FIS
(FIS 4D-FIS
34 FH1 35
33 FH1 33

FIS 35
39 FH1 39
(FIS 4D-FIS
FIS 35
FIS 35
FIS 41

41
41
41
33
35
39
41

35
35

39

(39 FH1 39)-34 FH1
(39 FH1 39)-34 FH1
NUB 52
(NUB 33)-NUB
(NUB 35) -NUB
(NUB 39) -NUB
(NUB 41) -NUB
NUB 52
(NUB 33)-NUB
(NUB 35)-NUB
<NUB 39) -NUB
(NUB 41)-NUB
NUB 52
(NUB 33) -NUB
(NUB 35) -NUB
(NUB 39)-NUB
NUB 52
(NUB 35) -NUB
NUB 52
NUB 52
NUB 52
NUB 52
(NUB 33)-NUB
(NUB 39) -NUB
(NUB 4D-NUB
(NUB 35) -NUB
(NUB 33) -NUB
(NUB 35) -NUB
(NUB 39) -NUB
NUB 52
NUB 52
NUB 52
NUB 52
NUB 52
NUB 52
NUB 52
ETA 33
ETA 35
ETA 39
ETA 41
ETA 33
ETA 35
ETA 39
HLF 33
HLF 34
HLF 39
HLF 41
F1CAB
F2CAB
F3CAB
F4CAB
F5CAB
ÇA 40
ÇA 42
GC116 39
GC116 40
GC116 41
GC116 42
GA116 39
GA116 41
(ETA 39)-FIS

52
52
52
52
52
52
52
52
52
52
52
52

35
35
35
52
52
52
52

39

5
5

31
3
3
3
3
3
3
3
3
5
5
5
18
18
5
5
5
5
5
5
5
5

35 5
35 5

5
5
5
5
5
5
32
32
32
32
5
5
5
5
5
5
33
33
33
5
5
5
5
5
5
5
5
33
33
33
33
33
5
33
5
5
5
5
5
5
5
34
34
34
34
35
35
35
35
35
36
36
37
37
37
37
37
37
4

1.3866E03
1.3806E03
1 .3956E03
1 .2306E01
1 .2006EOO
1 .6508E01
1 .7008EOO
8.0037EOO
8.0037E"01
1.2006E01
1 .2006EOO
1.8121E03
1 .4391E03
5.8937E02
1 .2530EOO
1.7630EOO
1 .4430E03
8.3426E02
5.8197E02
1.7148E03
1 .3319EOO
5.8371E02
5.9317E02
9.8545E02
1.2425EOO
1.2578EOO
3.7549EOO
6.6049E~01
6.4318E~01
7.6614E~01
7.8028E~01
3.7831EOO
6.5996E-01
6.4701E~01
7.6530E~01
7.8423E~01
3.7767EOO
6.5483E~01
6.4587E~01
7.5047E~01
3.7910EOO
6.4222E"01
3.8156EOO
3.7509EOO
3.7262EOO
3.7405EOO
1.0204EOO
1.1835EOO
1.2102EOO
6.4334E~01
6.7093E-01
6.4145E-01
7.7307E-01
3.7580EOO
3.7678EOO
3.7603EOO
3.7438EOO
3.7470EOO
3.7534EOO
3.7828EOO
2.2972EOO
2.0842EOO
2.1120EOO
2.1690EOO
2.3121EOO
2.0757EOO
2.1163EOO
1.5920EOO
2.4570EOO
2.4110EOO
1.4400E01
2.7384E02
1.1719E03
3.2690EOO
3.0339E02
3.8710EOO
2.8950E02
1 .8500E01
1 .3265EOO
1 .0860EOO
1 .1085EOO
1 .1335EOO
1 .1846EOO
1 .1073EOO
2.7820E-Q3

1.385E03 3.606
1.385E03 2.897
1.384E03 1.433
1.219E01 5.688
1.175EOO 49.977
1.626E01 7.875
1.677EOO 44.097
7.873EOO 12.494
1.268EOO 137.437
1.220E01 21.657
1.014EOO 249.886
1.803E03 .437
1.433E03 .428
5.828E02 1.325
1.282EOO 1.800
1.736EOO 2.751
1.433E03 .782
8.425E02 3.300
5.828E02 3.092
1.803E03 2.840
1
5
5
1
1
1
3
6
6
7
7
3
6
6
7
7
3
6
6
7

.354EOO
t

„

i

4

Ä

„
*

A

*
„

»
4

A

<t
4

4

A

+

t

828E02
828E02
012E03
258EOO
258EOO
766EOO
619E~01
458E-01
648E"01
818E"01
766EOO
619E"01
458E-01
648E"01
818E"01
766EOO
619E-01
458E-01
648E~01

3.766EOO
6
3
3
3
3
1
1
1
6
6
6
7
3
3
3
3
3
3
3
2
2
2
2
2
2
2
1

A

A

^

A

»

A

A

A

fc

A

fc

A

fc

*
t

4

A

4

A

a

A

A

*
A

*
A

^

2.
2
1
2
1
3
3
3
2
1
1
1
1
1
1
12

A

A

A

*
A

4

4

A

A

»

A

A

4

A

4

.

458E-01
766EOO
766EOO
766EOO
766EOO
025EOO
184EOO
211EOO
458E-01
619E-01
458E"01
648E-Q1
766EOO
766EOO
766EOO
766EOO
766EOO
766EOO
766EOO
296EOO
080EOO
114EOO
170EOO
296EOO
080EOO
114EOO
591 EOO
459EOO
413EOO
439E01
901 E02
183E03
283EOO
047E02
840EOO
893E02
851E01
354EOO
075EOO
090EOO
135EOO
183EOO
109EOO
829E-03

6.000
1.449
2.232
4.569
1.547
1.615
.431
.255
.255
.243
.231
.221
.340
.265
.257
.290
.838
.895
.838
.996

1.066
.847

1.033
.300
.806
.438
.587
.675
.905
.472

1.235
.537

1.122
.483
.303
.711
.580
.463
.490
.759
.350
.386
.380
.419
.375
.382
.851
.126
.204
.124
.700

4.960
3.176
2.776
5.835
1.602
.484

2.162
6.056
2.000
2.457
2.670
1 .521
.819
2.072

.03

.58

.17

.04

.19

.03

.13
-.43
-.07
.06

1.13
.93
.84

-1.30
.55
.86

".30
-.05
"1.81
-.28
.11
.78

-.59
-.81-.01
-.65
-.83
-1.57
.72

-.86
2.10
-.86
.73
.26

1.06
.35

-1.20
.02

-1.92
.63

".65
1.27

-1.30
-1.31
-1.52
-.76-.10
".04
-.80
1.09

-1.25
.95

-.41
.21

-.19
"1 .00
"1.07
-.66
.60
.14
.58

".22
-.11
1.85
".48
.14
.69

-.48
".66
.13

-1.19
-.31
-.16
-.07
.49
.12

-.04
-.35
.50
.68

-.04
.10

-.17
-.81

85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169



and fitted values divided by the uncertainty thus providing a ready check
on the goodness of fit. The final column contains a serial number which

facilitates cross referencing to other tables. Information about
correlated uncertainties is provided in tables 2 and 3. Table 2 gives a
list of all sources of correlated uncertainty, each of which is associated
with an identification code which is either a letter of the alphabet, an

underlined letter, or an APL symbol. The first cofumn of table 3 lists
the serial numbers of each measurement which has one or more
correlated uncertainties, and the second column the identification code
from taote 2. Tnen tne inaiviauai uncertainties, expresseo as a
percentage of the measured value, are listed in the same order as the
codes.

Output from the least squares fit.

The output data are shown in Table >t, which shows in the first

-olumn, the identities both of the fitted variables and also of parameters
such as eta and alpha which are derived from the fitted variables.

Columns 2, 3, and 4 give the fitted values, their uncertainties, and the

uncertainties expressed as a percentage. To facilitate comparison with

the results of Divadeenam et al. (198*0 their results are presented m

column 5. A zero m this column signifies that the parameter was not

fitted by them. The fifth column is the ratio of column 5 to column 2,

and the final column is the ratio of the uncertainties from the two

evaluations. In table 4(a) the same comparison is made with the resuhs

of Divadeenam et al. (A 1984). The correlation matrix for the

uncertainties of the fitted parameters is presented m table J>. Table 6
shows the results of a fit to the updated 1982 data set excluding the
Maxwelhan data.

Standard reference data used in this work appears in table 7.
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Table 2
Codes Causes Of Error
A DERUYTTER COMMON ERROR
£f DERUYTTER TIMING
C DERUYTTER-BERCEANQ ASSAY
0 UHITE U235 ASSAY
E MASLIN-SAPLAKOGLU LEM/DER CORRECTION
F NPLCQMMON BATH ERROR
G ERROR IN (1+SS-rSMN) IN MANGANESE BATHS
H MEAN ENERGY ERROR U233
I MEAN ENERGY ERROR U235
J MEAN ENERGY ERROR PU239
K MEAN ENERGY ERROR PU241
L MEAN ENERGY ERROR CF252
M SLOPE CORRELATION (DIFFERENT AUTHORS)
N BOLDEMAN SLOPE
0 GUIN SLOPE
P HQPKINS SLOPE
0 ASPLUND SLOPE
R COLVIN SLOPE
S MATHER SLOPE
U U233 DELAYED NEUTRONS
V U235 DELAYED NEUTRONS
W PU239 DELAYED NEUTRONS
X PU241 DELAYED NEUTRONS
Y CF252 DELAYED NEUTRONS
Z DELAYED GAMMAS
û BOLDEMANS FOIL THICKNESS CORRECTIONS
A GWIN COMMON ERROR
B SPIEGEL BOZORGriANESH COMMON ERROR
C BOLDEMAN COMMON ERROR
» DIVEN COMMON ERROR
E BORON PILE COMMON ERROR
F SMITH COMMON ERRORWITH ALEKSANDROV
G SMITH ETA NUBAR
H ETA MONTECARLO CORRECTIONS
I MATHER COMMON ERROR
J UHITE PU239 ASSAY
K WHITE PU 241 ASSAY
M CABELL FLUX
N CABELL TEMPERATURE
Q DIDO REFLECTOR q+rs FOR CAP, ABS PU239
P DIDO REFLECTOR q+rs FOR CAP,ABS PU241
S CABELL 86» SPECTRUM ERROR
R CABELL ERROR FROM SJOSTRAND AND STORY
S CABELL ERROR FROM SJOSTRAND AND STORf
T GWIN ERROR EVALUATED BY STORY
U MUELHAUS ERROR EVALUATED BY AXTON
V FAST SPECTRAL ERRORS FROM IN1060
W MTR 70» SPECTRUM UNCERTAINTf
V NRU 40» TEMPERATURE UNCERTAINTY
Y NRU WESTCOTT r UNCERTAINTY
Z LOUNSBURY TEMPERATURE
û POPOVIC ERROR DUE TO Na CROSS SECTION
p KEITH ERROR EVALUATED BY DIVADEENAM
1- UNCERTAINTY IN Co CROSS SLCIION
* +-20» UNCERTAINTY IN T
t COMMON UNCERTAINTY IN LI235 REACTIVITY
4 COMMON UNCERTAINTY IN U235 REACTIVITY
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» 4
i «ron Of Fitted Values W i t h Divadeenam 1984

Table 4<a)
Comparison Qt Fitted Values With Divadeenam A1984
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Par
SCA 33
SCA 35
ÏCA 39
SCA 41
SCR 33
SCR 35
SCR 39
SCR 41
ABS 33
ABS 35
ABS 3?
ABS 41
FIS 33
FIS 35
PIS 39
FIS 41
ÇA 33
ÇA 35
ÇA 39
ÇA 40
ÇA 42
ÇA 41
CAP 34
NUB 33
NUB 35
NUB 39
NUB 41
NUB 52
ETA 33
ETA 35
ETA 39
ETA 41
ALPHA 33
ALPHA 35
ALPHA 39
ALPHA 41
HLF 33
HLF 34
HLF 39
HLF 41
WGA 33
UGA 35
WGA 39
WGA 41
WGF 33
WGF 35
WGF 39
WGF 41
GC116 39
GC116 40
GC116 41
GC116 42
GA116 39
GA116 41

Fi tted
13.3619
16.2603
7.8726
12.1957
12.1871
14.5830
6.6134

1 1 .1839
574.9489
681 .4590
1018.1312
1372.8870
529.6631
582.7848
747.2874
1011.9575
45.2858
98.6741
270.8437
289.3289
18.5145
360.9295
95.8290
2.4923
2.4316
2.8798
2.9440
3.7655
2.2960
2.0795
2.1137
2.1700
.0855
.1693
.3624
.3567

1.5906
2.4594
2.4130
14.3870
.9995
.9787

1 .0783
1 .0442
.9952
.9765

1 .0552
1 .0443
1 .3543
1 .0751
1 .0900
1.1348
1 .1829
1 .1089

Error.8859
1 .1323
.9737

2.6185
.6688

1 .2830
1 .9190
3.6108
1 .3131
1.3625
3.0295
9.0940
1 .3456
1 .2418
2.0787
6.6011
.6983
.8418

2.1869
1 .3933
.4001

4.9410
1.9847
.0044
.0039
.0053
.0060
.0048
.0044
.0039
.0053
.0077
.0014
.0016
.0031
.0049
.0019
.0045
.0029
.0995
.001 1
.0008
.0025
.0020
.0014
.0012
.0023
.0055
.0385
.0196
.0181
.0303
.0131
.0082

ZError
6.6303
6.9638
12,3683
21 .4704
5.4876
8.7981
29.0167
32.2854
.2284
.1999
.2976
.6624
.2541
.2131
.2782
.6523

1.5421
.8531
.8074
.4816

2.1611
1 .3690
2.0711
.1763
.1597
.1842
.2025
.1282
.1907
.1864
.2487
.3561

1 .6377
.9175
.8518
1.3772
.1209
.1821
.1193
.6914
.1069
.0855
.2277
.1898
.1434
.1263
.2146
.5273

2.8435
1 .8195
1.6589
2.6683
1.1074
.7427

Di v
12.6000
14.0000
7.3000
9.1000
.0000
.0000
.0000
.0000

574.7000
680.9000
1017.3000
1369.4000
529.1000
582.6000
748.1000
1011.1000
45.5000
98.3000
269.3000

.0000

.0000
358.2000

.0000
2.4933
2.4251
2.8768
2.9369
3.7675
2.2957
2.0751
2.1153
2.1686
.0861
.1687
.3600
.3543

1.5913
2.4575
2.4101
.0000
.9996
.9788

1 .0784
1 .0442
.9955
.9761
1.0558
1 .0440
.0000
.0000
.0000
.0000
.0000
.0000

Div-YF
.9430
.8610
.9273
.7462
.0000
.0000
.0000
.0000
.9996
.9992
.9992
.9975
.9989
.9997

1.0011
.9992

1 .0047
.9962
.9943
.0000
.0000
.9924
.0000

1 .0004
.9973
.9989
.9976

1 .0005
.9999
.9979
1.0007
.9994

1 .0070
.9964
.9933
.9934

1 .0004
.9992
.9988
.0000

1 .0001
1 .0000
1 .0001
.9999
1.0003
.9996
1.0005
.9997
.0000
.0000
.0000
.0000
.0000
.0000

EDIV-ER
.3386
.4416
.4108
.3819
.0000
.0000
.0000
.0000
.7616
.8073
.9573
.8467
.8918
.8858
.9621
.9392

1 .0024
.9504

1 .0060
.0000
.0000

1 .0322
.0000
.8875
.8758
1.0745
1 .2248
.8288
.9133
.8515
.9890

1 .0354
1.0713
.9656

1 .0365
1 .1604
.8475

1 .1253
.4063
.0000

1 .0015
.9918
.9938
.9840

1.0158
.9971

1 .0291
.8825
.0000
.0000
.0000
.0000
.0000
.0000

ParSCA 33
SCA 35
SCA 39
SCA 41
SCR 33
SCR 35
SCR 39
SCR 41
ABS 33
ABS 35
ABS 39
ABS 41
FIS 33
FIS 35
FIS 39
FIS 41
ÇA 33
ÇA 35
ÇA 39
ÇA 40
ÇA 42
ÇA 41
CAP 34
NUB 33
NUB 35
NUB 39
NUB 41
NUB 52
ETA 33
ETA 35
ETA 39
ETA 41
ALPHA 33
ALPHA 35
ALPHA 39
ALPHA 41
HLF 33
HLF 34
HLF 39
HLF 41
WGA 33
WGA 35
WGA 39
UGA 41
UGF 33
UGF 35
WGF 39
UGF 41
GC116 39
GC116 40
GC116 41
GC116 42
GA116 39
GA116 41

Fi
13.
16.
7.
12.
12.
14.
6.

11.
574.
681.

1018.
1372.
529.
582.
747.

1011 .
45.
98.
270.
289.
18.
360.
95.
2.
2.
o
2.
3.24
o
_ .o

4

4

^
41 .

2.
2.
14.̂
.

1 .
1 .̂

1.'
1.
1 .
1 .
1 .
1 .
1 .
1 .

tted3619
2603
8726
1957
1871
5830
6134
1839
9489
4590
1312
8870
6631
7848
2874
9575
2858
6741
8437
3289
5145
9295
8290
4923
4316
8798
9440
7655
2960
0795
1137
1700'
0855
1693
3624
3567
5906
4594
4130
3870
9995
9787
0783
0442
9952
9765
0552
0443
3543
0751
0900
1348
1829
1089

1
2
1
1
3
1
1
3
9
1
12
6

2
1
4
1

Error.8859
.1323
.9737
.6185
.6688
.2830
.9190
.6108
.3131
.3625
.0295
.0940
.3456
.2418
.0787
.6011
.6983
.8418
.1869
.3933
.4001
.9410
.9847
.0044
.0039
.0053
.0060
.0048
.0044
.0039
.0053
.0077
.0014
.0016
.0031
.0049
.0019
.0045
.0029
.0995
.0011
.0008
.0025
.0020
.0014
.0012
.0023
.0055
.0385
.0196
.0181
.0303
.0131
.0082

/CError
6
6
12
21
5
8
29
32

1

2
1
2

1

1

2
1
1

.6303

.9638

.3683

.4704

.4876

.7981

.0167

.2854

.2284

.1999

.2976

.6624

.2541

.2131

.2782

.6523

.5421

.8531

.8074

.4816

.1611

.3690

.0711

.1763

.1597

.1842

.2025

.1282

.1907

.1864

.2487

.3561

.6377

.9175

.8518

.3772

.1209

.1821

.1193

.6914

.1069

.0855

.2277

.1898

.1434

.1263

.2146

.5273

.8435

.8195

.6589

Di v
12
13
7
9

575
681

1018
1371
529
582
748

1009
45
98
269

361
2
22
2
32
2
22

12
2

1
1

1
1

2.6683
1 .1074
.7427

.6000

.9000

.3000

.1000

.0000

.0000

.0000

.0000

.1000

.4000

.0000

.0000

.6000

.9000

.2000

.7000

.4000

.6000

.9000

.0000

.0000

.1000

.0000

.4931

.4287

.8807

.9461

.7682

.2959

.0775

.1170

.1700

.0859

.1723

.3639

.3635

.5913

.4575

.4101

.0000

.9998

.9788

.0783

.0441

.9957

.9766

.0561

.0455

.0000

.0000

.0000

.0000

.0000

.0000

1

1
1
1

1
1
1
1
1

1
1
1
1
1
1
1

1
1
1
1
1
1
1

Div-YF
.9430
.8548
.9273
.7462
.0000
.0000
.0000
.0000
.0003
.9999
.9999
.9986
.9999
.0002
.0012
.9978
.0025
.9992
.9965
.0000
.0000
.0005
.0000
.0003
.9988
.0003
.0007
.0007
.9999
.9990
.0015
.0000
.0047
.0176
.0040
.0192
.0004
.9992
.9988
.0000
.0003
.0000
.0000
.9998
.0005
.0001
.0008
.0011
.0000
.0000
.0000
.0000
.0000
.0000

EDIV-ER
.3386
.4416
.4108
.3819
.0000
.0000
. 0000
.0000
.7616
.8073
.9573
.8467
.8918
.8858
.9621
.9392

1 .0024
.9504

1 .0060
.0000
.0000
1.0322
.0000
.8875
.8758

1 .0745
1 .2248
.8288
.9133
.8515
.9890

1 .0354
1.0713
.9656
1.0365
1 .1604
.8475

1 .1253
.4063
.0000

1.0015
.9918
.9938
.9840

1.0158
.9971

1.0291
.8825
.0000
.0000
.0000
.0000
.0000
.0000
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Table 5

Correlat ion M a t r i x Of F i t t ed Parameters

Ï 4 5 6 7 8 9 1 0 11 12

1 1.000 .031 .003 .001 .752 .033 .006 .001 ".236 ".066 ".036 ~.015
2 .031 1.000 .011 .004 .039 .833 .024 .005 ~.132 ".472 ".137 ".050
3 .003 .011 1.000 .001 .004 .012 .472 .002 ".013 ".024 ".084 ~.015
4 .001 .004 .001 1.000 .002 .004 .003 .719 ".005 ".009 ".015 ".083
5 .752 .039 .004 .002 1.000 .041 .008 .002 ".296 ".083 ".045 ".019
6 .033 .833 .012 .004 .041 1.000 .025 .005 ".140 ".498 ".145 ".053
7 .006 .024 .472 .003 .008 .025 1.000 .003 ".026 ".050 ".172 ".032
8 .001 .005 .002 .719 .002 .005 .003 1.000 ".006 ".011 ".018 ".100
9 ".236 ".132 ".013 ".005 ".296 ".140 ".026 ".006 1.000 .281 .154 .064

10 ".066 ".472 ".024 ".009 ".083 ".498 ".050 ".011 .281 1.000 .291 .107
11 ".036 ".137 ".084 ".015 ".045 ".145 ".172 ".018 .154 .291 1.000 .184
12 ".015 ".050 ".015 ".083 ".019 ~.053 ".032 ".100 .064 .107 .184 1.000
13 ".203 ".121 ".010 ".004 ".255 -.128 ".021 ".005 .862 .257 .120 .045
14 -.061 ".375 ".022 ".008 ".077 ".396 ".045 ".009 .260 .795 .261 .092
15 ".039 ".146 ".058 ".014 ".049 ".155 ".119 ".016 .167 .310 .692 .164
16 ".016 ".051 ".014 ".071 ".020 ".054 ".028 ".085 .066 .108 .164 .848
17 ".052 ".016 ".005 ".003 ".065 ~.016 ".010 ".003 .219 .033 .058 .032
18 ".017 ".210 ".007 ".003 ".021 ".222 ".015 ".004 .071 .446 .086 .037
19 ".013 ".051 ".061 ".008 ".016 ".054 ".125 ~.010 .054 .109 .728 .098
20 .000 .000 .000 .000 .000 .000 .000 ".001 .000 .001 .002 .006
21 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 ".001
22 ".007 ".024 ".010 ".059 ".008 ".026 ".021 ".071 .029 .052 .119 .707
23 .001 ".001 .000 .000 .001 ".001 .000 .000 ".003 .002 .001 .000
24 .009 ".003 ".002 ".001 .011 -.003 ".005 ".001 ".039 .006 .029 .014
25 ".003 .011 ".002 ".001 ".004 .011 ".004 ".001 .013 ".023 .023 .013
26 .000 .000 ".008 ".001 .000 .000 ".017 ".002 .002 ".001 .097 .016
27 .001 .004 ".003 ".008 .002 .005 ".007 ".010 ".006 ".009 .039 .097
28 .001 .003 ".002 ".001 .001 .003 ".003 ".001 ".003 ".006 .020 .014
29 .020 -.005 .000 .000 .025 ".006 .000 .000 ".085 .011 .002 ".002
30 ".002 .087 .000 .000 ".002 .091 ".001 .000 .007 ~.184 .006 .002
31 ".001 .001 .029 .002 ".001 .001 .060 .002 .004 ".002 ".351 ".024
32 .000 .002 .002 .021 .000 .003 .003 .025 ".001 ".005 ".019 ".251
33 ".017 .004 ".003 ".002 ".021 .004 ".006 ".002 .072 ".009 .036 .023
34 ".001 ".108 ".002 ".001 ~.002 ".115 ".003 ".001 .006 .230 .019 .013
35 .001 ".001 -.039 ".003 .001 ".001 ".080 ".004 ".003 .002 .464 .039
36 .001 .000 ".003 ".025 .001 .000 -.007 ".030 ".003 .000 .041 .301
37 .025 .020 ".003 ".002 .031 .022 ".006 ".002 ".107 ".043 .034 .020
38 .011 .089 ".004 ".001 .014 .094 ~.008 ".001 ".046 ~.189 .047 .010
39 ".001 .004 .017 ".001 ".001 .004 .036 ".002 .005 ".007 ".208 .017
40 .000 ".001 .000 ".002 .000 ".001 .001 ".002 .002 .002 ".006 .022
41 .045 ".028 ".002 ".001 .056 ~.029 ".004 ".001 ".191 .059 .022 .006
42 ".013 .080 ".003 ".001 ~.017 .085 ".007 ".001 .056 ~.170 .038 .009
43 ".006 ".027 .024 ".001 ".007 ".029 .049 ".001 .025 .058 ".287 .012
44 .000 ".001 .000 .002 .000 ".001 .000 .003 .000 .002 .001 ".026
45 .038 ".032 ".005 ".002 .047 ".034 ".010 ".003 ".160 .068 .057 .030
46 ".020 -.020 ".003 ".001 ".025 ".021 ".006 ".002 .085 .042 .037 .015
47 ".020 ".028 .011 ".008 ".025 -.029 .022 ".009 .084 .059 ".129 .093
48 ".006 ".014 ".003 .043 ".007 ".015 ".007 .051 .025 .029 .040 ".511
49 .000 .002 .009 ".007 .000 .002 .019 ".008 .000 ".003 ".111 .084
50 ".001 ".002 ".001 ".002 ".001 -.002 ~.001 ".003 .002 .004 .009 .025
51 .000 .001 .001 .016 .000 .001 .001 .019 .000 ".001 ~.008 ".190
52 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 ".001
53 .001 .005 .007 ".021 .001 .006 .015 ".025 ".004 ".011 ".085 .250
54 .001 .001 ".002 .013 .001 .002 ".004 .015 ".003 ".003 .022 ".152

Table 5 (Continued)

13 14 15 16 17 18 19 20 21 22 24

1 ".203 ".061 ".039 ".016 ".052 ".017 ".013 .000 .000 ".007 .001 .009
2 -.121 ".375 ".146 ".051 ".016 -.210 ".051 .000 .000 ~.024 ~.001 ".003
3 ".010 ".022 ".058 ".014 ".005 ".007 ".061 .000 .000 ".010 .000 ".002
4 ".004 ".008 ".014 ".071 ".003 ".003 ".008 .000 .000 ".059 .000 ".001
5 -.255 -.077 ".049 ".020 ".065 ".021 ".016 .000 .000 ".008 .001 .011
6 ".128 ".396 ".155 ".054 ".016 ".222 ".054 .000 .000 ".026 ".001 ".003
7 ".021 ".045 ".119 -.028 ".010 ".015 ".125 .000 .000 ".021 .000 ".005
8 ".005 ".009 ".016 ".085 ".003 ".004 ".010 ".001 .000 ".071 .000 ".001
9 .862 .260 .167 .066 .219 .071 .054 .000 .000 .029 ".003 ".039

10 .257 .795 .310 .108 .033 .446 .109 .001 .000 .052 .002 .006
11 .120 .261 .692 .164 .058 .086 .728 .002 .000 .119 .001 .029
12 .045 .092 .164 .848 .032 .037 .098 .006 ".001 .707 .000 .014
13 1.000 .266 .177 .076 ".306 .024 ".003 .000 .000 ".017 .000 ~.162
14 .266 1.000 .346 .128 ".024 ".189 .033 .001 .000 ".001 .002 ".034
15 .177 .346 1.000 .208 ".028 ".007 .008 .001 .000 .025 .002 ".018
16 .076 .128 .208 1.000 ".021 ".013 .030 .005 ".001 .225 .001 ".012
17 ".306 ".024 ".028 ".021 1.000 .088 .107 .000 .000 .087 ".006 .238
18 .024 -.189 -.007 ".013 .088 1.000 .126 .000 .000 .086 .001 .059
19 -.003 .033 .008 .030 .107 .126 1.000 .001 .000 .141 .000 .057
20 .000 .001 .001 .005 .000 .000 .001 1.000 .003 .004 .000 .000
21 .000 .000 .000 ".001 .000 .000 .000 .003 1.000 ".001 .000 .000
22 ".017 ".001 .025 .225 .087 .086 .141 .004 ".001 1.000 .000 .043
23 .000 .002 .002 .001 ".006 .001 .000 .000 .000 .000 1.000 ".003
24 ".162 -.034 ".018 ".012 .238 .059 .057 .000 .000 .043 ".003 1.000
25 ".036 ".145 ".040 ".024 .095 .177 .070 .000 .000 .056 .000 .621
26 ".047 ".058 ".125 ".050 .094 .085 .253 .000 .000 .096 ".001 .558
27 ".052 ".063 ".064 ".073 .089 .077 .115 .001 .000 .276 ~.001 .510
28 ".032 ".041 ".032 ".019 .056 .051 .058 .000 .000 .051 .000 .359
29 .150 .012 .019 .010 ".449 .001 ".016 .000 .000 ".018 .001 .756
30 ".003 .166 .028 .009 .019 ".543 ".018 .000 .000 ".009 .000 .487
31 .020 .031 .198 ~i001 ~.032 ".049 ".674 .000 .000 ".043 .000 .358
3"> .024 .027 .038 .212 ".048 ".049 ".063 ".002 .000 ".745 .000 .241
33 ".443 -.063 ".054 ".032 .989 .079 .102 .000 .000 .085 -.006 .249
34 ".039 ".408 ".087 ".042 .087 .974 .110 .000 .000 .080 .000 .063
35 ".060 ".081 ".319 ".040 .111 .122 .945 .001 .000 .126 ~.001 .060
36 ".053 ".062 ".074 ".250 .097 .091 .126 .002 .000 .887 ".001 .048
37 -.103 ".038 .040 .023 ".002 ~.014 .009 .000 .000 .007 ".001 .014
38 ".046 ".244 .077 .008 .002 .054 ".008 .000 .000 .008 .000 .006
39 .002 -.003 ".286 .014 .005 ".008 ".016 .000 .000 .012 .000 ".004
40 .002 .003 .001 .026 ".001 ".001 ".009 ".002 .000 .005 .000 ".001
41 -.036 .072 .050 .022 ~.291 ".012 ".016 .000 .000 ".019 ".004 ".074
42 .069 .049 .064 .027 ".027 ".347 ".008 .000 .000 ".019 .001 ".026
43 .040 .064 -.064 .036 ".030 .000 ".337 .000 .000 ".027 .000 ".022
44 001 .002 .003 ".017 ".002 ".001 ".001 .000 .000 ".025 .000 .001
45 ".449 .026 .010 ".002 .565 .072 .070 .000 .000 .057 .009 .124
46 .047 ".377 ".034 ".020 .070 .624 .084 .000 .000 .054 .000 .048
47 .062 .013 ".367 .089 .037 .076 .170 .000 .000 .053 .001 .019
48 .014 .010 .035 ".628 .020 .033 .022 ".003 .000 ".102 .000 .009
49 .009 .011 .041 .081 ".019 ".022 ".192 .002 .001 .046 .000 ".010
50 .002 .003 .007 .021 .001 .001 .005 ".046 .012 .019 .000 .001
51 .021 .024 .033 .046 ".041 -.038 ".043 .002 .000 ".411 .000 ".020
52 .000 .000 .000 ".001 .000 .000 .000 .003 ".001 ".001 .000 .000
53 ".005 ".013 ".054 .203 .003 .000 ".067 .008 .003 .189 .000 .001
54 ".003 ".004 .005 ".146 .001 .001 .026 .006 ".001 ".085 .000 .001
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Table 5 (Continued)
Table 5 (Continued)

25 26 27 23 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

1 ".003 .000 .001 .001 .020 ~.002 ~.001 .000 ".017 ~.001 .001 .001 1 .025 .011 ~.001 .000 .045 ~.013 ~.006 .000 .038 ".020 ~.020 ~.00
2 .011 .000 .004 .003 ~.005 .087 .001 .002 .004 ".108 ".001 .000 2 .020 .089 .004 ".001 ".028 .080 ".027 ".001 ".032 ".020 ".028 ".01
3 ".002 ".008 ".003 ~.002 .000 .000 .029 .002 ~.003 ~.002 ".039 ".003 3 ".003 ".004 .017 .000 ".002 -.003 .024 .000 ".005 ".003 .011 ".00
4 ".001 ".001 -.008 ".001 .000 .000 .002 .021 ".002 ".001 ".003 -.025 4 ".002 ~.001 ".001 ".002 ".001 ".001 ".001 .002 ".002 ".001 ~.008 .04
5 ".004 .000 .002 .001 .025 ".002 ".001 .000 ".021 ".002 .001 .001 5 .031 .014 ".001 .000 .056 ".017 ".007 .000 .047 ".025 ".025 ".00
6 .011 .000 .005 .003 ".006 .091 .001 .003 .004 ".115 -.001 .000 6 .022 .094 .004 ".001 ".029 .085 ".029 ~.001 ".034 ".021 ".029 ".01
7 ".004 ".017 ".007 -.003 .000 ".001 .060 .003 ".006 ".003 -.080 ~.007 7 ".006 -.008 .036 .001 ".004 ".007 .049 .000 ".010 ".006 .022 ".00
8 ".001 -.002 ".010 -.001 .000 .000 .002 .025 ~.002 ".001 ".004 ".030 8 ".002 ".001 ~.002 ~.002 ".001 ".001 ".001 .003 ".003 ".002 ".009 .05
9 .013 .002 ".006 -.003 ".085 .007 .004 ".001 .072 .006 ~.003 ~.003 9 ".107 ".046 .005 .002 ".191 .056 .025 .000 ".160 .085 .084 .02
10 ".023 -.001 ".009 ".006 .011 ".184 ".002 ".005 ".009 .230 .002 .000 10 ".043 ".189 ".007 .002 .059 ".170 .058 .002 .068 .042 .059 .02
11 .023 .097 .039 .020 .002 .006 ".351 ".019 .036 .019 .464 .041 11 .034 .047 ".208 ".006 .022 .038 ~.287 .001 .057 .037 ~.129 .04
12 .013 .016 .097 .014 -.002 .002 ".024 ".251 .023 .013 .039 .301 12 .020 .010 .017 .022 .006 .009 .012 ".026 .030 .015 .093 ~.51
13 -.036 ".047 -.052 ~.032 .150 ~.003 .020 .024 -.443 ~.039 ~.060 ~.053 13 ".103 ".046 .002 .002 ".036 .069 .040 .001 ~.449 .047 .062 .01
14 ".145 -.058 ".063 ".041 .012 .166 .031 .027 ~.063 ".408 ".081 ".062 1* ".038 ~.244 ".003 .003 .072 .049 .064 .002 .026 '.377 .013 .01
15 ".040 ".125 ".064 ~.032 .019 .028 .198 .038 ".054 ~.087 -.319 -.074 15 .040 .077 -.286 .001 .050 .064 ~.064 .003 .010 ".034 ~.367 .03
16 ".024 ".050 -.073 ".019 .010 .009 ~.001 .212 ~.032 ".042 ".040 ".250 16 .023 .008 .014 .026 .022 .027 .036 ~.017 ".002 ".020 .089 ~.62
17 .095 .094 .089 .056 ".449 .019 ~.032 ".048 .989 .087 .111 .097 IV ".002 .002 .005 ".001 ".291 ".027 -.030 ~.002 .565 .070 .037 .02
18 .177 .085 .077 .051 .001 ".543 ~.049 ".049 .079 .974 .122 .091 18 ".014 .054 ".008 ".001 ".012 ".347 .000 ".001 .072 .624 .076 .03
19 .070 .253 .115 .058 ".016 ".018 ".674 ~.063 .102 .110 .945 .126 19 .009 ".008 -.016 ".009 ".016 ".008 ~.337 ".001 .070 .084 .170 _.02
20 .000 .000 .001 .000 .000 .000 .000 ".002 .000 .000 .001 .002 20 .000 .000 .000 ".002 .000 .000 .000 .000 .000 .000 .000 ".00
21 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 21 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .00
22 .056 .096 .276 .051 ".018 ".009 ~.043 ".745 .085 .080 .126 .887 22 .007 .008 .012 .005 ".019 ~.019 ".027 ".025 .057 .054 .053 ".10
23 .000 ".001 -.001 .000 .001 .000 .000 .000 ".006 .000 ".001 ".001 23 ".001 .000 .000 .000 ".004 .001 .000 .000 .009 .000 .001 .00
24 .621 .558 .510 .359 .756 .487 .358 .241 .249 .063 .060 .048 24 .014 .006 ".004 ".001 ".074 ".026 -.022 ~.001 .124 .048 .019 .00
25 1.000 .598 .547 .395 .510 .715 .370 .243 .095 .198 .079 .067 25 .004 .037 ".006 ".001 ".028 ~.074 ".034 ".004 .068 .096 .042 .02
26 .598 1.000 .600 .399 .451 .446 .485 .220 .096 .092 .280 .119 26 ".010 ".005 .040 ".004 ".027 ".029 ".059 ".002 .056 .060 .015 .01
27 .547 .600 1.000 .380 .409 .407 .326 .254 .092 .086 .130 .309 27 ".002 .007 .009 ~.002 ".027 ".032 ".036 .003 .052 .050 .011 .03
23 .395 .399 .380 1.000 .293 .298 .236 .156 .058 .057 .065 .059 28 .000 .007 .005 ".001 ".017 ".021 ".017 .000 .033 .031 .007 .00
29 .510 .451 .409 .293 1.000 .438 .354 .256 ".446 ".002 ".022 ".023 29 .003 .000 ".006 .000 .113 .001 .003 .000 ".292 .005 .000 ~.00
30 .715 .446 .407 .298 .438 1.000 .355 .245 .018 ".543 ".027 ".013 30 .006 ".044 .000 .000 ".005 .175 ".018 ~.002 .015 ".394 -.012 -.00
31 .370 .485 .326 .236 .354 .355 1.000 .229 ~.033 -.052 ~.703 ~.043 31 -.004 .026 ".042 .005 .009 .004 .228 .000 ".016 ~.038 ".245 .00
32 .243 .220 .254 .156 .256 .245 .229 1.000 ~.049 ~.052 ".072 ".841 32 .004 .000 .000 .006 .014 .014 .024 .018 ~.029 -.036 ".005 ".18
33 .095 .096 .092 .058 -.446 .018 -.033 ~.049 1.000 .088 .114 .099 33 .014 .009 .004 ~.002 ".268 ".036 ~.035 ".002 .601 .059 .026 .01
34 .198 .092 .086 .057 ~.002 -.543 ~.052 -.052 .088 1.000 .133 .099 34 -.004 .107 ~.007 ~.002 ~.027 ~.334 ~.015 -.001 .061 .667 .067 .02
35 .079 .280 .130 .065 ".022 ~.027 ~.703 ".072 .114 .133 1.000 .144 35 ".004 ".033 .078 ~.009 ".032 ~.029 ".298 ~.002 .063 .090 .281 .00
36 .067 .119 .309 .059 ".023 ~.013 ".043 ~.841 .099 .099 .144 1.000 36 ".005 .004 .005 ~.007 ".029 ".032 ".044 ".016 .058 .063 .011 .19
37 .004 -.010 ".002 .000 .003 .006 ~.004 .004 .014 ~.004 ".004 ".005 37 1.000 .025 .024 .001 ".026 ".012 .012 .000 ".014 ~.020 .044 .00
38 .037 ".005 .007 .007 .000 ".044 .026 .000 .009 .107 ~.033 .004 38 .025 1.000 .033 .000 -.012 ".005 ~.030 .000 ".006 .105 ".067 .00
39 -.006 .040 .009 .005 ".006 .000 ~.042 .000 .004 ".007 .078 .005 39 .024 .033 1.000 .006 .001 ~.007 .000 .002 .002 ~.010 .023 .01'
40 ".001 ".004 -.002 ".001 .000 .000 .005 .006 ".002 ".002 ".009 ~.007 40 .001 .000 .006 1.000 .001 .001 .007 ".001 ".001 ".001 .008 ".03
41 -.028 -.027 ".027 ".017 .113 ".005 .009 .014 ".268 ".027 ~.032 ".029 41 -.026 ~.012 .001 .001 1.000 .021 .017 .001 .411 .002 .008 .00'
42 ".074 ".029 ".032 ".021 .001 .175 .004 .014 ".036 ".334 ".029 ~.032 42 ".012 ~.005 ~.007 .001 .021 1.000 .035 .002 ".006 .257 .012 .00
43 ".034 ".059 ~.036 ~.017 .003 ".018 .228 .024 ~.035 ".015 ~.298 ~.044 43 .012 -.030 .000 .007 .017 .035 1.000 .003 ".019 ~.003 .264 .00
44 ".004 ".002 .003 .000 .000 ".002 .000 .018 ".002 ".001 ~.002 ".016 44 .000 .000 .002 ".001 .001 .002 .003 1.000 ".001 ".001 .000 .03!
45 .068 .056 .052 .033 -.292 .015 ".016 ".029 .601 .061 .063 .058 45 ".014 ".006 .002 ".001 .411 ".006 ".019 ~.001 1.000 .054 .040 .01
46 .096 .060 .050 .031 .005 ".394 ".038 ".036 .059 .667 .090 .063 46 ".020 .105 ".010 ".001 .002 .257 ".003 ".001 .054 1.000 .096 .04'
47 .042 .015 .011 .007 .000 ".012 ".245 ".005 .026 .067 .281 .011 47 .044 -.067 .023 .008 .008 .012 .264 .000 .040 .096 1.000 .06
48 .022 .013 .033 .007 ".003 ".001 .001 -.181 .017 .029 .009 .196 48 .008 .007 .015 ".037 .000 .003 .007 .038 .017 .040 .062 1.00'
49 ".014 ".052 ".014 ".011 .003 .005 .140 ~.015 ".019 ".023 ~.196 .007 49 .001 .005 ".003 ".033 .005 .004 .067 ".002 ".011 ~.016 ".035 ~.05
50 .000 .001 .003 .001 .000 .000 ".002 ".007 .001 .001 .003 .009 50 .001 .000 .000 ".009 .000 .000 ".001 ".001 .001 .001 .002 ".01
51 ".028 -.048 ".133 ".025 .009 .005 .011 .363 ".042 ".041 ".051 ".431 51 .001 ".001 ".008 ".062 .012 .013 .011 .009 ".025 ".026 ~.014 ".04
52 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 52 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .00'
53 .002 ".006 .026 .002 -.001 ".001 .037 -.078 .003 .003 ".045 .092 53 .001 ".004 .033 ".097 ".002 ~.003 .040 ".007 .001 .000 .044 ".13'
54 .001 .006 -.004 .001 .000 .000 ".016 .013 .001 .002 .023 ".015 54 ".002 .001 ~.013 .071 ".001 ".001 -.018 .004 .000 .002 ".022 .09
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49 50 51 52 53 54

T a b l e 6

O m i t t e d

Comparison Of F i t t ed Values W i t h Ni vadpenam i9f)4

Tab IB 7
Standard Reference Data

Capture Cross Sections1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
TO
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54

.000

.002

.009
-.007

.000

.002

.019
-.008
.000

".003
-.111
.084
.009
.011
.041
.081

".019
".022
-.192

.002

.001

.046

.000
".010
-.014
-.052
-.014
".011
.003
.005
.140

-.015
".019
-.023
".196
.007
.001
.005

-.003
-.033

.005

.004

.067
-.002-.011
-.016T.035
-.051
1.000
.010
.044
.001
.427
.110

-.001
-.002
".001
".002-.001
-.002-.001
-.003
.002
.004
.009
.025
.002
.003
.007
.021
.001
.001
.005

-.046
.012
.019
.000
.001
.000
.001
.003
.001
.000
.000

-.002
-.007
.001
.001
.003
.009
.001
.000
.000

-.009
.000
.000-.001-.001
.001
.001
.002

".012
.010

1 .000
.008
.015
.034
.029

.000

.001

.001

.016

.000

.001

.001

.019

.000-.001
".008
".190
.021
.024
.033
.046

-.041
-.038
-.043
.002
.000

-.41 1
.000

-.020
-.028
".048
".133
".025
.009
.005
.011
.363

".042
-.041
".051
".431

.001-.001
-.008
".062

.012

.013

.011

.009
".025
".026
".014
-.042

.044

.008
1 .000
.000
.095
.396

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000-.001

.000

.000

.000-.001

.000

.000

.000

.003-.001
".001
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.001
.015
.000

1 .000
.004-.001

.001

.005

.007
".021

.001

.006

.015
-.025
-.004
".01 1
-.085
.250
-.005
".013
-.054
.203
.003
.000

-.067
.008
.003
.189
.000
.001
.002

-.006
.026
.002-.001-.001
.037

-.078
.003
.003

".045
.092
.001

-.004
.033
".097
".002
-.003
.040

".007
.001
.000
.044

-.139
.427
.034
.095
.004

1 .000
.316

.001

.001
-.002
.013
.001
.002
-.004
.015
".003
-.003
.022

-.152
".003
~.004
.005

~.146
.001
.001
.026
.006-.001

".085
.000
.001
.001
.006

".004
.001
.000
.000

".016
.013
.001
.002
.023

-.015
".002

.001
-.013
.071-.001

".001
".018
.004
.000
.002

".022
.095
.110
.029
.396

".001
.316

1 .000

PAP
SCA 33
SCA 35
SCA 39
SCA 41
SCR 33
SCR 35
SCR 39
SCR 41
ABS 33
ABS 35
ABS 39
ASS 41
FIS 33
FIS 35
FIS 39
FIS 41
ÇA 33
ÇA 35
ÇA 39
ÇA 41
NUB 33
NUB 35
NUB 39
NUB 41
NUB 52
ETA 33
ETA 35
ETA 39
ETA 41
ALPHA 33
ALPHA 35
ALPHA 39
ALPHA 41
HLF 33
HLF 34
HLF 39

FITTED
13.4994
16.3121
7.8706

11 .9756
12.3176
14.6450
6.6721
10.8304
574.0839
681 .3275
1018.1303
1332. «48
532.3129
585.2068
748.3183
1020.7414
41.7710
96.1208
269.8121
361 .3734
2.4849
2.4256
2.8785
2.9397
3.7632
2.3041
2.0834
2.1156"
2.1711
.0785
.1643
.3606
.3540

1 .5920
2.4568
2.4116

ERROR
.9138

1 .2069
.9764

2.5863
.6997
1.3773
1.8370
3.8379
1.7728
1.7304
3.9721
14.9107
2.3907
1 .7010
2.6076

11 .4926
1 .7570
1 .7626
3.3002
6.1921
.0054
.0046
.0060
.0065
.0050
.0063
.0054
.0067
.0087
.0035
.0033
.0047
.0059
.0020
.0053
.0029

TERROR
6.7693
7. 3909
12.4052
21 .5960
5.6808
9.4046
27.5328
35.4362
.3088
.2540
.3901
1.0788
.4491
.2907
.3485

1 .1259
4.2063
1 .8337
1 .2231
1.7135
.2182
.1889
.2080
.2207
.1322
.2716
.2575
.3156
.3998

4.5210
1 .9953
1 .3085
1 .6723
.1259
.2166
.1222

DIV12.6000
13.9000
7.3000
9.1000
.0000
.0000
.0000
.0000

575.1000
681.4000
1018.0000
1371.0000
529.6000
582.9000
748.2000
1009.7000
45.4000
98.6000
269.9000
361 .1000
2.4931
2.4287
2.8807
2.9461
3.7682
2.2959
2.0775
2.1170
2.1700
.0859
.1723
.3639
.3635

1.5913
2.4575
2.4101

DIV-YF
.9334
.8521
.9275
.7599
.0000
.0000
.0000
.0000

1.0018
1 .0001
.9999
.9920
.9949
.9961
.9998
.9892

1 .0869
1 .0258
1.0003
.9992
.0033
.0013
.0008
.0022 1
.0013
.9964
.9972

1 .0006
.9995

1 .0947
1 .0490
1 .0093
1 .0267
.9996

1 .0003
.9994

197 Au 98.65 + 0.009b
59 Co 37.18 T 0.06b

EBIV-ER 55 Un 13. -M ± 0.04b !
.3283.4143 Absorption
.4097
.3867 10 B 3838 ± 6b
.0000 Sulphur 0.52 i. 0.01 (
.0000 Natural boron (Arqonne) 757.3 i 3.0 i
.0000.0000 Half-lives
.5641.6357 233 U <AlPha) ( 1 .592 + 0.002)E05y i
.7301 234 U (Alpha) (2.457 ± 0.005>E05y i
.5164 239 Pu (Alpha) (2.411 ± 0.003)E04v
.5019 241 Pu (Beta) (14.4 i 0.100)y
.64677̂ 70 a Divadeenam and Stehn (1984)
.5395 b Axton (B1984).3984 c Muqhabqab, Divadeenam, and Holden (1982
*4539 d Sjostrand and Story (1961)
!6666 e Reich(1984)
.8236
.7191
.7421
.9522
.1253
.8039
.6391
.6150
.7788
.9217
.4228
.4577
.6782
.9628
.8132
.9470
.3969
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7. Discussion

A study of the residuals in table 1 reveals a reasonably normal
distribution. is 105 for 169 measurements and 126 degrees of freedom.
Of the 169 residuals, 81 are positive and 88 are negative. 30 of the
measurements d i f fe r from their f i t ted values by more than one standard

deviation compared with an expected 54.

Only one measurement differs from its fitted value by more than 2
standard deviations compared with an expected 8. This may reflect some
of the arbitrary down-weighting which has been carried out by previous
evaluators. Evaluators tend to distrust 'measurements which do not agree
within the error'. However, if all measurements were in agreement within
this limit, the data set would be seriously abnormal.

Likewise, although measurers in general agree that thirty percent
or so of the measurements are expected to be beyond one standard
deviation, nobody wants his own measurement to fall into that category.

Two important measurements do fall into this category, namely the
cCf i? measurements of Spencer et al. (1982), and Axton et al. (198t),

with residuals of + 2.1 and - 1.3 respectively. In view of the above
discussion perhaps these measurements should not be considered to be
discrepant after all, since the residuals are compatible with the
assumptions regarding the uncertainties of the input data.

A disturbing feature of the new # ratios of Gwin et al. (1984) is
the unexplained disagreement between the responses of the various

Cf foils used in the measurements, which necessitates some
renormalization of the ratios. Regarding the comparison with the results
of Divadeenam et al (A 1984) in table 4, the main differences occur with
the relatively unimportant scattering cross-sections and they are
probably attributable to the fact that they chose to neglect the small
differences between the bound-atom scattering cross sections used for
liquid and powdered metal samples, and those used for rolled metal
samples. These distinctions were introduced by Hanna et al.(1969) and
retained by Lemmet (1982). The low uncertainty on the value of the
239Pu half-life merely reflects the lower uncertainty in the input value.

There do not appear to be any significant differences in the more
225 important of the fitted parameters, or in their uncertainties. The

anddifferences of up to 8% for U ay and oc, and up to 2% for
oc, noted by Divadeenam in comparison with the earlier results of Axton
(1984) are no longer evident. Neither is the 2 barn difference in a for
235U.

The agreement is perhaps to be expected since these two latest
evaluations are based substantially on identical data apart from some
revaluations of earlier experiments and the addition of some correlations.
Many of the measurements have simply been transferred from one
evaluation to the next with, perhaps, some changes in the uncertainties.
Perhaps more experiments would benefit from re-interpretation along the
lines of appendices 2 and 3 of this paper.

Some of the correlations between the output parameters are
somewhat higher than those of Divadeenam. In each nuclide the
correlation between a . a ̂  and n averages 86%, and between " and oc

• 252^95%. v values for the fissile nuclides are correlated 34% with Cf, and
54% with each other. The negative correlation between U and Pu
for v seems rather strange in Divadeenams correlation matrix. (1984)

It should again be emphasized that if the fitted parameters are
propagated into reactor calculations they should always be accompanied
by the associated correlation matrix.

Conclusions.

The results of this evaluation shows satisfactory agreement with
those of Divadeenam (A1984). Whilst this is encouraging, it would be
disturbing indeed if it were not so since the evaluations are based on
what is almost the same input data.

Although many of the uncertainties are greater than those of
Divadeenam, some of them are lower. Divadeenam made some suggestions
for further improvement of the data set, which included some
remeasurements of various key cross sections, rç , and oc values, and
Monte Carlo studies of some of the existing Maxwellian oc and V
experiments. His concluding statement was 'Finally a generalized
least-squares analysis with the Covariance Matrix as a part of the input
data would provide an estimate of the parameter errors on a more
realistic basis.1 This has now been done.



226 As discussed by _Axton (B1980), very few thermal neutron cross
sections are measured absolutely. They are nearly all measured relative
to another cross section and most of them are eventually traceable to
gold or boron which can be measured absolutely by transmission.
However, when standard cross sections such as hydrogen, gold, boron,
cobalt, sodium, and manganese etc., are evaluated for inclusion in a
compilation of standard reference data they are always evaluated
individually, and the correlation information is lost to the user of the
compilation.

If the cross sections are evaluated simultaneously, the improvement in
the knowledge of any single cross section would improve the values of
all cross sections included in the evaluation as it would improve many
fast neutron cross sections as well. It is hoped that any further work on
the subject of this paper will be preceded by a simultaneous evaluation
of all thermal cross sections which are regarded as standards.
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APPENDIX 1
TABLE Al.l

Nuclide Identifiers

Nuclide Identifier

33
30
35
39
00
01
02

Nuclide

233y

230U

235U
239Pu
2<f°Pu
2<t lPu
2*2Pu

TABLE A1.2
Function Definitions

Function

ABS
FA
FIS
FF
ÇA

CAP

SCA

SCR

NUB

ETA
F1ETA
F2ETA
F3ETA
FH1
FFH

HLF

WGA
WFA
FLEM
F1CAB
F2CAB
F3CAB
FOCAB
F5CAB
F1B1G

GC116

GA116

F1HLF
F2HLF
F3HLF

Independent
variable

Meaning

Yes

Yes

Yes

Yes Monoenergetic absorption cross section (2200 ms~ )
Maxwellian absorption cross section (20°C)

Yes Monoenergetic fission cross section (2200 ms~ )
Maxwellian fission cross section (20°C)
Monoenergetic capture cross section (2200 ms~ )
Maxwellian capture cross section (20°C)

Yes Scatter cross section
Yes Scatter cross section (Rolled metal)
Yes NUBAR

Monoenergetic ETA = NUB x FIS : ABS
Maxwellian ETA = NUB x FF : FA
Maxwellian FIETA x FA = NUB x FF
Maxwellian (FIETA - 1) x FA = NUB x FF - FA
Monoenergetic FIS x HLF
Maxwellian FF x HLF ,«g (33 FFH 35) is FF 35
multiplied by HLF 33.
Relative half-life in years (omitting powers of 10).

241In the case of Pu it is the B half-life in years.
Westcott parameter g for absorption (20°C)
Westcott parameter g for fission (20°C).
(CAP 33) : «FA 33) - (CAP 33))
«CA 00) x (GC116 00) - (CA 02) x (GC116 02))
«ABS 39) x (GA116 39)- (CA 02) x (GC116 02))
«ABS 39) x (GA116 39) : (GA 39) x (GC116 39))
«ABS 01) x (GA116 01) - (ABS 39) x (GA116 39)):F1HLF
«ABS 01) x (GA116 01) : (CA 01) x (GC116 01)): F2HLF
«FF 01) : (39 FFH 39)) : F3HLF. (Bighams half-life-depen-
dent fission ratio).

Yes Westcott's g + rs parameter for capture for T = 116°C and
r = .00075 .(the Cabell functions F1CAB etc.)

Yes Westcott's g + rs parameter for absorption for T = 116°C
and r = .00075.
Dependence of FOCAB on HLF 01
Dependence of F5CAB on HLF 01
Dependence of F1BIG on HLF 01.



APPENDIX 2 TABLE Al

Recalculation of the Results of Muelhausel959.

Using the author's notation the measured quantity is

"p = f «a(l-97) • CRf(CR 1/v - 1) - CR l /v(CRf-l)

where a

(1)

, which is negative, is the measured pile cross section
f is the Westcott parameter g(T)
g is the non-leakage factor for fission neutrons
CRi/v is the cadmium ratio of the (i/v) boron standard
CRf is the cadmium ratio for the fission spectrum.

The equation is rearranged to give

(l-l)f»a- [ (-»p/9) ' CR 1/v (CRf-1) + CRf (CR 1/v-l) ] - ft^l-l/g)

The a are normalized to the boron cross section, and, because of the second term in
equation it is necessary to assume values for the a and the f. However, since the second

cl
term amounts only 'to about 10% the derived function is not very sensitive to the
uncertainties in 7 and a . Nevertheless it is desirable to use the latest values for these and
for the boron normalisation. The data appear in tabte Al.

233u
235u
239p(J

Author's v

a
P

-636+8

-597±8

-954*±15

alues

"a f
a

5*1^7 1

694±8 .972

1026±13 1.079

CRf

24+1

63+3

69±4

g

P

-638

-599

-957

.27

.13

.67

F

a a

574.

680.

1017.

Revised

7+1.0

9±1.1

3+2.9

values

f

.99664+.

.99740;+.

1.05624±.

002

0016

0029

»The 239 rPu value in the author's table is provisional. The final value is given only for 1 .
The inputs is therefore adjusted to give, using the author's data, the final value of ^Q.
The value of CTn was 755+2. The " are normalized to the Story (1961) value for Argonne
boron which is 757.7+3.0b. The boron cadmium ratio is 110_+5.
The uncertainties in the boron ' cross section, the boron cadmium ratio, and the leakage
factor g are correlated, whereas those in the fissile nuclide °a, °p, cadmium ratios, and
Westcott g factors are not. The statistical uncertainty is + 0.1%. The new o t and the

""* 3
g factors are taken from Divadeenam 1984.

The Maxwellian temperature T is not stated. It is assumed to be 20°C.

The results are shown in table 2 in comparison with the expectation value and the values
used by previous evaluators.

TABLE 2

.

e>

233
239

- 1)

U -r

U i

„
a

a

235U
235U

This
evaluation

1.0221
1.6019

+ 1.811
i 2.273

cor re 1.
+ 20° C

0.691
1.614

uncert.
other
causes

1.233
1.233

Story 1961
Lemmel
and

1981
Expect.

Divadeenam 198*

1.001»
1.5646

+ 1.945
+. 3.365

1.001
1.513

+ 3.90
+ 6.81

1.031
1.636

Uncertainties expressed as percent.

227



228 APPENDIX 3

Recalculation of the Measurements of Cabell 1968
1 ~ 239 ~
P u° a-> PU° •

239Pu a, and W1Pu a, and published by Cabell and Wilkins (1966).
These measurements were interpreted as measurements of

They were revised in Cabell (1968). For some of these measurements values of
other data in the set were needed, and these were taken, not from the measure-

2^1ments in the set but from standard reference data. The Pu measurements
241depend on the (3 half-life of Pu which was very uncertain in 1968. Cabell

calculated his values using two discrepant half life values of 1^.05 _+ .!*> years
and 1^.98 _+ 0.33 years and an additional uncertainty was added to cover the
spread of the two sets of results. The measurements also depend on assumed

2(iQ 242values for Pu<?7and Pua? .

It was decided to re-interpret these data in terms of five functions which
describe the quantities actually measured. In this way they are easily updated
with new ancillary data. It is also much simpler to keep track of the correlations.
These are (see appendix I for function definitions):-

F1CAB = (CA 40) x (G116 40) - (CA 42) x (GC116 42)
F2CAB = (ABS 39) x (GA116 39) - (CA 42) x (GC116 42)
F3CAB = [ (ABS 39) x (GA116 39)]+ [ (CA 39) x (GC116 39)]
F4CAB = [ (ABS 41) x (GA116 41) - (CA 41) x (GC116 41)] x F2HLF
F5CAB = [ (ABS 41) x (GA116 41)] + [ (CA 41) x (GC116 41) X F2HLF]

From Cabell ' s two sets of calculations using different 241Pu half l ives, the
hal f l i f e dependence of these results can be expressed as

F1HLF = 1 + 0.12966 ((HLF 41) - 14.05) and
F2HLF = 1 + 0.02250 ( ( H L F 41) - 14.05).

The functions GA116 and GC116 are the Westcott g + rs factors for absorption
and capture respectively for a temperature T = 116 and r = 0.00075.

The inpu t data are shown in table A3. All the data in column 3 are input data
to the least squares f i t , except <7a for boron, as f loat ing variables to be
f i tted .

It w o u l d be tedious to introduce the 20°C g-factors but it could be done in
order to preserve the correlation w i t h other data.
The FCAB func t ions would become much more elaborate.
By a l l o w i n g the 116° factors to change they cease to be part of a consistent
set, but on the other hand they become more descriptive of the actual reactor
spectrum.

TABLE A3

Parameter

F1CAB
F2CAB
F3CAB
F4CAB
F5CAB
HLF 41
(CA 40) X (GC116 40)
(CA 42) x (GC116 42)
GC116 39
GC116
GC116
GC116
GA116
GA116
59CO*
CA 40
CA 42

40
41
42
39
41

Author value

276.2 + 12
1182 + 22.
3.269 + 0.
306 + 10.3
3.871 + 0.
14.05 + 0.
305.1 + 7.
21.0 + 1.2
1.3249
1.0858 + .
1.0460
-
1.1869 + .
1.0841 + .
37.5 + .13
-
-

.2
2
089

062
14
6

0034

0136
0073

Percent
Revised value correlated uncertainty

Flux + 9°C

273.843
1171.914
3.269 + 0
303.389
3.871 + 0
14.4 +0.
-

1.3265 +
1.1097 +
1.1085 +
1.1335 +
1.1846 +
1.1073 +
37.18 + 0
289.5 + 1
18.5 + 0.

2.26 0.31
2.26. 1.21

.089 - 0.54
2.26 - 1.31

.062
1

.0803

.0037

.0274

.0303

.0180

.0091

.6

.4
3

Reference

a
a

a

c

b
b
b
b
b
b
d
e
e

59a corrected to new a for Co
B The 116°C g-factors were taken from Westcott (1960) and the resonance integrals

from BNL 325 3rd edition,
c 'Reich (1984)
d Divadeenam et al (1981)
e BNL 325 3rd edition.



Westcotts 1960 g+rs factors were used because they were the only set ava i l ab le at
the time, but the output values are not sensitive to the values chosen for input .
It s imply involved more iteration of the program if they are seriously wrong.

Table A4 shows the input data for the five functions in comparison with their
fit ted values, and table AS shows the data as represented in previous
eva lua t ions .
The uncertainties in tables A4 and A5 are expressed as percent.

TABLE A*

Value Fitted value

PICA B 273.8*3 +_ *.96 290.07
F2CAB 1171.91 ± 3.176 1183.8
F3CAB 3.269 ± 2.776 3.28*
F*CAB 303.389 ± 5.835 305.25
F5CAB 3.871 +_ 1.602 3.8*1

Uncertainties are percent

TABLE A5

Lemmel 1981 Divadeenam 198* Fitted value

?ti I
Pu o. 1**3 +2.15 1**2.7 + 2.13 1**3.51

2*1 ~ ~Pu Sc 372.7 + 2.58 372.5 + 2.55 376.70
239 ~

Pu Ô O.*0*8 + *.55 O.*0*8 + *.55 0.3922
239 ~"7Pu sc 312 H- *.*9 310.66 + 3.70 309.2*
2*1Pu à .3*80 + *.89 .3*88 + *.59 0.356*

Uncertainties are percent
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i,
2
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.

16.
17.

18.

19.

20.
21.
22.

23.

24.

25.
26.

Appendix 4
Notes to the input data

As Sjostrand and Story (1961), Lemmel (1982) and Divadeeman (1984).
As Lemmel (1982) and Divadeenam (1984).
As Lemtiel (1982).
As Divadeenam (1984).
As Axton (1984).
As Sjostrand and Story (1960) and Lemmel (1982).
See note 6.
See notes 2 and 9.
Cobalt correlation added .
See notes 4 and 9.
See note 4. Reformulated by Hanna.
Sodium corrslation added.
See notes 4 and 12.
See note 4. Omits added uncertainty for sample absorption introduced by Lemmel (1982
See note 4. The uncertainties have been previously and arbitrarily expanded on
account of the high accuracy claimed for the 1958 spectrometry. See note 16.
Dependence on ß half life of Pu introduced
See note 2. The experiment was last recalculated by Hanna (1969)with new o and
U half lives for 241Pu. He assumed T = 20° whereas the author quotes 25°, The
experiment should be recalculated with modern reference data.
Values as Divadeenam (1984) and Lemmel (1982) but correlations due to assay appear
in the covariance matrix.
See note 4. Based on Monte Carlo evaluation (Beer et al (1975)). Correlated
through temperature uncertainty.
As Divadeenam (1984) and Lemmel (1982). Correlated through spectrum uncertainties.
Correlated through MTR 70° C tepoerature uncertainty.

239 ' 235For 'Pu the spectrum uncertainty is negligible. For U the spectrum uncertainty
may be correlated with other measurements in NRU reactor shield.
See note 2. The uncertainties have been successively increased by various
evaluators. Here the authors estimates are accepted as uncorrelated but
correlated spectral uncertainties have been added.
The measurement is boron dependent, but the value of o_ used by the author is
not stated. See note 3;
See note 4. Correlated by the spectral uncertainties (S and P in the authors paper).
See note 3. The correlated uncertainties are dealt with by the covariance matrix
instead of by the "Hanna triangle". (Hanna et al., 1969)



230 27. See note 2. There are no spectral correlations. But the measurements are correlated
by the common denominator of the 35U reactivity. The authors give no uncertainties.
If it 1s assumed that each reactivity 1s accurate to 1 X this reproduces the
authors uncertainties on the ratios, and leads to 50 % correlation.

28. See note 1. Divadeenam (1984} neglects the correlations specified by Sjostrand
and Story (I960). Lemuel deals with them by means of the Uanna triangle.

29. See note 2. It 1s not possible to recalculate the experiment (Sjostrand 1960).
The authors suggest uncertainties of +_ 1.5 % per reactivity which 1s 2.121 %
for a ratio. Sjostrand quoted uncertainties of 1.775 % and 3.365 * for 233/235
and 239/235 respectively. These were doubled by Westcott (1965). Lemrael (1982)
and Divadeenam (1984) copied Westcott. There must be a correlation of at least
1.5 X between the two ratios for the common denominator.

30. See appendix 2 for reformulation and recalculation.
31. Revalued by Smith (1984),
32. The two ratios of Gwin (1978) have been replaced by the four ratios of Gwin (1984)

and an attempt has been made to estimate the correlations between them, and between
them and their 252Cf v value.

33. Recent improvements in the knowledge of c„ and »s and/or their uncertainties
(Axton (A 1984), Mughabgab (1981) enable a reduction of the common uncertainty
in NPL manganese bath measurements from 0.239 X to 0.211 X, and of the common
uncertainty in all manganese bath measurements due to the uncertainty in the
factor (1 + "c / f fu^) from 0.122 % to 0.073 %. The cotmion uncertainty between the

252ij. Cf measurements of Smith and Alexandrov is correspondingly reduced to 0.111 X.
34. As Reich (1984).
35. Reformulated and recalculated in appendix 3.
36. Data taken from BNL 325 Third edition.
37. The 116° Westcott 9-factors are taken from Westcott (1960), and the resonance

integrals from BNL 325 Third edition. The results are not very sensitive to the
input values chosen.
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Abstract

Accurate new neutron induced cross-section data in the sub-thermal energy
region were requested recently by reactor physicists. To fulfill these
requests, a liquid nitrogen cooled methane moderator was installed at
GELINA, resulting in a five times increased neutron flux below 20 meV.

Preliminary measurements of the U(n,f) cross-section in the meV-region
and the influence of the cross-section shape on the Westcott g,-factor
are discussed.

1. Introduction

A need for new neutron induced cross-section data in the sub-thermal energy
238 23Sregion became recently apparent, especially for U and U (1). This was

due to the fact that the uncertainty in the shapes of o, and *l of U and
238

o of U in the meV neutron energy region have a strong impact on the un-
certainty of the temperature coefficient of thermal reactors. To fulfill
these requests from the reactor physicists formulated in réf. 1, a liquid
nitrogen cooled methane moderator has been installed at GELINA, in order to
obtain for that group of projected experiments a strong increase of the neutron
flux below 20 meV.

235In the present paper, preliminary measurements of the U(n,f) cross-section
in the meV-region will be discussed. In view of the theme of this session of
the meeting, special attention will be given to the influence of these data .
on the Westcott g,-factor.

2. Experimental conditions and results

In 'normal' experimental conditions, the neutrons produced in the uranium target
of GELINA are moderated in a water-beryllium or in a 4 cm thick polyethylene
moderator. These moderators are optimized for measurements using resonance or
keV-neutrons . In order to allow the planning for the a -measurements with
sub-thermal neutrons, a 'pilot experiment' was performed using a 12 cm thick
polyethylene moderator. This resulted in a gain in neutron flux of 50% in
the meV region compared to a 4 cm thick moderator. GELINA was operated at a

9 fi25 Hz repetition frequency with 2 Ps burst widths. A 25 Mg/cm thick LiF-layer
2 235was mounted back-to-back with a 100 Mg/cm thick UF, layer. For the final

measurements, a thinner uranium layer will be used to avoid self-absorption
effects. The Li(n,o) t-particles and the fission fragments were detected

2with two 20 cm large surface barrier detectors. After correction for background,
the (n,f) and the a+t counting-rates were divided, which, under the assumption
of a 1/v-shape for the Li(n,a)t cross-section, yielded the U cf(E)\/E shape.
This curve was normalized to the absolute a -data of Deruytter et al. (2) via
the integral o ' O f e af(E)dE = (19.26 ̂  0.08) barn.eV. These preliminary
results are shown in fig. 1 (o) , together with the data points of Deruytter
et al. (2) (+) . Obviously, both data sets agree in the neutron energy region
from 10 to 200 meV. Below 10 meV they slightly diverge, which might be due to
self-absorption effects in the layers.

Through this 'pilot experiment' it became clear that the requested accuracy
of 17, on the a -shape could only be realized after a substantial increase of
the neutron flux in the meV-region. According to the formula for the Maxwell
distribution, such an increase could be obtained by decreasing the temperature
of the moderator. For various reasons, a liquid methane moderator (cooled with
liquid nitrogen at 77 K) was preferred at GELINA. The technical characteristics
of this moderator are given by J.M. Salome (3). The neutron flux distribution
obtained with this moderator is shown in fig. 2, in which also the corresponding
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Neutron flux distributions obtained under identical experimental
conditions with the nitrogen cooled liquid methane moderator and
with the water-beryllium moderator at room temperature.

low-energy a f-data on gf can easily be seen from the following relation, which
gives the explicit temperature dependence of g, :

distribution obtained with a water-beryllium moderator at room temperature is
given. Obviously, the cold moderator yields about five times more neutrons below
20 meV than the moderator at room temperature.

Under these conditions, more accurate cross-section measurements with sub-thermal
neutrons become feasable and will be started shortly.

3. Discussion

The fission cross-section data below 20 meV contribute with about 25% to the
value of the Westcott gf-factor (at 20.WC). This strong influence of the

g (T) =
(kT)

e x p [ - E / k T ] V E o f ( E ) V E d E

Here k is the Boltzmann constant, T the absolute temperature and EQ = 0.025298 eV.

How well-known is a in the neutron energy region below 20 meV ? If we scruti-
nize the literature, the number of experiments is rather limited and a substan-
tial part of them were performed before 1960. Moreover, some of the data sets
reveal structures due to crystalline effects (e.g. Bragg scattering).

The experimental situation up to 1969 is summarized in a report by Westcott (4),
demonstrating a large scatter of data points in the o (E)VE versus E curves
in the meV-region. Nevertheless, a gf-factor with a (one standard deviation)



accuracy of 0.155% was calculated from these data. Later'on, only few new
experimental results became available. Deruytter et al. (2) and Berceanu et al. (5)
performed absolute a -measurements at a thermal reactor beam with a slow chopper.

A few linac experiments (e.g. refs. 6-9) yielded 0,-data points below 20 meV,
without, however, being optimized for measurements at such low energies,
Several other evaluation and status reports were made later on by Lemmel (10),
Leonard et al. (Il), Stehn et al. (12) and Divadeenam & Stehn (13). Their
evaluated values for g are summarized in Table 1. This table is completed
with two g -calculations performed by Deruytter et al. (2,6) and Gwin (14),
based on a -measurements made by these authors. Within the errors quoted, all
these values are in agreement. Nevertheless, there are several reasons for not
being completely satisfied: (1) the evaluated values are to a large extend based
on the same data sets, treated in a more or less different way (2) in all cases
analytical extrapolations of CT,(E)V E towards zero energy were performed based
on fits to rather scattering of(E)VE-data at very low energies. In this region
however the cross-section shape is possibly influenced by one or more negative
energy resonances near zero energy.

In this respect, we want to investigate the suggestion of Erradi (15), who
235shifted the first strong negative U neutron resonance to - 0.85 eV and who

introduced a small (mainly capture) resonance at - 0.01 eV. These changes are
compatible with the experimental data, although at the limits of the experimen-
tal uncertainties. This hypothesis results in a strong modification of the shape
of t7 below 20 meV.

From a recent integral experiment performed at Chalk River, Jones et al. (16)
235conclude that the ENDF-B V data describe the U(n,f) cross-section shape

satisfactorily. We believe however that a differential cross-section measurement
is the more unambiguous way to obtain information on this cross-section shape.

A. Conclusions
235,,The uncertainty on the shape of the '"' U(n,f) cross-section below 10 meV has an

influence on the shape of r) and on the value of gf. The installation of a nitrogen
cooled liquid methane moderator at GELINA provides an excellent tool to improve
our knowledge of the sub-thermal U(n,f) cross-section shape.

23STable 1 Westcott g -factors at 20.44°C for U

237

Reference Year Comment

Westcott (4)
Lemmel (10)
Leonard et al. (Il)
Stehn et al. (12)
Divadeenam & Stehn (13)

Deruytter et al. (2,6)
Gwin (14)

* this means that g has
own o „-data.

1969
1975
1976
1982
1984

1971
1976

been calculated

0.977 + 0.00151 evaluation
0.9758 _+ 0.002
0.9775 + 0.0011
0.9771 ± 0.0010
0.9761 _+ 0.0012

0.978 _+ 0.001
0.977 _+ 0.002

by the authors

"
ti
u
M

experimental
M

mentioned based on their
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A LEAST SQUARES FIT OF THERMAL DATA
FOR FISSILE NUCLEI

M. DIVADEENAM, J.R. STEHN
National Nuclear Data Center,
Brookhaven National Laboratory,
Upton, New York,
United States of America

Abstract

Recently we published a paper (Annals of Nuclear Energy, 11, 375,
1984) on the least-squares analysis of thermal constants for fissile
nuclei U-233, U-235, Pu-239 and Pu-24l. Since this work was completed
some new Information has become available. These are:

1. Recently published nu-prompt ratios of the four fissile nuclei
by Gwin et al.

2. Hardy's analysis of Gwin-Magnuson critical assembly results.
3. Gwin's analysis of the same experimental results.
4. Axton and Bardell's finalized result for the Cf-252 nu-bar total

value.
We have investigated the effect of including the new results in our

least-squares study. The following observations result from the
least-squares analysis:

- Gwin's nu-prompt ratios had an appreciable effect on the nu—bar
for Pu-24l, raising its value 0.3 percent and reducing its
uncertainty.
Hardy's new analysis of the critical assemblies had a lesser
effect but did increase the U-233 capture cross section by 0.2
percent.

- The result of including the new input data produces a set of
parameters each of which differs from what we published earlier
this year by less than their uncertaintites assigned to them.

This work was supported by the U.S. Department of Energy.



Since the paper of the above title was written1, we have learned of one
new set of measurements that would have been included had we known of it:
Gwin, Spencer and Ingle's measurement of the nu-prompt ratios of the four
fissile materials with respect to £{• Tjj\^r recentïy published papen
reports revised final results for "^U, 235|j ancj 239pu an<j includes a
measurement on v (241)/v (252) that was not attempted previously. In some of
the fitted resurts reported here, we have replaced their earlier 1978/1981
values by the final 1984 set2. The replacement has appreciable effect on some
of the parameters.

To show the greatest possible effect of the new data and the new
interpretations, we used only Hardy's interpretation of the critical assembly
results. The net result of usina the three new inputs2»*'10 is seen in Table
1, which is Table 36 of our Annals of Nuclear Energy paper with the changes A
indicated for each quantity in an additional column for each nucleus.

Table 1

Least-Squares fit of 2200 m/sec Constants
vp (233) vp(235) vp(239) vp(241) A comparison of the 1983

vp(252) vp(2b2) vp(252) vp(252) quant1ty 233u

83 Fit 0. 6615+0. OU10 0.6407±0.0008 0.7636*0.0016 U. 7771+0. 0018
78/81 0.6630±ü.0020 0.6441+0.0019 0.7650±0.0030 ——
1984 Ü.6b97±O.OU18 0.64431Ü.0014 0.765510.0014 0.7820±0.0018

Another revised value that we have used here is Axton's 1984 revision^*
(3.7509+0.0107) of his 1982 252Cf v value (3.744+0.021). The effect of
including the revised result is not appreciable.

Ever since the 1962 critical experiments of Gwin and Maynusorr on
spherical and cylindrical volumes of uranyl nitrate (both "3U and "'u),
their interpretation has been a quandary. The approximations used by the
authors have changed with time; each has separately proposed different
accroaches6 '7 '8 . Reactor theorists Ullo and Hardya have made a thorough .

os(b) 12.6*0.3

<ja(b) 574.7*1.0

of(b) 529.1*1.2

or(b) 45.5*0.7

9a 0.9996*0.0011

gf 0.9955*0.0015

n 2.2957*0.0040

a 0.0861*0.0015

~t 2.4933*0.0039

&

-0.0

+0.4

+0.5

-0.1

+0.0002

+0.0002

+0.0002

-0.0002

-O.UÜÜ2

235,j

14.0*0.5

680.9*1.1

582.6*1.1

98.3*0.8

0.9788*0.0008

0.9761*0.0012

2.0751*0.0033

0.1687*0.0015

2.4251*0.0034

4

-0.1

+0.5

+0.3

+0.3

+0.0000

+0.0005

+0.0024

+0.0004

+0.0030

Fit and the present fit

239PU

7.3*0.4

1017.3*2.9

748.1*2.0

269.3*2.2

1.0784*0.0024

1.0558*0.0023

2.1153*0.0052

0.3600*0.0032

2.876S1Ü.0057

A

-0.0

+0.7

+0.1

+0.6

-0.0001

+0.0003

+0.0017

+0.0007

+0.0039

241pu

9.1*1.0

1369.4*7.7

1011.1*6.2

358.2*5.1

1.0442*0.0020

1.0440*0.0049

2.1686*0.0080

0.3543*0.0057

2.9369*0.0073

&

-0.0

+1.6

-1.4

+2.9

-0.0001

+0.0015

+0.0014

+0.0034

+0.0092

study with a multigroup code and using the best set of cross-sections
available at the time (ENOF/B-IV). Hardy10 recently has further analyzed
their calculation to bring out the best approximation to 2200 m/sec cross
sections and he has used a more recently evaluated11 hydrogen cross section
value. We have made separate fits both with Swin's and with Hardy's latest
suggested parameters. Gwin's 1984 interpretation gives results slightly
different from our previous paper, but Hardy's results cause appreciable
changes (see below) in some of the parameters.

252Cf vt * 3.7675*0.0040 i«±0.0007

Input

Parameter

(Vl)aa(3)

(n5-l)oa(5)

1983

740.

724.

Fit1

4t8.6

ItlO.O

üwin8

741.415.Ü

712.0*4.0

Hardy10

744.7+4.0

722.713.9

1983 Fit

738.4±2.4

712.712.1

Output

Gwin

739. 1±2

712.212

.3

.Ü

Hardy

741. U12

715.312

.1

.U

Of all the changes from the 1983 fit two of the changes A are_ greater
than the corresponding uncertainty in the 1983 fit: v . ( 2 3 5 ) and Vj.(241) .
Gwin's higher value for v (241)/v (252) when combined with the singre other
measured value resulted in'a clear nncrease in v fc(241) to 2.9461±0.0056.

It is of interest that the statistical self-consistency of the fitting
process was improved when the three new sets of values were included in the
fit. As was„ stated on p. 395 of our paper, we had found the goodness-of-fit
parameter, x > to be only 85.8 for the 97 degrees of freedom available. We
had observed that such a result might be taken to mean that the inuut errors
had a tendency to be unduly large. With the present fit, however, x =99.3 for
the 98 degrees of freedom; and thus the input errors are just the right
size. We had not sufficiently allowed for the breadth of the x distribution!

239



240 We are grateful to Dr. E. J. Axton for a table of his fitted values1^
that take into account both 2200 m/s and Maxwellian input data. His values
are thus directly comparable with those of other evaluators, and we use them
here in a repeat of the history of thermal constant evaluations. Tables 2-b
below are the same as Tables 30-34 of our paper except that Axton's newer
values replace his 2200 m/s values.

The most striking aspect of the last columns of these tables, which show
the range of variation among the various evaluations, is the 26%-34% range of
scattering cross sections. This is in large part an artifact, despite
considerable differences among the different evaluators. (We ourselves have
produced the extrema in three of the four tables because we have chosen not to
include data on the scattering of neutrons by atoms bound in crystalline

structures). Nevertheless, a. appears in the fitting process only as a small
subtractive quantity in the relation a =ot-o , which is the most direct way to
calculate a . Here it 1s the difference in barns, not in percent, that
counts. These differences, not exceeding 4 barns, are less than 1% of o .
Ranges of up to 7% occur with o and with a, and those truly reflect tffe
historic difficulties in measuring these two quantities. Other quantities
appear to be agreed upon within about 1% by all evaluators. It is pleasing to
see that the two most recent evaluations, Axton's and ours, agree very well.

The present work was supported by the U.S. Department of Energy.

Table 2
2200 m/s Thermal Constants for 233U

Quantity Westcott
(196b)

Hanna
(1965)

Steen Lemuel
(1972) (1975/82)

Axton ENUF-V
(1984)

Present
(1983)

% Kanye
(Max-M1n) +

present

9a

gf

9,

a, 576.3
3 t 2.3

Of 527.7
T t 2.1

ov 48.6
T ± 1.5

n 2.284
tO. 008

o 0.0921
tO. 0029

w 2.494
±0.069

\ 3.772
(252) tO.015

0.9965
±0.0013

0.9950
±0.0021

10.7
± 1.8

577.6
± 1.8

530.6
± 1.9

47.0
± 0.9 '

2.2844.
±0.0063

0.088b
±0.0018

2.474
±0.060

3.765
±0.012

0.9990

0.9966

14.4
± 4.3

571.0
± 2.5

525.1
± 2.4

45.9
± 0.2

2.297
±0.007

0.0874
±0.0005

2.498
±0.008

3.783
±0.014

1.0008
±0.0018

0.9967
±0.0017

13.3*
t 0.7

575.2
± 1.3

529.9
± 1.4

45.3
± 0.9

2.283
±0.006

0.086
±0.002

2.479
±0.006

3.746
±0.009

0.9996
±0.0011

0.9952
±0.0015

13.3*
± 0.9

575.1
± 1.3

529.6
± 1.4

45.5
± 0.7

2.2979
±0.0111

0.0859
±0.0015

2.4952
±0.0046

3.7656
±0.0049

0.9990

0.9966

12.6

574.5

528.7

45.8

2.296

0.0866

2.495

3.766

0.9996
± 0.0011

0.9955
± 0.0015

12.6
± 0.3

574.7
t 1.0

529.1
t 1.2

45.5
t 0.7

2.2957
± 0.0040

0.0866
t 0.0015

2.4933
t 0.0039

3.7675
t 0.0040

0.4

0

29

1

1

6

0

7

0

1

.2

.4

.1

.3

.8

.6

.1

.8

.0

Table 3
2200 m/s Thermal Constants for 235U

Q u a n t i t y U e s t c o t t H a n n a L e o n a r d L e m m e l A x t o n E N U F - V P r e s e n t % Kanye
(1965) (1969) (1976) (1975/82) (1984) (1983) (Max-Kin)*Present

9a

9f

°s

°a

°f

<Y
n

a

\
\
(252)

——

——

—

679.9± 2.3
579.5± 2.0
100.5

± 1.4
2.071
±0.007
0.1734
tO.0025
2.430
tO.008
3.772
±0.015

0.9787
±0.0010
0.9766
±0.0016

17.6
± 1.5
678.5
± 1.9
580.2

± 1.8
98.3
± 1.1
2.0719
±0.0060
0.1694
±0.0021
2.4229
±0.0066
3.7653±0.0012

0.9782

0.9775
±0.0011

14.7

681.9

583.5
± 1.7
98.4
± 0.8
2.0713
±0.0025
0.1686
±0.0014
2.4205

0.9797
±0.0025
0.97b8
±0.0014

16.1*
± 1.1
680.9
± 1.7
583.5
± 1.3
97.4
± 1.6
2.071
±0.006
0.167
±0.003
2.416
±0.005
3.746
±0.009

0.9787
±0.0008
0.9762
±0.0012
16.4*

± 1.1
681.2
± 1.4
582.7

± 1.2
98.4
± 0.8
2.0794
±0.0086
0.1689
±0.0015
2.4308
±0.0040
3.7656
±0.0049

0.9781

0.9775

14.7

681.9

583.5

98.4

2.0b5

0.1686

2.437

3.766

0.9788
±0.0008
0.9761
±0.0012

14.0
± 0.5
680.9
± 1.1
582.6

± 1.1
98.3
± 0.8
2.0751
±0.0033
0.1687
±0.0015
2.4251
±0.0034
3.7675
tu.0040

0.2

0.2

25.7

0.5

0.5

2.2

0.4

2.8

0.6

1.0

+ - ENDF/B-V values were not considered 1n estimating the X range.
* - The Oj corresponds to liquid sample values * The o corresponds to liquid sample values



Table 4
2200 m/s Thermal Constants for 239pu

Table 5
2200 m/s Thermal Constants for 241pu

Quantity Uestcott
(1965)

9a

9f

°s

o, 1008.1

of 742.4
± 3.5

e> 265.7
T ± 3.7

n 2.114
±0.010

a 0.3580
±0.0054

"vt 2.871
±0.0014

"?t 3.772
(252) t0-015

Hanna
(1969)

1.0752
±0.0030

1.0548
±0.0030

8.5
±2.0

1012.9

741.6
± 3.1

271.3
± 2.6

2.1085
±0.0066

0.3659
±0.0039

2.8799
±O.OU90

3.76b
±0.012

Leonard
(1981) (

1.0762

1.0535
±0.0015

6.6
±0.7

1028.6

754.8
± 4.5

273.8
± 2.7

2.1110
±0.0081

0.3627
±0.0043

2.8766
±0.0125

___

Lemuel
1975/82)

1.0808
±O.OU39

1.0655
±0.0024

8.0*
±1.0

1011.2

744.0
± 2.5

267.2
± 3.3

2.106
±0.007

0.359
±0.005

2.862
±0.00«

3.746
±0.009

Axton 1
(1984)

1.0782
±0.0024

1.0562
±0.0023

7.9*
±1.0

1Ü18.0

747.8
± 2.0

270.2
± 2.2

2.1142
±0.0118

0.3614
±0.0031

2.8781

3.7656
±0.0049

:NOF-V

1.0764

1.0582

8.0

1U11.9

741.7

270.2

2.119

0.3643

2.891

3.766

Present
(1983) J

1.0784
±0.0024

1.0558
±0.0023

7.3
±0.4

1017.3
± 2.9

748.1
± 2.0

269.3
± 2.2

2.1153
±0.0052

0.3600
±0.0032

2.8768
±0.0057

3.7675
±0.0040

ï Ranye
!Max-M1n) +

Present

0.5

0.3

26.0

2.0

1.8

3.0

0.4

2.2

0.6

0.7

241

+ ENOF/B-V values were not considered in estimatiny the X ranije.
* The os corresponds to liquid sample values
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Quantity Westcott Hanna Léonard Lemmel Axton ENDF-V Présent % Range
(1965) (1969) (1981) (1975/82) (1984) (1983) (Max-M1n) +

•f
*

7.

8.

9.

10.

11.
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a 0.379 0.3654 0.3633 0.357 0.3559 0.3560
±0.021 ±0.0090 ±0.007 ±0.0051

\ 2.969 2.934 2.9528 2.924 2.9402 2.953
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1.0442
±0.0020

1.044Ü
±0 .0049

9.1
±1.0

1369.4
t 7.7

1011.1
± 6.2

358.2
t 5.1

2.1686
±0.0080

0.3543
±0.0057

2.9369
±0.0073

3.7675
±0.0040

•

., (1981)

Present

0.6

0.4

34.1

1.6

1.1

6.6

0.9

7.0

1.5

1.0
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Abstract

A review is presented of all measurements of nubar (v) for the
spontaneous fission of 252Cf. From this review it is clear that a
definite discrepancy still exists between the most accurate liquid
scintillator determination and the average of the MnSO.* bath measure-
ments. On the contrary, two other liquid scintillator measurements
of v are consistent with the MnSOi, bath average. One of these two
is compared in detail with the most accurate liquid scintillator
measurement in a search for a potential systematic erro. Any differ-
ence between them can only be attributed to the difference in the
method of absolute calibration of the liquid scintillator tanks.

1. INTRODUCTION

The average number of neutrons emitted in the spontaneous fission
of Cf (v for total neutron emission, v for the prompt neutron
emission) has been a standard for many years. Despite this status as
a standard, there has been a long history of disagreement between the
various experiments seeking to obtain values of high precision. The

* Research performed, in part, under contract with the Department of Foreign Affairs.
Australia.



disagreement in the late sixties and early seventies was essentially a
2% discrepancy between the boron pile measurement and the two liquid
scintillator measurements of Hopkins and Diven and Asplund-Nilsson
et al. The MnSOi» bath measurements that had been completed at that
time tended to support the boron pile measurement. At the 1972
IAEA Panel on Neutron Standard Reference Data, a preliminary value
from this laboratory , obtained using a large liquid scintillator tank,
appeared to break the disagreement between the two types of measure-
ments in that the value obtained lay between the two averages. Further-
more, it was apparent that some additional corrections which would
reduce the measured values for the two earlier liquid scintillator
measurements were required.

This apparent accord was purely ephemeral. All measurements that
existed at that time have subsequently been revised. Two minor correc-

8,9)tions were applied to our measurement so that the final value was
larger by 0.29%. From a re-analysis of the boron pile measurement,

10)Ullo recommended an increase in its value by 0.67%. In 1977, the
two early liquid scintillator measurements were revised downwards
slightly and it was at about this time that Smith began an
extended investigation of the MnSOit bath technique which has led to a
steady increase in the various values obtained using this technique.

Recently, Spencer et al. have published a value of v for
252Cf of very high precision - of the order of 0.2%. Their value,
obtained using the liquid scintillator tank, was in reasonable agree-
ment with a high precision MnSOi» bath determination from Smith and

18)Reeder which was finalised at about the same time. Thus it was
proposed in a recent review that, since the most accurate of the

liquid scintillator measurements was in reasonable agreement with the
most accurate (at that time) MnSOn bath determination, the discrepancy
had finally disappeared. The question to answer is, has the accord
continued to the present day?

The definition of v for Cf as a standard can be attributed to
the distinct advantages this spontaneously fissioning source has over
alternative isotopes. The use of 252Cf as a standard source has been
increasing in many physical applications in recent years. One
application that is of considerable importance to our laboratory is in
neutron coincidence counting which is a technique extensively used in
safeguards non-destructive assay measurements. In a variation of this

14)technique under development at this laboratory , a precision of at
least 0.25% for v for 252Cf is required.

4)

2. STATUS OF V FOR 252Cf

Table 1 lists all accurate measurements of v for the spontaneous
fission of 252Cf. Some recent modifications have been incorporated
into the table. The two measurements from NPL, White and Axton (1968)
and Axton et al. (1969) have been superseded by Axton and Bardell
(1984) . It has been assumed that the latest value from the group
at the V.G. Khlopin Radium Institute - Aleksandrov et al. (1980) -
supersedes their earlier published value - Aleksandrov et al. (1975)

T Q \

The latest value from Smith and Reeder (1984) is also listed.
The weighted mean of the MnSOi* bath measurements is 3.7563±0.00062.

This value is in agreement with the revised boron pile measurement and
the recent measurement from Edwards et al. . However, it is clearly



244 Table 1 V Values for Spontaneous Fission of Cf

Experiment

Liquid Scintillator
*Asplund-Nilsson et al. (1963) 3'
*Hopkins and Diven (1963) 2)
*Boldeman (1974) 8>

19)Zhang and Liu (1980)
Spencer et al. (1982) 12>

Manganese Bath
4)White and Axton (1968)

Axton et al. (1969)5)
toe Volpi and Forges (1970) 6)
Aleksandrov et al. (1975) 17>
Bozorgmanesh (1977)
Aleksandrov et al. (1980) 16)
Smith and Reeder (1984) 18)
Axton and Bardell (1984) 15>

Boron Pile
Jcolvin and Sowerby (1965) 1)

211Edwards et al. (1982) '
Evaluation

2J1Axton (1984) '

Value

3.792±0.040
3.777±0.031
3.755±0.016
3.754±0.018
3.782±0.007

superseded
superseded
3.747±0.019
superseded
3.744±0.023
3.75810.015
3.767+0.011
3.750910.0107

3.73910.021
3.76110.029

3.7661*0.0054

Weighted Mean of Group

3.775410.0059
(with Spencer et al.)

3.760010.0107
(without Spencer et al.)

3.756310.0062

*Revised by Boldeman (1977)
tRevised by Smith (1977)U)
^Revised by Ullo (1977)10)

9)

in disagreement with the weighted average of all liquid scintillator
measurements, namely, 3.775410.0059 even after provision is made
within the two sets for common errors. The question that arises is
whether this disagreement is one between the two techniques - liquid
scintillator and MnSOi, bath - or whether there is a more general dis-
agreement. It should be noted that the two liquid scintillator measure-

8 Ï 19)ments of Boldeman and Zhang and Liu are in agreement with the
average of the MnSOi, bath. In fact, there would appear to be a small
discrepancy between Boldeman and Spencer et al. since the accuracy
of the first measurement for comparison with the second reduces to
0.010. The difference between the two is almost three standard deviations.
3. COMPARISON OF TWO LIQUID SCINTILLATOR MEASUREMENTS

The principal details of the two liquid scintillator experiments

of Spencer et al.12) and Boldeman8) are listed in Table 2. There is
little in the difference between the two experiments to which a possible
error could be attributed. The scintillator tank of Spencer et al. had
several slight advantages over that used in our experiment - notably a
higher efficiency for a higher bias setting. Furthermore, the geometry
of the hole through the tank was slightly smaller. On the other hand,
the calibration of the absolute efficiency of our scintillator had
some advantages. The various corrections applied in each of the two
measurements are listed in Table 3. As before, there is no obvious
solution to the discrepancy in the list of corrections.



Table 2 Comparison of Experimental Details Table 3 Corrections to Liquid Scintillator Measurements and Uncertainties (%)

Tank volume
Photomultiplier tubes

Liquid Scintillator
Per cent by weight Gd
Through tube
Neutron time constant
Gate length
Tank threshold
Average efficiency for
2S2Cf source neutrons
Scintillator dead time
Delay to neutron sealer
Fission counter
Neutron calibration:

Source neutrons
Calibration detector

Calculated response

ORNL

800 L

12 x RCA 4522
1 bank
NE 224

0.22%

8.89 cm

15 ys
80 us

1 MeV and 3 MeV

94.7% (3 MeV)
82.0% (1 MeV)

121 ns
750 ns

) | plate ionisation chamber

ORELA

NE 213 plastic Scintillator
(pulse shape discriminator)

Poitou and Signarbieux

LHRL

240 L

12 x EMI 9618A
3 banks (of 4 each)

NE 323
0.5%
7.5 cm

11 ps
40 ps
0.48 MeV

84.5%

78 ns

685 ns

| | plate ionisation chamber

Pileup correction
Reject correction
Off-centre correction
French effect
Delayed y-rays
Correction for 252Cf
Uncertainty in E for fission spec-
Accuracy of energy calibration
Estimated false zeros

Multiple scattering and proton
escape in NE 213
Background error in proton
recoil counter
Uncertainty in energies of
calibrated neutrons
Tank asymmetry

Spencer et al . Spencer et al . Boldeman
1 MeV Threshold 3 MeV Threshold

0.94±0.05 0.81±0.05 0.83±0.10
0.21+0.07 0.27+0.09 0.08+0.00
0.01±0.04 0.05+0.05 0.00±0.01
-0.04+0.02 -0.04±0.02 -0.10tO.10
-0.33+0.08 0.00 -0.28+0.07
0.02±0.00 0.02±0.00 not considered

±0.04 ±0.12
included elsewhere ±0.17

+0.08 ±0.02
(maximum effect)

-0.10 not applicable

not applicable -0.33+0.10

±0.02 included else-
where

±0.03 +0.05+0.05

3 MV Van de Graaff Finally, the neutron emission probability distributions have been
0-1 MeV surface barrier
detector: hydrogen gas compared in Table 4. Here all the data have been renormalised to

target _ 22)0.35-8.56 MeV surface barrier v = 3.757, the evaluated figure from Axton . The exceptional agrée-
plus AE/AX p

ment between the two sets of figures suggests that the neutron counting
Clancy (unpublished)

24) aspects of the two experiments are in agreement. In other words, thisUllo
Poitou s Signarbieux difference between the two experiments is probably related to the abso-

lute calibration of the two scintillators. There is a need, therefore,
for a new liquid Scintillator measurement with a precision approaching
that of Spencer et al. Since the precision of our systems could be

9«4~J improved to an accuracy of ±0.010 or better, a new absolute measure-
ment has been started.



246 252,Table 4 Neutron Emission Parameters for Spontaneous Fission of Cf

Experiment

No. of Fissions
(x lo6)

Threshold

VP
Po
Pi
PZ
Ps
P»
Ps
Ps
P?
PS
Pg

<V2>av
a2(v)

R

0
0
0
0
0
0
0
0
0
0

0

Spencer et al. Spencer

21

1 MeV

3.757
.00228±0. 00007

.02654 ±0.00129

.12632±0. 00138

.2731410.00107

.30342±0. 00048

.1844240.00055

.0668610.00035

.01479+0.00012

.0020410.00003

.0001810.00001

15.73

1.6178

.8484 10.0001

13

et al«>

3 MeV

3.757

0.0022210

0.0256010

0.1252710

0.2731510

0.3064010

0.1854910

0.0664310

0.0137110

0.0016210

0.0001010

15.70

.00019

.00090

.00125

.00106

. 00065

.00087

.00053

.00018

.00005

.00002

1.5840

0.8461 ±0.0002

Boldeman &

20

0.480

3.757

0.0021410

0.0260010

0.1267 ±0

0.2734 10

0.3039 10

0.1848 10

0.0657 10

0.0154 10

0.0020 10

15.72410

1.60810

0.8478 10

Dalton25'

MeV

.00008

.00025

.0005

.0008

.0010

.0007

.0006

.0003

.0002

.007

.003

.0005

8.7

0.620 MeV

3.757

0.00208+0.00012

0.0262110.00037

0.1262 ±0.0008

0.2753 ±0.0012

0.3018 ±0.0015

0.1846 ±0.0010

0.0668 ±0.0009

0.0150 ±0.0005

0.0021 ±0.0003

15.72710.010

1.611±0.005

0.8480 ±0.0008

Boldeman

8.4

0.720

S Hines

MeV

3.757
0.0021810
0.0261810

0.1252 ±0

0.2752 10

0.3027 10

0.1856 10

0.0663 10

0.0150 10

0.0016 10

15.71110

1.59910

0.8469 10

.00012

.00038

.0008

.0012

.0015

.0010

.0009

.0005

.0003

.010

.005

.0008

26)

6.8

1.95 MeV

3.757

0.0021310

0.02556+0

0.1247 10

0.2725 10

0.3082 10

0.1873 10

0.0625 10

0.0171 +0

0.0001 10

15.68510

1.56910

0.8451 10

.00014

.00043

.0009

.0014

.0017

.0012

.0011

.0010

.0001

.011

.005

.0009

(v)
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Abstract

II The Fissile Nuclides. 233U, 233U, and

, ,
values w i l l be given and discussed.

I. Introduction

The neutron emission mul t ip l i c i ty distribution, fv Is the probabil ity that a given fission
will result in the emission of v neutrons. The ba*!c method used by all experimenters to generate
fv data Involves a way of detecting each fission as It occur« In a sample of the nucllde under
study and correlates this fission with the detection of the emitted neutrons. Since the eff ic iency,
c, of the neutron detector for the detection of a single neutron Is less than unity, a l lowance for
those neutrons emitted but not detected must be made, with the resulting probability Qn of actually
observing n neutrons even if v were emitted (n < t/) being just:

tv'./n'.(v-n)'.1 - n (1)

The fv are constants of nature, whereas the Qn depend on the ef f ic iency of the particular
detector used. From the above expression It follows directly that P„ is given in terms of the
observed relative frequencies of observation Qn by the expression:

" E «n Cn!/i/!(n-i/)'3 t'n (t-1)"-" (Z)

Knowledge of the detector efficiency which is essential to relate the observed frequencies Qn.
to the m u l t i p l i c i t i e s , P„, la usually determined from the count rate w i th a ca l ibrat ing nucllde,
whose nubar value Is well known.

t <v> q (3)

where q is the fission rate of the sample of the ca l ib ra t i ng nucl lde and g is the gross count rate
for the calibrating nucllde. (The efficiency Is thu« inversely related to the assumed value of <v>.)
This Is possible because <i» can be determined Independently of the determination of ?v and wi th
greater accuracy than If it were calculated from the fv distr ibution using

<v> •• £ v P|/. (4)

In deriving the <v> values for the various nuclides. one standard value Is assumed, for 252Cf.
From-an earlier evaluation', a value of <f> « 3.757 + - 0.010 neut/flss Is derived.

In the following sections, we w i l l review the direct determination
describe the method of comparing different sets of ?u values.

of <u> values and then

Of the var ious nubar values that have been determined, those for the f ission via thermal
neutrons of the four fissi le elements have a special Impor tance because of the the rmal reactor
program. They are important parameters In the least squares fit that determines the various nrutron
cross sections of these nuclides needed for reactor opera t ion .

The most careful experiments on nubar have be«n those which compared the thermal neutron
fission value for the fissile nucllde with the nubar value for spontaneous fission of 252cf. Table
I lists the various experimental results for prompt nubar of 233U to that of 252Cf, whi le Tables 11.
Ill, and IV list similar results for 235U, 239Pu and 241Pu. respectively. The reported values are
listed along with the revlaed value« based on an evaluation of each experiment.

Some general comments can be made about these Table«. Correction« were made for the effect of
delayed gamma-ray«, the effect of the different mean energies for the various fission neutron
«pectra Involved, and for the los« of thoie event« corresponding to fission fragments of low energy
becsuse of the thickness of the fission foil. Low kinetic energy fission fragment« correspond to
the release of higher number« of neutron» and therefore thick foils depress the nubar value as a
result.

The delayed gamma-ray effect was taken from Boldeman's 1977 review^ without change. The mean
energies of the fission spectrum were also taken from the same review except for ^^Cf, which came
from the 1979 measurement of Boldeman3. However, the uncertainty Included SO" for the shape of the
efficiency curve and an additional uncertainty corresponding to the spread between the energy
differences used In this calculation and the energy difference« meaiured by Smith 4 .

For some of the measurements, the ratios were determined for a neutron In the kev energy range
and extrapolated back to a thermal value using a curve with a constant «lope, which had been fit
between the value at thermal énergie« and the value at Z ' Mev. However, it I« not clear that
application of thl« constant alope I« appropriate at 30-80 kev energy range. In fact, data from
Cwin* and Prokhorova» would Imply that the ratio (<i/>-23Su/<i/>-252cf) I« slightly smaller In the
SO-IOO kev energy region than at thermal neutron energies. It is clear that In the region 0.5 - 1.0
Mev, the ratio is definitely larger. Unt i l we can better evaluate this e f fect , we fe l t that our
choice was either to discard these measurements or to assume that the 30 - 60 kev ratio was
equivalent to the thermal value. We have chosen the latter assumption In this paper but have added
the effect of the constant slope assumption a« an uncertainty rather than as a correction.

For the foil thickness correction, we used three estimates; Cwln7 - for Cwln's measurement,
Ualtnovskir8 - for the Obninsk measurements and Boldeman9 - for all other measurements. Although we
would agree with Cwln that the foil thickness corrections should preferably be determined for the
exact geometrical arrangement« of each experiment, when this I« not yet ava i lab le , we prefer to
apply some correction rather than no correction at all for thl« effect. We have assumed a 303
uncertainty on this correction.

Ill Method of Comparing Different Pv Set».

The Qn and P„ can be considered vectors, whose components sre probabilities, related by an
operation and Its Inverse which converts one set of probabil i t ies Into the other, I e. equat ion (1)
and (2). Certain ratios composed of specific functions of the various moments of the distributions
are Independent of the eff ic iency, e.g. <i>(i/-l).,. .(v-k)> / <y> l < 4 p l - <n(n- l ) . . (n-k)> / <n>* + '.
A particular case is Dlven's parameter, for k - 1, <i/(f-l)> / <v>2 , which can be considered as a
measure of the shape of the Pv distribution. However, another Indicator of the distribution's
ahape , which I« not conserved, (independent of c) Is the ratio of the mean square dev iat ion to
the square of the mean : <(i/-<i»>)z> / <v>z - (<vz> - <v>z) / <v>2.

TOT each given experiment, the equations (1) and (Z) were used with the quoted distribution Pv
and the reported efficiency l to derive the original Qn set. The efficiency wa« then varied until
the calculated <v> (E v fu) value was obtained corresponding to the recommended value. In those
few cases where the experimentalist did not report the efficiency, a reasonable value was sssumed
appropriate to the experimental condition* and then the above procedure was also fo l lowed.



After v»riou» »eta or fu for th* aam* nuclide ir« transformed 90 that each »et yield» the ««me
<i/>, any remaining difference« between th* correspondlnf fv can be a»cribed to »y»temattc error»
other than those in t or <v>, or to random error» (• ( counting »iatlitlc») In the respective
expérimenta. Evalua t ion of the »tandard deviation of corresponding va lue» of fv f i v e « a realistic
estimate of the uncertainty Involved In determining the Pv Our earlier work10 contain» more
de ta i l» on the method

IV Recommendation» and Dtacutaton

The recommended value» for <v> and P„ tor th* varlou» nuclide» of uranium, plutonium,
amerlclum and curium are given In th* Table» In section VII. Th* special importance of the <i/>
value» for the flislle nucllde» wa» mentioned earlier In thl» paper Addit ional work 1» planned to
lnve»tliate the df /dE variat ion and the mean energy difference between th* varlou» fusion neutron
»pectra and their effect» on the reported result» In this first »tudy, It is not clear whether th»
recommended uncertainties In th« <f> ratios, 0 I6X-0 187., are underestimated because of
correlations This possibility will also be investigated later.
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VII T a b u l a t e d Reiul t»
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Table 1 Measured N u b a r ra t io» for 233y/252cf

Author
(Year)
Cwin(84)
Nurpel»ov(72)
Bolde«n(67)
Fultz(66)
Colvln(es)
Uatner(64)
Hopklni(63)

Ref
No
7
11
12
13
14
IS
16

Reported
Ratio

0 6507 (0 0018)
0 6615 (0 0027)
0 6566 (0 0021)
0 6720 (0 Oil)
0 6551 (0 0049)
0 6698 (0 0082)
0 6558 (0 0069)

Reviled
Ratio

0 6581 (0 0023)
0 6592 (0 0039)
0 68O4 (0 0017)
0 6747 (0 0111)
0 6565 (0 0050)
0 6713 (0 0083)
0 6548 (0 0069)

Dlsorded-test value
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250 Table 11 Measured N u b a r ratlos for 233u/232cf T»ble VI11 Measured N u b « r v» lue» for 23ePu. 23Bpu ,n<j 244pu

Author
(Year)
Cvln(B4)
Proktiorovi(70)
Boldea»n(67)
DeVolpi(ea)
Fulti(66)
Conde(6S)
Colvln(SS)
Kather(64)
Hopkms(63)
Ueadows(61)

Ref
No
7
6
12
17
13
18
14
19
IS
20

Reported
R*Uo

0 6443 (0 0014)
0 6378 (0 0037)
0 6385 (0 0021)
0 640 (0 Oil)
0 6428 (0 0212)
0 6400 (0 0033)
0 6423 (0 0029)
0 6378 (0 0032)
0 6431 (0 0058)
0 6449 (0 0104)

Revised
Ratio

0 6438 (0 0015)
0 6417 (0 0049)
0 6406 (0 0017)
0 633 (0 027)
0 6431 (0 0213)
0 6433 (0 0053)
0 6437 (0 0030)
0 6398 (0 0037)
0 6438 (0 0059)
0 6412 (0 OOS2)

Coulent

Dlscarded-discrepanl data
Discarded-test value

Tab le Ml Measured N u b a r ra t io» for 239pu/2S2cr

Author
(Year)
Cwln(84)
Bolodln(TtJ)
Bolde«an(87)
Colvin(63)
Mather(64)
Hopkins(63)

Ref
No
7

21
12
14
13
18

Reported
Ratio

0 7633 (0 0014)
0 7879 (0 0040)
0 7674 (0 0021)
0 7382 (0 0082)
0 7750 (0 0000)
0 7507 (0 0074)

Revised
Ratio

0 7652 (0 0013)
0 7666 (0 0076)
0 7670 (0 0021)
0 7818 (0 0082)
0 7735 (0 0091)
0 7499 (0 0074)

Tab le IV M e a s u r e d N u b a r r a t io» fo r 241pu/232cf

Author
(Year)
Oln(84)
Boldeun(67)
Colvin(65)

Ref
No
7

12
14

Reported
Ratio

0 7820 (0 0018)
0 7788 (0 0018)
0 7771 (0 0079)

Revised
Ratio

0 7820 (0 0018)
0 7784 (0 0019)
0 7788 (0 0079)

Table V Compar ison of Recent Recommended Nubar Ra t ios for the Fissile N u c l i d e «

Author(Year)
This paper
Divadeenait(84)
Axton(84)
Stehn(82)

Ref

23
24

233,
0 6595
0 6615
0 6603
0 6610

I/*
(0
(0
(0
(0

«cr
0012)
0010)
0015)
0015)

235i
0 6424
0 6407
0 6416
0 6421

I/*
(0
(0
(0
(0

52cf
0010)
0008)
0012)
0011)

0
0
0
0

239pu/252Cf
7654 (0 0012)
7636 (0 0014)
7638 (0 0018)
7648 (0 0015)

0
0
0
0

241Pu/232Cf
7803 (0 0013)
7771 (0 0018)
7800 (0 0017)
7784 (0 0018)

Boldenan(80) 9 0 6597 (0 0014) 0 64O3 (0 001!) 0 7631 (0 0018) 0 7781 (0 0018)

Table VI Measured N u b a r value» for 232U and

Nuclide Author(Year)
232U Jaffey(TO)
236U Belenky(83)
236U Conde(71)

Ref
23
28
27

Ueasured Valut
3 13 (0 06)
1 78 (0 IB)
1 90 (0 03)

Revised Valut
3 14 (0 08)

Table VII Measured N u b a r va luta for 238U

Author(Year)
Belenky(B3)
Popeko(76)
Hwmnt(74)
Conde(71)
Asplund-Nilssoo(63)
Shtr(W)
Km ailnov(3e)
C«l|er(»4)

Ref
28
28
29
27
30
31
32
33

Ueasured Valut
1 87 (0 10)
J 98 (0 03)
1 96 (0 03)
2 00 (0 03)
1 97 (0 07)
2 10 (0 08)
2 08 (0 08)
2 28 (0 16)

Revised Valut
Z 03 (0 03)

i es (o o?)
2 03 (0 08)
1 98 (0 08)

Nuclide Author(Year)
236PU Hlcks(56)
238PU Hlcks(M)
238PU Jaffey(70)
238PU Kroshkln(70)
244PU Orth(71)

Author (Year)
Boldea»n(84)
Zhan|(84)
Prehaut(74)
Prokhorova(71)
Zhan|(71)
Baron(67)
Colvln(63)
Asplund-Nl lsson(63)
Hopklns(63)
Dlven(62)
Ho. t (61)
Diven(36)

Author (Year) Ref
Biwards(82) 44
Bolde*an(84) 36
Prokhorova(68) 45
Hlcks(56) 34

Author (Year) Ref
Jaffey(TO) 23
Lebedev(58) 46
Cunm(ha»e(57) 47

Re f Ueasured Value Revised Value
34 2 303 (0 19) 2 17 (0 19)
34 2 33 (0 08) 2 21 (0 08)
23 2 90 (0 03) 2 89 (0 03)
49 2 92 (0 12) Z 90 (0 12)
33 2 30 (0 19) 2 28 (0 19)

Tab le IX Measured N u b a r va lues fo r 240pu

Ref Ueasured Value Revised Value
36 2 136 (0 010)
37 2 141 (0 016) 2 149 (0 016)
38 Z 148 (0 013) 2 162 (0 013)
6 2 161 (0 016)

39 2 138 (0 031)
40 2 153 (0 020) 2 139 (0 020)
14 2 118 (0 018) Z 144 (0 014)
28 2 134 (0 028) Z IX (0 028)
16 2 19 (0 03) 2 18 (0 03)
41 2 167 (0 036)
42 2 13 (0 05) 2 169 (0 05)
43 2 237 (0 045) 2 213 (0 045)

Table X Measured N u b a r values for 242pu

Ueasured Value Revised Value
2 133 (0 014) 2 156 (0 014)
2 143 no uncert
2 13 (0 05) 2 14 (0 05)
2 18 (0 09) 2 07 (0 09)

Table XI Measured N u b a r va lues for 2 4 ' A m

Content
Spent Fis
Spent Pis
Neut Fis
Neut Fis
Spent Fis

Ueasured Value Revised Value Coonent
3 219 (0 021)
3 14 (0 05) 3 07 (0 05) No ef f ic iency correction
3 (0 3) Calc fro« Fission Yield»

Table XII Measured Nubar values for 2«2mAm

Author (Year) Ref
Hme(81) 48
Jaffey(TO) 23
Pultz(ee) 13
Kroshkln(TO) 48

Ueasured Valut Revised Valut
3 288 (0 145)
3 264 (0 024) 3 283 (0 024)
3 24 (0 12) 3 22 (0 12)
3 28 (0 10) 3 28 (0 10)

Table X1I1 Measured N u b a r Values for 242cm

Author (Year) R«f
a»nc(84) 37
Halperln(80) 30
Hicks(58) 34
Crane(55) 31

Ueasured Valut Revised Value
2 562 (0 020) 2 572 (0 020)
2 532 (0 013) 2 530 (0 013)
2 63 (0 09) 2 53 (0 09)
2 33 (0 11) 2 48 (0 11)

Table XIV Measured nuba r V a l u e s for 2*3Cm. 247C

Nuclide Author (Year)
Z43O Zhuraviev(73)
2430 Jaffey(70)
247Qa Zhuraviev(73)
230C» Orth(71)

Ref Ueasured Value Revised Valut
52 3 39 (0 14) 3 40 (0 04)
23 3 430 (0 047) 3 432 (0 047)
52 3 79 (0 13) 3 80 (0 15)
33 3 31 (0 08) 3 30 (0 08)

m and 250Cm

Coaoent
Neut Flss
Neut fiss
Neut Fiss
Spool Flss



Author (Year)
Zhant(84)
Sch»ldl(83)
Golushlo>(73)
Proldiorova(73)
Jaffey(TO)
Kro*hkln(70)
Bol'*hov(64)
Dlven(96)
Hlcks(96)

Author (Year)
Howe(83)
Krojhkin(70)
J»ffey(70)

Author (Year)
Stou(hton(73)
Dafcovskll(73)
Golushka(73)
Prokhorova(72)
Ttx>ap*on(70)

Author (ïear)
Bolde«an(73)
Stouchton(73)
ColushkD(73)
Prol<f>orova(72)
Orth(71)

Table XV

Ref. Uraiured Value
37 2.72 (0.02)
93 2.73 (0.16)
34 2.68 (0.03)
33 2.70 (0.014)
29 2.692 (0.024)
49 2.77 (0.08)
96 2.71 (0.04)
43 2.81 (0.06)
34 2.84 (0.09)

Table XVI

Ref . Measured Value
97 3.60 (0.06)
49 3.83 (0.16)
23 3.832 (0.034)

Table XVII

Ref. Measured Value
98 2.86 (0.06)
99 2.98 (0.03)
94 2.927 (0.027)
99 2.990 (0.019)
60 3.20 (0.22)

Table XV111

Ref. Measured Value
61 3.0S2 (0.007)
98 3.14 (0.06)
94 3.173 (0.022)
99 3.197 (0.019)
39 3.11 (0.09)

Measured Nubar Value» for 244cm

Revl*ed Valu*
2.74 (0.02)
2.74 (0.16)

2.700 (0.024) P,
2.76 (0.08)
2.60 (0.04) fl
2.68 (0.08)
2.71 (0.00) 2

P,
Measured Nubar Values for 245cm

P,
Revlaed Value
3.64 (0.06) P5
3.81 (0.16) p
3.84 (0.03)

P7

Measured Nubar Values for 248cm
<v>

Revised Value , , .
2.88 (0.06) <V(V-1)>

3.01 (0.03) <v(v-l)(v-2)>
2.93 (0.03)
2.99 (0.019) <v(v-l)>/<v>2

3.17 (0.22) . .
<v*>-<v>

Measured Nubar Values for 248cm <^j>

Revised Value
3.12 (0.007)
3.16 (0.06)
3.17 (0.02)
3.16 (0.019)
3.10 (0.09)

Table XI

P« for (233u>n)

G«1n
84

.0249152

.1517652

.3344314

.3225796

.1377542

.0259051

.0024540

.00019543

2.48500000«

4.8573

7.1314

.78658

1.1671

7.3423

• dtta sets nude

Boldeojn
84

.0266448

.1548291

.3289952

.3254248

.1296900

.0293501

.0050659

.0

2.48500000*

4.9058

7.4340

.79443

1.2156

7.3908

to conform to

Consensus
Std. Dev.

.0257800 .0012

.15329715 .0022

.3317133 .0038

.3240022 .0020

.13372210 .0057

.0276276 .0024

.00375995 .0018

.0000977 .0001

2.48500000* .008

4.8816 .0343

7.2827 .2140

.79051 .00555

1.1913 .0343

7.3666 .0343

this valut

Gxlnn
84

P« .0306776

PI .1707282

P2 .3384084

P! .3036614

P, .1295224

PS .0248181

PI .0019968

P? .0001872

<v> 2.4140000*

<v(v- l )> 4.6172

<v(v-l ) (v-2)> 6.6985

<v(v- l )>/<v> 2 .79232

<v2>-<v>2 1.2038

<v2> 7.0312

* d«U sets nude to

Ttblt UI

PV for (n5U«fl)

BoldwMn
84

.0327670

.1726860

.3339897

.3042775

.1243698

.0285404

.0032575

.0001026

2,4140000*

4.6592

6.9366

.79954

1,2458

7.0732

confomi to th is

Consensus
Std. Oev.

.0317Z23 .0015

.1717071 .0014

.3361991 .0031

.3039695 .0004

.1269459 .0036

.0266793 .0026

.0026322 .0009

.0001449 .00006

2.4140000* ,007

4.6382 .0297

6.8176 .1683

.79593 .00510

1.2248 .0297

7.0522 .0297

value

Table XIX Recommended Nubar Value* for U, Pu. Am and Cm Nucllde*

Nucllde

233ii
235n
23ÖU
236v
236pu
236PU

240pu
24! pu
242ĵ |
244pu

Value (Uncert.)
3.14 (0.06)
2.483 (0.008)
2.414 (0.007)
1.89 (0.09)
1.98 (0.03)
2.17 (0.19)
2.21 (0.08)
2.876 (0.009)
2.194 (0.009)
2.632 (0.009)
2.149 (0.008)
2.29 (0.19)

Nucllde Value (Uncert.)
24»A» 3.22 (0.04)
242»*. 3.28 (o.03)
2«ui 2.34 (0.02)
243oi 3.43 (o.H)
2*4Qa 2.72 (0.02)
243c« 3.73 (0.10)
246Cai 2.83 (0.03)
247e,, 3.80 (0.13)
248c» 3.13 (0.03)
23°0i 3.30 (0.08)
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Table X X I I

PV for 238U

PO

PI

P:

Pj
P»

PS
<v> 1

<v(v - l )> 2

<v(v- l ) (v-2)> 2

< v ( v - l ) > / < v > 2

<V 2>-<V> 2

<v2> 4

* data sets made

Hwang
74

.0443354

.2200429

.4846037

.2098187

.0346876

.0065066

.99000000*

.7745

.4818

.70062

.8044

.7645

to confom

Popeko
76

.0520000

.2770000

.3660000

.2470000

.0500000

.0080000

1.9900000*

2.9740

3.1620

.75099

1.0039

4.9640

Consensus
Std. Dev.

.0481677

.2485215

.4253044

.2284094

.0423438

.0072533

1.9900000*

2.8743

2.8219

.72553

.9022

4.8643

.0054

.0403

.0839

.0263

.0108

.0011

.03

.1411

.4810

.03601

.1411

.1411

i to this value

Table XXIII

P» for "«Pw P, for »»Pu

HUks **
56 Std. Dev.

P! .0706805 .035

P, .1862416 .090

P2 .3795474 .13

Pj .2545524 .12

P, .0833337 .086

PS .0250943 .036

<v> 2.17000000* 1.19

<v(v- l )> 3.7949

<v(v-l)(v-2)> 5.0462

<v(v- l )>/<v> 2 .80590

<v2>-<v>2 1.2560

<v :> 5.9649

• data sets sade to conform to th1

HUM **
56 Std.Oev.

.0540647 .009

.2053880 .026

.3802279 .026

.2248483 .027

.1078646 .021

.0276366 .009

2.21000000* ».08

3.9567

5.5960

.81011

1.2826

6.1667

s values

D1ven«*
56

PO .0059460-

P! .1186641

Pj .1914874-

Pj .4899114*

P» .1012346-

PS .0568506

P( .0359059*

P7 .OOOOOQO

<v> 2.8760000*

<v(v - l )> 6.7514

<v(v- l ) (v-2)> 13.00888

<v(v- l )> /<v> 1 .81624

<v 2>-<v> 2 1.3561

<v2> 9.6274

Table XXIV

Pv for (2 3 9Pu»n)

G«1n
84

.0108072

.0973017

.2746513

.3299645

.2110361

.0633398

.0116376

.0012619

2.8760000*

6.7304

12.5066

.81370

1.3351

9.6064

Boldeman
84

.0109130

.1013071

.2750961

.3241354

.1984953

.0822041

.0078484

.0000000

2.8760000*

6.7565

12.5828

.81685

1.3611

9.6325

Consensus
Std. Oev.

.0108601

.0993044

.2748737

.3270500

.2047660

.0727720

.0097430

.0006310

2.8760000*

6.7435

12.5447

,81528

1.3481

9.6195

.00003

.0028

.0003

.0041

.0087

.0133

.0027

.0009

.009*

.0184

.0539

.00223

.0184

.0134

** is «sslgned by author
* dati sets Mde to confom to this »alue

*• set not used to arrive at consensus because of large divergences fron
»ore recent data



Table XXV
Ptf for *«°Pu

P.
p,
pj
f,
p»
PS
p.
<v>

<V(V-1)>

<v(v-l)(v.

<v(v-l)>/.

<V2>-<V>2

<V2>

Hanwel**
55

.0674770

.2123022-

.3709042»

.2208222-

.1050492

.0234452»

.0000000

2.1540000*

3.7962

•2)> 5.2528

e»>2 .81820

1.3105

5.9502

H1cks«*
56

.0518555-

.2412679+

.3512038

.2298913-

.1090102

.0160176

.0007536

2.1540000*

3.7328

5.0471

.80454

1.2471

5.8868

Diven
56

.0598767

.2346677

.3290595

.2625685+

.0963776

.0167024

.0007476

2.1540000«

3.7465

4.9803

.80749

1.2608

5.9005

Baron
66

.0672230

.2296671

.3287954

.2535573

.0996201

.0192328

.0019044

2.1540000«

3.8162

5.2947

.82250

1.3304

5.9702

Mang
74

.0602461

.2323636

.3417481

.2502577

.0945106

.0159182

.0049556

2.1540000«

3.7862

5.3196

.81604

1.3005

5.9402

Zhang
84

.0628325

.2307696

.3380100

.246691«

.1015568

.0199289

.0002106

2.1540000«

3.7797

5.1385

.81465

1.2940

5.9337

toldenan
84

.0657477

.2323544

.3290022

.2510283

.1011654

.0183174

.0023847

2.1540000*

3.8160

5.3193

.8224

1.3303

5.9700

Consensus
Std. Oev.

.0631852

.2319644

.3333230

.2528207

.0986461

.0180199

.0020406

2.1540000«

3.7889

5.2105

.81663

1.3032

5.9429

.0033

.0019

.0061

.0060

.0031

.0017

.0018

.005

.0290

.1492

.0063

.0290

.0290

* d»t» sets wde to conform to this »«lue

** dtti sets not used to for« consensus because of several déviances beyond *_ a

+ means P» deviates by > » a

- «cans Pv deviates by < - a

Gwln
84

PO .0103533

P! .0880976

Pj .2643341

Pj .3343422

P» .2172018

P, .0716776

P, .0129416

P7 .0010518

<v> 2.9320000*

< v ( v - l ) > 7.0071

< v ( v - l ) ( v - 2 ) > 13.2934

<v(v- l )> /<v> 2 .81510

<v z>-<v> 2 1.3425

<v2> 9.9391

T. bit X X V I

Pv for 2*lpu

Boldeman Consensus
84 Std. Dev.

.0110483

.0900637

.2667284

.3285560

.2117300

.0788167

.0095909

.0034661

2.9320000*

7.0552

13.6606

.82069

1.3906

9.9872

.0107008

.0890807

.2655313

.3314491

.2144659

.0752472

.0112663

.0006992

2.9320000«

7.0312

13.4770

.81790

1.3665

9.9632

.0005

.0014

.0017

.0041

.0039

.0050

.0024

.0005

.008

.0340

.2597

.00395

.0340

.0340

* data sets made to confom to tMs value
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PC
PI
PI
p.
P»
PS
PS
<v!

<vl

<v(

*

**

Tablt X X V I I

Pv for *«Pu

Hicks
56

.0658845

.1995462

.3549338

.3124876

.0336161

.0335318

.0000000

> 2.1490000«

[v-l)> 3.6588

!v-l)(v-2)> 4.6936

>-l)>/<v>* .79226

>-<v>1 1.1896

> 5.8078
data sets Mde to confora to this
because of the anomalous P, and Ps

Table X X V I I I

Pv for 2«ÜC« P

Bol dew n««
84 Std.Oev.

.0679423

.2293159

.3341228

.2475507

.0996922

.0182398

.0031364

2. 1490000

3.8087

5.3487

.82472

1.339S

5.9577
value

1n Hicks 56

: .0010

.0021

.0024

.0027

.0032

.0015

.0006

* .008

.036

.002

.005

.036

It Is recommended

Hicks
56

P, .0166474-

P, .1475553

Pj .3371507

Pj .3267925

PH .1263383-

Pj .0414297

P, .0033384»

PT .0007477

P! .000000

<v> 2. 5400000«

<w(v- l )> 5.1113

<v(v- l ) (v-2)> 8.0363

<v(v-l)>/<v>2 .79225

<v2>-<v>2 1.1997

<v*> 7.6513

Halperln Zhang
80 84

.0228731

.1340439

.3291282

.3389847»

.1463070

,0265274-

.0020694

.0000663

.000000

2. 5400000*

5.0433

7.3992
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Abstract

255 • diti sett Mde to conform to this vilut

Concerning the -* Cf(sf) neutron spectrum remarkable progressin experiment and theory have been made during the lastthree years. Experimental techniques and analysis procedureshave been improved. The precise measurement of the standardneutron spectrum from spontaneous fission of 252-Cf requiresthe optimum experimental arrangement corresponding to theenergy range to be measured. Several typs of data correctionshave to be considered with care. The most importantrequirements to be met in a 252-Cf (sf) neutron spectrummeasurement are summarized briefly. We consider the high-energyrange especially.
Theoretical models for the calculation of fission neutronspectra are based on the predominant emission mechanism,i.e. the evaporation from fully accelerated fragments.It is emphasized that an exact evaporation theory of fissionneutron spectra should take into account the fragment
distribution in nucleonic numbers, excitation energy,kinetic energy, and nuclear spin as well as the cascadeneutron emission from highly excited, neutron-enriched
fragments in competition to /-ray emission. However, practicalapplications require several approximations. Some approacheswhich were studied in the framework of both the Weisskopfformalism and the Hauser-Peshbach theory are discussed.We point out some of the deviations in spectrum calculation
if neglecting or approximating typical characteristics offission neutron emission.
The results of new Cf spectrum calculations are compared
with recent experimental data which confirm a Maxwellianspectrum at energies below ~ 1 MeV for T » 1.42 MeV.Between 1.5 and 4 MeV, measured data tend to exceed this
Maxwellian by about 3 %• Significant deviations from aMaxwellian with T = 1.42 MeV appear between 6 and 20 MeVwhere a fit of experimental data yields a value of T closeto 1.37 MeV.
Recent theoretical calculations of the Cf neutron spectrum
agree very good with measured data. Especially, the complex
cascade evaporation model permits a conformable description
of recent experimental data in the whole energy range(1 keV - 20 MeV) if introducing the CMS anisotropy of emission.



256 1. Introduction

The ""* Cf(sf) neutron spectrum recommended as a standard
by an IAEA Consultants' Meeting ' is of high importance
for practical applications as well as for theoretical studies
of the fission process and the mechanism of fission neutron
emission. It is employed as a reference in both microscopic
and macroscopic measurements. Cf sources are widely used
for instrument calibration.
The status of measurement, evaluation, and theoreticalpepanalysis of the Cf spontaneous-fission neutron spectrum
is viewed by the IAEA (INDC) resulting in regular summaries
and recommendations ••*'. Blinov presented a comprehensive
review in 1980 . Therefore, the present review paper is
focused on recent investigations of the Cf neutron spectrum.
As already outlined in the conclusions of the IAEA
Consultants' Meeting , the accuracy of experiments as well
as the theoretical description of the Cf spectrum have been
improved substantially. Experimental data cover the energy range
from 1 keV to 30 MeV at present and have been deduced from
measurements with different types of both fission fragment (PP)
detectors and neutron (n) detectors in overlapping energy
ranges. Experimental arrangements have been developed to keep
corrections as small as possible. The data analysis was
refined; corrections are considered with more care.
The spontaneous fission of "et has been studied in many the-
oretical and experimental works concerning fragment distri-
butions in kinetic energy, nucléon numbers, excitation energy,
nuclear spin etc., concerning the diversity of particle
emission processes in fission also. However, several
fundamental problems are still open. la particular, the
mechanism of fission neutron emission was/is a subject of
the research in nuclear physics (see review in Réf. 5 and
summary concerning scission neutron emission in Ref. 6).
According to our present knowledge, at least 80 % of fission
neutrons are evaporated from fully accelerated fission
fragments. The nature of the remainder, i.e. scission neutrons

or.central component, has not yet been clarified in spite
of many investigations. Therefore, hitherto published
fission neutron spectrum calculations had been based on
evaporation models considering the complexity of fission
up to a certain degree. Nevertheless, recent activities
give rise to an optimistic outlook and seem to terminate
the stagnation appeared since the sixties. Here, the

2S2spontaneous fission of Cf is the preferred subject.

2, On the experimental determination of the Cf neutron spectrum

2.1« Status of experiments. High effort concerning experimental
technique as well as data analysis has been devoted to the
precise determination of the "of(sf) neutron spectrum.
However, the discrepancies between the data of various
experiments are much higher than the estimated uncertainties.
The most frequently employed method was/is the neutron
time-of-flight (TOP) technique based on neutron detection
with2'4'

i) organic scintillators (E ~ 0.2 MeV),
ii) Li-including materials (lithium glasses, Lil

crystals, E^ 2 MeV),
P^Ciii) 7̂U fission chambers (whole energy range),

iv) black neutron detectors (organic scintillator,
E ~ 0.2 MeV).

Further techniques involve the registration of recoil protons
as well as of reaction products from ̂ He(n,p) and Li(n,«,).
The improved measurements presented after 1980 '' have been
carried out by employing TOP spectrometers.
The experiments dated before 1979 had been reviewed by Blinov*'.
He took note of large discrepancies concerning the deduced
Maxwellian temperature T (spectrum hardness parameter)
as well as the spectrum shape at very low and very high energies
especially. The published T values cover the energy range



from 1.18 to 1.57 HeV. More recent measurements' •pepconfirm Blinov's conclusion that the Cf(sf) neutron spectrum
can approximately be described by a Haxwellian distribution
with T » 1.42 MeV at low energies and in the intermediate-
energy range. Remarkable deviations from a ifaxwellian with
T - 1.42 MeV appear in the energy range from 6 to 20 MeV11
where a Maiwellian fit yields a value of T close to 1.37 Me7.
Recent experimental data7"9'11̂  exceed the Maxwellian with
T =• 1.42 MeV in the range from 1.5 to 4 MeV by about 3 %
(see paragraph 4).
Blinov pointed out that the KBS evaluation ^ is not suited
to reproduce the experimental data below 1 MeV especially.
A new evaluation was strongly recommended at the IAEA
Consultants' Meeting .

function of B (angle of n detector position) ' or from
a K(E,B»90 deg)/H(E,B-0 deg) measurement9'.

Ratio of the measurableto the undisturbedOf neutron spectrumrepresented forselected angles ofneutron detector posi-tion with regard tothe Of sample planenormal» Calculationresult for £p?»0.95.
(Réf. 6,13). 5 10

E IMeVl
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2.2. Requirements with regard to TOP measurements. Data
correction. Fission neutron TOP spectroscopy involves the
registration of both fission fragments and neutrons with a
time resolution « 1 ns. Chalupka et al. ' discussed the
requirements to be met by a FF detector. The preferred types
are avalanche detectors, gas scintillators, and ionization
chambers which provide a sufficient discrimination against
the associated o<-activity of Of sources. To keep the
corrections of spectrum contributions due to scattering effects
and neutron producing reactions very small, a low-mass
PP detector is necessary.
The measurable * Cf(sf) neutron spectrum is influenced
by the anisotropic PP detection efficiency caused by absorption
in the sample plane *9'11' due to the deposit thickness and
backing roughness. The total fragment detector efficiency
£py should be close to 100 56. The ratio of the measurable
neutron spectrum to the total (undisturbed) one was calculated
in Ref. 6,13. A typical example is shown in Pig. 1. Similar
studies have been performed by other groupŝ ' . Corrections
with regard to S pp ar« nearly independent of E at about 60 deg
(angle with regard to sample plane normal)6'17̂ . The value £t
can be deduced from a PP-n-coincidence measurement as a 'PP

In-/out-scattering effects concern the air column between
source and n detector, the collimator and shielding system,
and the construction materials of both the PP detector and
the n detector. An improved version of a collimator and
shielding system suited to keep scattering effects small
was presented by Poenitz and Tamura . The most simple correction
is that one for neutron transmission on the base of total
cross sections. The background caused by scattered neutrons,
which cover the energy range below about (1-4) MeV predomi-
nantly (depending on geometrical conditions), should be
studied by Monte Carlo calculations (MCC)7'9'11 \ A shadow
cone experiment yields limited informations only.
The central task of a fission neutron spectrum measurement
is the precise determination of the n detector efficiency £ .
In the case of n detectors based on the Li(n,#) or the
p 'S CU(n,f) reaction, £ is determined according to the standard2\ ncross sections '. For special corrections, we refer to
original papers. The efficiency of a black neutron detector (BND)
is close to 100 % due to its operation mode. Deviations from
100 % can be deduced from MCC. Therefore, uncertainties in
£n are very low ( KS (1-2) %r'. However, the energy resolution



neo of a BND has to be considered carefully. The uncertainties
of the measured TOP spectrum become large at high energy
especially due to the strongly increasing spectrum gradient.
Organic scintillators with pulse shape discrimination properties
are very often employed for fission neutron TOP spectroscopy
at energies above 0.5 MeV (0.2 MeV). Such n detectors are
characterized by an intermediate efficiency (~(1-30) %) to
be determined in separate experiments. A rather substantial
effort is necessary to obtain £n(E) with an uncertainty
below 5 %• £ studies are commonly added by MCC to interpolate
or extrapolate measured efficiency data. Here, the light
output (LO) resolution has to be considered in a reliable way
(for LO calibration purposes on the base of response functions
especially). The / background of organic scintillators can
considerably be suppressed by pulse shape discrimination. The
dynamic range of the used discriminator limits the measurable
spectrum range at low neutron energy especially. The reliability
of n//-discrimination can be enhanced if introducing the
pulse shape amplitude as a further parameter in the measurement.
For instance, the PTB group carried out a four-dimensional
measurement of neutron TOP, scintillator LO, pulse shape
amplitude, and PP detector amplitude (A E signal from the
fission chamber). An alternative method is at least the check-up
of the n//-discriminator carried out simultaneously with the
measurement (spectroscopy of the pulse shape amplitude for
a selected LO window ̂ '). The flight paths in previous
252Cf(sf) spectrum measurements are spread over the range from
20 cm (low-energy range) to 12 ra (high-energy range). The
flight path L is defined as the distance between the source
and the average detection depth in the n detector. Consequently,
it can be E-dependent in special cases. In general, the time
resolution of the TOP spectrometer is also a function of E
due to the detector depth |1̂ '. The time resolution and,
sometimes, the TOP bin width disturb the measured spectrum
if the TOP distribution increases or decreases strongly, i.e.
in the n detector bias region as well as at the high-energy
spectrum end. This annoying effect depends on L mainly.
Corrections can be carried out using unfolding methods.

Nevertheless, L should be chosen sufficiently high to keep
corrections in the % region. In the case of organic-scintillator
n detectors, the determined /-peak position should be checked
by an additional measurement with and without n//-discrimination
to avoid a possible annoying influence due to the amplitude-
dependent timing, which occur in spite of developed timing
methods in the case of large LO ranges to be analysed.
The time scale calibration should be checked and verified
(for instance, C transmission measurement"').
The background due to non-correlated STOP signals (PP detector)
was considered in recent experiments only. This partial
(TOP-channel dependent) background can be avoided by a
pile-up rejector'' tolerating an extended dead time, or it
can be deduced analytically ' ' on the base of time scale
characteristics and the Cf source strength.

2522T3. Problems of the measurement of the ? Cf(sf) neutron
spectrum in the high-energy range. Large discrepancies of
experimental data concerning the high-energy end of the
Cf spectrum had been outlined by Blinov . To obtain a rather
good energy resolution at high E a sufficiently high flight
path is required. Further, one should use a n detector with
a high S at a large solid angle ÛA, U fission chambers
are not suited because of their low efficiency. The use
of a BND is questionable due to the high energy resolution
effects on the TOP spectrum at high E. Consequently, an
optimum arrangement seems to be

i) the use of an organic-scintillator n detector at a
comparatively high flight path,

ii) the application of efficient background suppression
methods (pulse shape discrimination, heavy shielding),

iii) the application of a rather strong Cf source,
iv) the two-dimensional (TOP,LO)-spectroscopy which

permits the selection of the optimum LO bias depending
on E generally, i.e. a maximum foreground/background
ratio can be achieved.
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These requirements have been met in Ref. 11-13 especially,
bat item Civ) was only considered in Ref. 12,13. In these two
works, an efficient pulse shape discriminator was used to
suppress both the /-rays and the cosmic-myon background.

252The shape of the 7 Cf(sf) neutron spectrum at the high-energy12)end ' is shown in Pig. 2. This result was confirmed in an
experiment finished recently1̂ . The data represented in
Pig. 2 are in very good agreement with the PTB measurement '
(concerning the energy range below 15 MeV).

Pig. 2
The high-energy end of theCf neutron spectrum representedwith reference to a Maxwelliandistribution with T » 1.42 MeV.The Pig. was taken from Ref. 12,

a
E[MeV]

2523. Theory of the J Cf(sf) neutron spectrum

3.1« The fiaaion process and fission neutron emission. It was
found early that the fission neutron emission probability
is enhanced close to the fission axis1 . Consequently,
evaporation of fission neutrons from fully accelerated frag-
ments was considered as the predominant emission mechanism.
On the base of this assumption, fission neutron spectra have
been described quite well (Ref. 20,21 and references therein).
More precise experimental studies had shown that a ~10 %
component of fission neutrons is emitted isotropically in
the laboratory frame (LS). Further investigations have been
summarized recently '. Published results are contrary. Therefore,

the picture of scission neutron emission is not clear at
present. The yield of scission neutrons as well as their
differential emission probability are not known with
sufficient accuracy. The partial spectra of the different
eventual kinds of scission neutrons •*" ' have not yet been
found theoretically. In particular, the rapid changes in
nuclear potential as the fissioning nucleus moves from
the saddle of the fission barrier to the scission point
and at the transition of strongly deformed fragments into
their equilibrium form may result in strong single-particle
excitations and, hence, nucléon emission from non-equilibrium
states. The reliability of hitherto existing analysis results
is questionable due to the uncertainty in the model parameters
concerning the time-dependent parametrisation of the nuclear
potential as well as due to the restrictions of the models
themselves.
The fission fragments become highly excited after dissipation
of their deformation energy which they have at scission.
Energy dissipation and fragment acceleration are two
simultaneous processes which occur within about 10~ s after

27) Therefore, a possible emission mechanism ofscission
fission neutrons could be the evaporation (or emission from
non-equilibrium states?) during fragment acceleration.
Pission is partly accompanied by charged-particle emission
(ternary fission). Some of these light nuclei are instable.
In particular, 11 % of the ot -par tides are originally emitted

8 -10 s) into an «-particleas •'He nuclei which decay
28)and a neutron

3.2. Statistical-model approach of fission neutron spectra.
Hitherto, calculations of the energy spectrum of fission
neutrons which include all possible emission mechanisms
have been infeasible. The bare main one, i.e. the evaporation
from fully accelerated fission fragments, is a rather complex
process. In this case, detailed calculations of emission
spectra in the framework of statistical models have to
account for many characteristics of fission and fission
neutron emission:



260 i) nucléon (N, Z, A*N+Z), excitation energy (B1),
kinetic energy (Ê ), and spin (I) distribution of the
fission fragments (which depends on the features of
the fissioning nucleus), i.e. P(EX,I,A,Z,TKE)
(TKE - total kinetic energy of the fission fragments;
Efc is defined by A and TKE according to moment
conservation);

ii) cascade neutron emission from highly excited,
neutron-enriched fragments in competition to /-emission.

The fragment distribution of item (i) is not derivable from
fission theory completely or/and with sufficient accuracy.
Therefore, one has to consider experimental data and/or
special assumptions.
Further, the emission of fission neutrons is not Isotropie
in the center-of-mass system (CMS) of the fragments
due to the fragment spin (Î «(6-8)ft )29t30)> ̂ ig fact ig often
neglected.
Synopsis 1 represents the general scheme which has to be
accounted for the calculation of fission neutron spectra
on the base of a statistical model. The CMS probability of
neutron emission fe(£) is calculated in the framework of
either the Weisskopf formalism 1̂' (without P(I) consideration)

•i?)or the Hauser-Peshbach theory-^ '. In any case, the level
density S(U,I) of the residual nuclei (excitation energy Ü)
and the transition probabilities (inverse cross section 6"„uof compound-nucleus formation or transmission coefficients

respectively) have to be taken into account. The dependence
) (CMS angular distribution) has been deduced by

by statistical calculations (integral in regard of € !).
He obtained a distribution which can be approximated by

(1 + ß.cos2-», ß «s 0.1.

The sum over i (emission step index) in the first equation
of synopsis 1 means consideration of cascade emission.

(1)

STATISTICAL-MODEL APPBOACH TO THE 252Cf(af) SBOTHOtf SPECTRUM

V——' ""v—' lCU8; P(.£,2i A.Z.TKB) - > > \ dB̂ -PXB1.! » A,Z,TK8)-Ẑ Ô
,I, A,Z)

0
TEABSÎOEMATIOH IOTO IS TJSDJG Ef « B^/A m TKB-(1/A - 1/252)

Ißt H(B,Ö s A.Z.TKB)

0
^> \ dIKB l dÄ • P(A,Z,(
Ij? ^

TKB) • N(B,0 t A.Z.TEJ)

3ÏBOPSIS 1

The transformation of the CMS distribution è(Ê,/3": A,Z,TKE)
into the LS and the following weighted concentration taking
into account the fragment occurrence probability P(A,Z,TKE)
yields N(E). However, the whole scheme of synopsis 1 has
not yet been observed. Hitherto published treatments take not
into account the model dependence on Z. The calculations are
carried out taking the average Z for a given A. The dependence
t?G9'} was only considered roughly without correlation to
£, Ex, I, A, Z on the base of Eq. 1 33,34)^ ^ initial

OQ)distribution in fragment spin" can only be introduced in
Hauser-Peshbach calculations . Using the Weisskopf ansatz
one can approximately consider the influence of the spin
distribution on spectrum shape if assuming S(U,I) » S(U,I»0)-'8̂
Most of the hitherto published theoretical studies of fission
neutron spectra have been characterized in Ref. 6. Here, we
focus on recent improved treatments.



3.3. Recent developments of modela. The model proposed by
Madland and Nix ' was based on rough approximations
concerning the description of level density and excitation
energy distributions, but it is easily applicable to any
fission reactions. It was successfully used to describe
neutron spectra from induced fission reactions as well as fromp«52spontaneous fission of J Of. A rather good agreement with
experimental data can be achieved if adjusting the level
density parameter

A/C. (2)

The neglection of the diversity of scission configurations
is compensated by a higher value of C than physically
reasonable. However, G is the only one free parameter of the
aiodel. Further input data are known well. Synopsis 2 includes
the basic formulae of two versions of the Madland-Nix model
(MSM). We know that the CHS spectra depend on A actually.
This fact is neglected in the IIKM but the consideration of
$ for the two fragment groups in version II.
Recent studies42) have been carried out in the framework of a
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generalized Madland-Nix model (GMNM, synopsis 3).

Version III characterized in synopsis 3 considers the
different maximum values T_ of the rest-temperature distri-
bution as well as the different weights of the light and
heavy fragment group (L, H). The full dependence of the inputM)parameter on A is taken into account in version IV.
The different model versions of MNM/GMNM have been compared
for a fixed C = 8.0 MeV4 . Pig. 3 shows how the spectrum
is changed if using a more complex model for the calculation
of the Cf neutron spectrum. The spectrum at high and low

MADLABD-BIX MODEL M N M

(D.O. MADLAND AND J.R. Nil, LASL)

WBISSKOP? FORMALISM
DEPENDENCE OP CMS SPECTRA OB A. Z, ACT TKE
NEGLECTED
CMS ANISOTROPY NEGLECTED

CONSTANT-TEMPERATURE DESCRIPTION 07 S(U)

OPTICAL-MODEL CALCULATI05 OP GC
TRIABGULAH-SHAPE DISTRIBUTION IB TOOLBAR
TEMPERATURE OF RESIDUAL FRAGMEHTS
(MAXIMUM VALUE TD), I.E. ROUGH IMPLICITE
CONSIDERATION OP AND CASCADE EMISSION

7ERSIOI I

B(E) - B(B,Bf ,6*,)

VERSION II

•»•++ H (E) - ±

SYBOPSI3 Z

energy increases and at intermediate energy decreases as the
complexity of the model increases. The deviations are large
at high energy especially. They can be compensated by
adjusting C. However, the spectrum shape is changed if
requiring an equal average LS emission energy (of. paragraph 4).
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GENERALIZED MADLAND-NIX MODEL GMNM
(H. MÄRTEN AND D. SBELIOER, TÜD)
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Pig. 3
The percentage deviation Dof the Of neutron spectracalculated in theframework of the versionsII, III, and IV from the
version-I distribution '.The calculations have beencarried out for a fixedparameter G (8.0 MeV).

COUPLEI CASCADE EVAPORATION MODEL

(H. HÄRTEN AND D. SEELIGBH, TUB)

CEM

WEISSKOPF FORMALISM! CASCADE EMISSION

DEPENDENCE OP CMS SPECTRA ON Z NEGLECTED

ROUGH CONSIDERATION OF CMS ANISOTROPY

SEMIEMPIRICAL DESCRIPTION OP S(0,1-0) BASED
ON THE PERMI-GAS FORMULA WITH ENTROPY

3 » 2

(<Stf', 6?' - SHELL AND PAIRING CORRECTION RESP.)

OPTICAL MODEL CALCULATION OF SQ

PQ(ExjA,TKE) GAUSSIAN SHAPE
(DEDUCED PROM EXPERIMEHTAL V, oj, Ej DATA)

+++• N(B) • ^> . \dTKB P(A,TKE) • N(E:A,TKB)
A

+-M- STUDY OF MULTIPLE-DIFFERENTIAL
EMISSION PROBABILITIES N(B,8:A,TKE)

SYNOPSIS A

An improved version of the cascade evaporation model (GEM,
p COsynopsis 4) was used to calculate the Cf(sf) neutron spectrum

"\A \ T^ ̂in the energy range from 1 keV to 40 MeVJ . Previous studiesJJ'
were concentrated on the high-energy range only. The new
calculation is based on a complex consideration of scission
configurations defined by A and TKB, i.e. asymmetry and
elongation of the fissioning nucleus at scission respectively).

. Neglecting the TKE dependence one obtains a changed spectrum
description at high energy especially (Pig. 4).



0 10 20
E [MeV]

Fig. 4
The effect of the approximative spectrum calculation withoutconsideration of the correlation between the CMS spectra and TKE(for fixed A) with reference to the "exact" one. Percentagedeviations are represented in the case of typical fragment mass
numbers (Ref, 6,33)
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The consideration of the CMS anisotropy (Eq. 1) yields an
enhancement of the low-energy spectrum part in particular
(op. paragraph 4). The GEM was also used to study the influence
of the input data on the spectrum .
Applying the Hauser-Peshbach theory for fission neutron
spectrum calculations one is able to consider the competition
of neutron emission to /-ray emission as well as the initialoq )distribution in fragment spin which is known roughly .
The first study was presented by Browne and Dietrich .
Recent calculations have been carried out by Gerasimenko

*5 ̂  T7 \and RubchenyaJO>^'' (Synopsis 5). They neglected the probability
distribution in TKB for a given A as well as the CMS anisotropy.

STUDY OP MULTIPLE-DIFFERENTIAL EMISSION
PROBABILITIES H(E,0:A,TKE)

SYNOPSIS 5

Synopsis 2-5 indicate that GEM and RFC involve the realistic
consideration of the initial distributions in E1 shown in
Fig. 5 for typical fragment mass numbers, i.e. PgCE^tA) which
is integral in regard of TKE. Both models are based on improved
methods of level density description which take into account
shell and pairing corrections (GEM - Ref, 43» HFC - Réf. 44).
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?ig. 5
Initial distributions in excitation energy for some typicalmass numbers of fragments from spontaneous fission of Cf-252.The dashed line represents the weighted average. Pig. takenfrom Ref. 6,

4. Comparison between recent experimental data and theoretical
calculations

Pig. 6 and 7 represent recent experimental data on the Of
neutron spectrum in comparison with the results of different
calculations in the energy range between 1o keV and 20 MeV.
Concerning the experimental results one can conclude:

i) Recent data are close to a Maxwellian distribution
with T « 1.42 MeV for B < 1 HeV. The ANL data tend to
lower emission probabilities (about -8 % deviation at
0.2 MeV).

ii) Recent experimental data are in very good agreement
(with the exception of Ref. 11 (?)) in the energy range
between 1 and 5 MeV. They exceed the Maxwellian with
T » 1.42 MeV by about 3 %.

MAXWELLIAN FI! RANGE__________

x RIL

. CRIPB/IPPEO

• ANL

4 PTBBMRKV

o TUD

II ( 8 8 7 0 7 ) . MNM

III (851651 . GMNM loppr I i

IV (850791 - OMNM \

IV 1800001 . GMNM °
DOS 05 I

E(MeV)

Pig. 6
Percentage deviations of recent experimental data (RIL -Ref. 7, CRIPB/IPPEO - Ref. 8, ABtt - Ref. 3, PTBB/IRKV - Ref. 11TOD - Ref. 12) on the Cf neutron spectrum from a Maxwelliandistribution with T = 1.42 MeV. With the exception ofcalculation IV (8.0000), the C values (included in parenthesis)have been adjusted to obtain T » 1.42 MeV if fitting thecalculated spectra to a Maxwellian in the shown energy range.The experimental errors are not represented for clearness.We refer to the original papers. Pig. taken from Ref. 42.

iii) In the (5-20) MeV region, the data tend to lower
emission probabilities obviously with reference to the
T = 1.42 MeV Maxwellian. Typical deviations are
0 % at 5 MeV, -20 % at 1o MeV, -25 % at 16 MeV.

iv) Excess neutrons have been found above 20 MeV • •".
Fig. 6 shows the results of different calculations in the
-framework of both the MNM (version II) and the GMNM (version III
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Fig. 7
As Pig. 6 concerning the experimental data. The results ofthe MNM and the HPC calculation were taken from Ref. 41 andRef. 10 respectively. The shown GMNM spectrum was calculatedfor C » 8.0 MeV (Ref. 42, cp. Pig. 6). The Of energy spectrumcalculated in the framework of the GEM i« represented for twoCMS anisotropy parameter B.

and version IV). Here, C of Eq. 2 was adjusted so that a fit
of the calculated spectrum to a Maxwellian yields T = 1.42 MeV
in each case42) Similar results are obtained in the
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(0.1 - 6) MeV energy region. Purther, the result of a calcu-
lation using C » 8.0 MeV (the most probable value with reference
to level density systematics) is represented. In this case,
the high-energy data of recent expérimenta are reproduced.

Above 5 MeV, version II and version III yield a spectrum slope
which is contrary to experimental data. This is a consequence
of rough approximations (see synopsis 1-3).
In Pig. 6, we compare recent Of spectrum calculations '^' *
with experimental data. Obviously, the MNM underestimates the
experimental data at low energy (E<0.5 MeV) as well as in the
high-energy region (E > 10 MeV). The results of the GMNM, HPC,
and CEM(ßzO.O) calculations are in very good agreement, but they
tend to underestimate the low-energy data (-10 % deviation).
Considering the CMS anisotropy roughly (0 » 0.1, Eq. 1), the
spectrum is enhanced by about 5.5 % at 10 keV. The high-energy
tail is also enhanced by about 2 %. Between 0.8 and 3 MeV,
the calculation with ß=»0.1 yields a somewhat lower emission
probability (cf. study in Ref. 6, first consideration in
Ref. 21). The GEM calculated spectrum with ß=0.1 agrees very
good with experimental data in the whole energy range (1 keV -
20 MeV). However, this version takes into account the CMS
anisotropy approximately, because Eq. 1 means that & (-9) is
considered without correlation to £. It is emphasized that
the GEM calculation was not based on arbitrary normalizations

or parameter adjustment. The measured spectrum above 20 MeV
(Pig. 2) cannot be described by an evaporation model. The found
neutron excess should be attributed to non-equilibrium emission

5. Conclusions

33)

The presented review paper refer to recent experimental data
which have been deduced from improved measurements.
Discrepancies between these recently measured Cf neutron spectra
are much less than known from previous experiments
(cf. Blinov's review).
The progress made concerning Cf spectrum calculations
is emphasized. All statistical-model versions considered
(MNM, GMNM, GEM, HPC) yield similar results in the energy range
from 0.5 to 10 MeV. The MNM underestimates experimental data



266 at both spectrum ends (E < 0.5 MeV, E > 10 MeV). However,
it can easily be applied for practical purposes. In particular,
neutron spectra from induced fission reactions can be
described with an sufficient accuracy in the most important
energy region (0.5 - 10)MeV. The complexity of GEM and HFC
calculations makes it necessary to consider a multitude
of input data. According to our experience, precise consideration
of nuclear structur ia as important as the consideration of the
fission process complexity including probability distributions,
the exact CMS-LS transformation of the spectra (i.e. intro-
duction of P(TKE) correlated with CMS spectrum) etc.
However, such detailed studies are only applicable to well-
investigated fission reactions (at present!).
The reviewed calculation methods don't take into account
other possible emission mechanisms which might influence the
total energy spectrum in certain energy ranges. Differential
emission probabilities of neutrons which are evaporated during
fragment acceleration as well as of neutrons originating
from the He decay have been estimated recently . It was
found that these processes are less important.
It was already pointed out '4 ' that further detailed
investigations of multiple-differential emission probabilities
of fission neutrons are necessary to clarify the open problems
of fission neutron emission.
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DIFFERENTIAL AND INTEGRAL COMPARISONS
OF THREE REPRESENTATIONS OF THE PROMPT NEUTRON
SPECTRUM FOR THE SPONTANEOUS FISSION OF 2«Cf

D.G. MADLAND, R.J. LaBAUVE, J.R. NIX
Theoretical Division,
Los Alamos National Laboratory,
Los Alamos, New Mexico,
United States of America

Abstract

Because of their importance as neutron standards, we present comparisons
of measured and calculated prompt fission neutron spectra N(E) and average

252prompt neutron multiplicities v for the spontaneous fission of Cf. In par-
ticular, we test three representations of N(E) against recent experimental
measurements of the differential spectrum and threshold integral cross sec-
tions. These representations are the Maxwellian spectrum, the NBS spectrum,
and the Los Alamos spectrum of Madland and Nix. For the Maxwellian spectrum,
we obtain the value of the Maxwellian temperature T.. by a least-squares adjust-
ment to the experimental differential spectrum of Poenitz and Tamura. For the
Los Alamos spectrum, a similar least-squares adjustment determines the nuclear
level-density parameter a, which is the single unknown parameter that appears.
The NBS spectrum has been previously constructed by adjustments to eight dif-
ferential spectra measured during the period 1965 to 1974. Among these three
representations, we find that the Los Alamos spectrum best reproduces both the
differential and integral measurements, assuming ENDF/B-V cross sections in the
calculation of the latter. Although the NBS spectrum reproduces the integral
measurements fairly well, it fails to satisfactorily reproduce the new differ-
ential measurement, and the Maxwellian spectrum fails to satisfactorily re-
produce the integral measurements. Additionally, we calculate a value of u
from the Los Alamos theory that is within approximately 1% of experiment.

267



268 I. INTRODUCTION

The prompt fission neutron spectrum N(E) and average prompt neutron multi-
252plicity v from the spontaneous fission of Cf are used as reference stan-

dards in the experimental and applied neutron physics fields. Accordingly,
demand for improvement in the accuracy of these standards is constantly driven
by technical innovations and improvements that are occurring in these fields.
For this reason we present detailed comparisons of recent measured and calcu-
lated prompt fission neutron spectra and average prompt neutron multiplicities
for this standard reaction. In particular, we test three representations of
N(E) against recent high-quality experimental measurements of the differential
spectrum and threshold integral cross sections. These representations are the
widely used Maxwellian spectrum, the National Bureau of Standards (NBS) spec-

1 2trum, ' and the Los Alamos spectrum based on the recent theory of Madland and
Nix.3'5

them with each other and with recent experimental integral cross sections as
measured by Grundl et al. and Kobayashi et al. ' We present our conclu-
sions from all comparisons in Sec. V.

II. THREE REPRESENTATIONS OF THE PROMPT FISSION NEUTRON SPECTRUM

In this section we describe the origin and physical content of the three
representations of the prompt neutron spectrum for the spontaneous fission of

Cf that we are comparing in this work.

A. Maxwellian Spectrum.

The Maxwellian spectrum is given by
exp(-E/TM)

N(E) = (1)

For the Maxwellian spectrum, we obtain the value of the Maxwellian tem-
perature T by a least-squares adjustment to the experimental differential

67spectrum of Poenitz and Tamura. ' For the Los Alamos spectrum, a similar
least-squares adjustment with respect to the same experimental spectrum deter-
mines the nuclear level-density parameter a, which is the single unknown par-
ameter that appears. The NBS spectrum has been previously determined by em-
pirical construction of line-segment corrections to a least-squares adjusted
Maxwellian spectrum. Eight differential spectrum measurements from the period
1965 to 1974 were used in this determination.

Proceeding in three steps, we first present in Sec. II detailed descrip-
tions of the physical content of the three spectrum representations to be
tested. Second, in Sec. Ill we perform the least-squares adjustments of the
Maxwellian and Los Alamos representations to the experimental differential
spectrum of Poenitz and Tamura. We do not adjust the NBS representation since
it has been previously determined. This is followed by a detailed comparison
of the three spectra to the Poenitz and Tamura spectrum. We also compare in
this section the value of u calculated with the Los Alamos theory to recent
experimental values. Third, in Sec. IV we present fifteen integral cross-sec-
tion calculations for each of the three spectrum representations and compare

where E is the energy of the emitted neutron and T„, the single parameter of
the spectrum, is the Maxwellian temperature expressed in units of energy by
absorption of the Boltzmann constant. Like all spectra considered in this work,
this spectrum has units of inverse energy and is normalized to unity when in-
tegrated from zero to infinity. The mean and mean-square energy are given, re-
spectively, by

and

<E> = M

(2)

(3)

The Maxwellian spectrum neglects the center-of-mass motion of the fission
fragments from which the neutrons are emitted, the distribution of fission-
fragment excitation energy, and the energy dependence of the inverse process to
neutron emission, namely, compound nucleus formation. Accordingly, it has
little physical basis for describing fission neutron spectra other than the
correct energy dependence at both low and high energies.

Nevertheless, it has been widely used for this purpose, partly because of
the convenience of •& single parameter representation and partly for the follow-



ing reason: In principle, the value of TM must be rather large because TM has
to account not only for the average center-of-mass motion of the emitted neu-
trons, but also for the average center-of-mass motion of the fission fragments.
In practice, however, the value of T is usually reduced in order that the
spectrum reproduce the high-energy portion of the experimental spectrum. To
preserve the normalization, this simultaneously increases the spectrum at lower
energies, which then usually reproduces better the low-energy portion of the
experimental spectrum. This spurious enhancement of energies below ~1 MeV
simulates to some extent an effect that is due to the energy dependence of the
cross section for the inverse process of compound nucleus formation, to be
discussed later in this section. Thus, for the wrong physical reason, the
Maxwellian spectrum reproduces a given experimental spectrum reasonably well,
provided that the Maxwellian temperature T.. is suitably adjusted.

B. NBS Spectrum.

1 2The NBS spectrum ' is an empirically constructed spectrum that is based
upon eight differential spectrum measurements performed during the period 1965
to 1974. The spectrum consists of a five-segment piecewise continuous repre-
sentation containing twelve parameters and is given by

N(E) = 2 M,(E) M(E)

where M(E) is the reference Maxwellian spectrum
M(E) = 0.6672 VÊ exp(-E/1.42)

and p.(E) are five line-segment corrections given by
M j ( E ) = 1 + 1.20E - 0.237, O S E S 0.25 MeV,

M 2 (E) = 1 - 0.14E + 0.098,

M3(E) = 1 + 0.024E - 0.0332,

M 4(E) = 1 - 0.0006E + 0.0037,

(4)

(5)

269 M5(E) = exp[-0.03(E - 6.0)],

0.25 S E S 0.8 MeV,
0.8 S E S 1.5 MeV,
1.5 ä E 5 6.0 MeV, and
6.0 S E < » .

(6)

In these equations, E is in units of MeV and N(E) is in units of MeV . The
mean and mean-square energy of the NBS spectrum, obtained by numerical inte-
gration, are given, respectively, by

<E> = 2,120 MeV, and

<E2> = 7.433 MeV2

(7)

(8)

The NBS spectrum was constructed by first obtaining a reference Maxwellian.
spectrum-M(E) from a weighted least-squares adjustment to eight measured dif-
ferential spectra, and second, by obtaining five line-segment corrections in a
final adjustment to the same measurements. The temperature parameter of the
reference Maxwellian has the value T., = 1.42 MeV, corresponding to a mean
energy <E> = 2.130 MeV, which is 10 keV larger than the mean energy of the
final spectrum. The difference is due largely to the influence of the exponen-
tial correction p,.(E), which reduces slightly the high-energy portion of the
reference Maxwellian M(E). In other words, the final adjustment in the NBS
spectrum determined that the high-energy portion of the best-fit reference
Maxwellian was still somewhat larger than experiment. At the low-energy end of
the final adjusted spectrum, the linear corrections (J,(E) and P2(E) indicate
that the best-fit reference Maxwellian is, again, slightly larger than experi-
ment for very low energies, but near 0.25 MeV is somewhat less than experi-
ment. Thus, the NBS spectrum differs from a best-fit Maxwellian spectrum
primarily by a reduction from that spectrum at very low and high energies and
by an enhancement to that spectrum at energies near 0.25 MeV. The consequences
of these differences will become evident in Sees. Ill and IV.

C. Los Alamos Spectrum.

The Los Alamos theory is directed at predicting N(E) and v as functions
3 ^of both the fissioning nucleus and its excitation energy. The formalism is

based upon standard nuclear evaporation theory and accounts for the physical
effects of (1) the center-of-mass motion of the fission fragments, (2) the dis-
tribution of fission-fragment excitation energy, and (3) the energy dependence
of the cross section for the inverse process of compound nucleus formation. The
expression for the Los Alamos spectrum is given by the average of the spectra



M« calculated for neutron emission from the light L and heavy H average fission
fragments, namely <V

Ef-<V
where (13)

N(E) = (9)

where E is the energy of the emitted neutron, Ef is the average kinetic energy
per nucléon of a moving fission fragment, and 0 is the compound nucleus forma-
tion cross section. The spectrum due to a moving fission fragment is given by

<E, > is the total average fission-fragment kinetic energy, A is the mass num-
ber of the compound nucleus undergoing fission, and <AI> and <A-,> are the av-
erage mass numbers of the light and heavy fragments, respectively. For the
spontaneous fission of Cf, we use the values <E^0t> = 185.9 ± 0.5 MeV,
<A > = 108, and
.L12al.

= 144 that are obtained from the measurements of Unik et

N(E,E f ,C c ) = l•
(>/E +

° ( e >

f
Tm
j k(T) T exp(-s/T)dT (10)

In this equation e is the center-of-mass neutron energy, T is the fission-frag-
ment residual nuclear temperature with a maximum value T , and k(T) is the
temperature-dependent normalization constant for the corresponding center-of-
mass spectrum.

T IIThe spectrum given by Eqs. (9) and (10) depends upon E-, E,, T , and theL H t t mcompound nucleus formation cross sections a and a , which are calculated by
use of an optical-model potential. In this work we use the potential of
Becchetti and Greenlees to calculate these cross sections. The spectrum is
evaluated numerically by Gaussian quadrature, as are its energy moments given
by

<En> = / En N(E)dE . (ID

L HThe values of Ef and E- are obtained by use of momentum conservation, namely,

E1Ef =
.

' and (12)

The value of T is obtained from the initial total average fission-frag-
m 13ment excitation energy <E*> by use of the relationship

T = (<E*>/a)1/2 , (14)

where a is the nuclear level-density parameter. For spontaneous fission, <E*>
is given by

<E*> = (15)

where <E > is the average energy release in fission. It is given exactly by

<E > =
I Y(VW
2H________

IY(AH) (16)

where Y(AU) is tne fission-fragment mass yield distribution, A„ is the heavy
fragment mass number, and E (A„) is the average energy release for a given mass
division. The latter quantity is obtained, in turn, by summing the contribu-
tions from all participating charge divisions, namely

2 PU^VVVV
"itW = (17)

H.



where p(Z„,Â ) is the heavy fission-fragment charge distribution, Z„ is the
heavy fragment atomic number, and E (Z„,A-.) is the energy release for a given
mass and charge division. We assume the fission-fragment charge distribution
to be of Gaussian form

(2nev
exp[- (ZH - (18)

with the most probable heavy fragment charge Z„ given by the relation'H

H
P

Z ZL - (19)
H it

where c is the charge division parameter.

252For the spontaneous fission of Cf we evaluate Eqs. (14)-(19) using ex-
14perimental or derived systematic masses from the 1981 Wapstra-Bos evaluation

when they exist and otherwise the mass formula of Möller and Nix. We use the
fission-fragment mass-yield distribution Y(A„) measured by Weber et al. and
the value 0.5 charge units determined by Unik et al. for the charge division
parameter c, except for symmetric fission where c = 0. We also use a value of
0.5 charge units for the charge distribution width O , which is approximately
mid-range in the set of values determined by Wahl. With these choices of
mass sources, measured yields, and charge distribution parameters, we obtain
a value for <E > of 218.886 MeV. This result was previously obtained in Ref.
4 and was used in Refs. 5 and 18. It is stable to within ± 55 keV for a change
of ± 0.05 charge units in c and to within ± 220 keV for a change of ± 0.1
charge units in a . These ranges are representative of the accuracy with which2 252c and a are known for the spontaneous fission of Cf.

From Eqs. (14) and (15) we now obtain

T = (32.986/a)1/2 MeV,m (20)

where the nuclear level-density parameter a is the single remaining parameter
to be determined prior to calculating the spectrum. The determination of the
level-density parameter and consequent calculation of the Los Alamos spectrum

"' are presented in the next section. We will come back to Eq. (20) there.

Turning to the average prompt neutron nmlitplicity, w , the formalism for
the Los Alamos spectrum gives

v =P
<E*> . <Etot>

<S > + <e> (21)

where <E > is the measured total average prompt gamma energy, <S > is the
average fission-fragment neutron separation energy calculated in the same way
as <E >, and <£> is the average center-of-mass energy of the emitted neutrons
calculated in an analogous way to the average laboratory energy <E> from Eq.

252(11). For Cf(sf) we obtain <S > = 5.439 MeV, a result previously obtained
in Ref. 4 and utilized in Ref. 5. We obtain the value <EtOt> = 7.06 MeV from
the experiment of Pleasonton et al.
tain

- _ 25.926 MeV
p 5.439 MeV + <e>

19 Using these values in Eq. (21), we ob-

(22)

where the evaluation of the average center-of-mass energy <£> depends upon the
evaluation of T , as given by Eq. (20). Accordingly, we return to Eq. (22) and
the calculation of v in the next section.

III. DIFFERENTIAL COMPARISONS

In this section we compare the three representations of the prompt fission
neutron spectrum that we are studying to each other and to a recent high-
quality differential measurement of the spectrum. In fact, because of the use

252of the Cf(sf) spectrum as a standard, we determine the Maxwellian tempera-
ture T„ by a least-squares adjustment to the experimental spectrum instead of
by other means and, for the identical reason, we determine the nuclear level-
density parameter a for the Los Alamos spectrum in the same way. The NBS
spectrum, with twelve parameters, has been previously obtained by least-squares
adjustments and therefore is already completely determined.
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For our present purposes, we choose the recent differential spectrum raeas-
ft 7urement of Poenitz and Taraura ' as our experimental reference spectrum. This

experiment covers a secondary neutron energy range of 0.225 to 9 8 MeV with 51
points that represent approximately 95% of the total spectrum. The average ex-
perimental uncertainty in the set of 51 points is 3.6%.

A. Maxwellian Spectrum.

The least-squares adjustment of the Maxwellian spectrum to the experi-
mental reference spectrum is performed with respect to the Maxwellian tempera-
ture parameter T„. To obtain an absolute value of x per degree of freedom,
the normalization of the experiment is recomputed for each iteration in the

2 2value of T... We find a minimum in x , X (mm) = 1.201, at a value of T,, =
1.429 MeV. This value yields mean and mean-square energies of the Maxwellian

2spectrum, from Eqs. (2) and (3), of 2.144 MeV and 7.658 MeV , respectively.
These values are also given in Table I together with other properties of the
Maxwellian spectrum.

The spectrum is computed using Eq. (1) and is compared to the experimental
spectrum in Fig. 1 in absolute units, as well as in Figs. 2 and 3 where the
ratio of the experimental spectrum to this spectrum is plotted. The highest
energy experimental points on Fig. 1 indicate that perhaps the Maxwellian
spectrum is slightly larger than experiment in this region. Inspection of
Figs. 2 and 3 confirm this for energies greater than about 5 MeV, with depar-
tures from experiment that are perhaps as large as 10%. In addition, one sees
that the Maxwellian spectrum is larger than experiment by 2-7% in the region
below 0.4 MeV and that it is smaller by 2-5% in the region between 1.5 and 3.0
MeV. Thus, the spurious enhancement in the Maxwellian spectrum at low energies
that we discussed in Sec. II.A is apparently too large at energies below 0.4
MeV. At high energy, despite the adjustment of T„ with respect to experiment,
the Maxwellian spectrum is still somewhat greater than experiment, reflecting
the fundamental difficulty that we discussed in Sec. II.A in accounting for two
physical effects with a single parameter.
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Fig. 1. Prompt fission neutron spectrum in the laboratory system for the spon-
taneous fission of 2S2Cf. The dashed curve gives the least-squares
adjusted Maxwellian spectrum calculated with Eq. (1), the dot-dashed
curve gives the NBS spectrum calculated with Eq. (4), and the solid
curve gives the least-squares adjusted Los Alamos spectrum calculated
with Eq. (9). The experimental data are those of Poenitz and Tamura
(Refs. 6 and 7).
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Fig. 2. Ratio of the NBS spectrum and the experimental spectrum to the least-
squares adjusted Maxwellian spectrum, corresponding to the curves
shown in Fig. 1.



1.25

.2
=5

1.00
o
ice

0.75

Fig. 3.

IQ- 100 K)'
Laboratory Neutron Energy E (MeV)

Ratio of the least-squares adjusted Los Alamos spectrum and the ex-
perimental spectrum to the least-squres adjusted Maxwellian spectrum,
corresponding to the curves shown in Fig. 1.

that of the least-squares adjusted Maxwellian spectrum. In the region between
0.8 and 3.0 MeV, the NBS and adjusted Maxwellian spectra behave similarly, with
departures from experiment ranging from 1 to 5%. Neither representation repro-
duces the structure in the experimental spectrum between 1.5 and 3.0 MeV.

C. Los Alamos Spectrum.

The least-squares adjustment of the Los Alamos spectrum to the experimen-
tal differential spectrum is performed with respect to the nuclear level-den-2sity parameter a. As before, to obtain an absolute value of x Per degree of
freedom, the normalization of the experiment is recomputed for each iteration

2 2in the value of a. We find a minimum in x » X (min) = 0.552, at a value of a =
A/9.15 (MeV). This result yields the value of Tm from Eq. (20). The values of
the mean and mean-square energies are now obtained from Eq. (11) and are listed
in Table I where they may be compared with the corresponding values from the

TABLE I

SOME PROPERTIES OF THREE REPRESENTATIONS OF
THE PROMPT NEUTRON SPECTRUM FOR THE SPONTANEOUS FISSION OF 252Cf
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B. NBS Spectrum.

The NBS spectrum is calculated using Eqs. (4)-(6). The comparison of this
spectrum to the experimental differential spectrum is shown in Fig. 1 in abso-
lute units, and in Fig. 2, where the ratios of this spectrum and the experimen-
tal spectrum to the least-squares adjusted Maxwellian spectrum are shown. The
computed value of x per degree of freedom for this previously determined spec-
trum is 1.922. The mean and mean-square energies are given by Eqs. (7) and
(8), and are listed in Table I together with other properties of the NBS spec-
trum.

Figures 1 and 2 both indicate that the NBS spectrum agrees with the experi-
mental reference spectrum in the high energy region better than the least-
squares adjusted Maxwellian spectrum. On the other hand, the NBS spectrum lies
about 5-15% above experiment at energies below 0.5 MeV, giving rise to the
factor of 2 deterioration in the value of X Per degree of freedom relative to

Quantity Maxwelltan

Physical shape smooth

Number of explicit 1
parameters

Number of least-squares 1
adjusted parameters in
the present work

Adjusted Maxwellian 1.429
temperature T.. (MeV)

Adjusted nuclear level- —
density parameter a
(1/MeV)

<E> (MeV) 2.144
<E2> (MeV2) 7.658
v —P
X2 (min) 1.20l

NBS
five-segment
piecewise
continuous

12

2.120
7.433

1.922a

Los Alamos
smooth

A/9.15

2.134
7.364
3.810
0.552

a 2 2In this case, x (min) is the only value of X and it is calculated assuming
zero degrees of freedom.



274 Maxwellian and NBS spectra. The spectrum itself is evaluated using Eqs (9)
and (10), and it is compared with the experimental differential spectrum in
Figs 1 and 3

Figure 1 shows that the Los Alamos spectrum may be somewhat less than ex-
periment at the two highest energy experimental points However, as shown by
Fig 3, the uncertainties in these two data points are too large to draw any
certain conclusion Figure 3 shows that the shape and magnitude of the Los
Alamos spectrum agrees very well with experiment over the entire range, except
for the region below 0 5 MeV where the experiment is under-predicted by amounts
ranging from 1 to 5%.

The value of the nuclear level-density parameter a = A/9 15 (MeV) obtained
in our least-squares adjustment also provides for the evaluation of Eq (22),
which yields u = 3 810 This value is within 1.4% of the experimental value

P 20 21of 3 757 ± 0 009 obtained from the measurements of Amiel and Smith, and is
within 1 0% of the experimental value of 3 773 ± 0 007 obtained by Spencer et

i 22al

To conclude this section we combine Figs. 2 and 3 into Fig. 4, which then
compares the experimental reference spectrum, the least-squares adjusted Max-
wellian spectrum, the NBS spectrum, and the least-squres adjusted Los Alamos
spectrum This figure clearly shows that the Los Alamos spectrum is the pre-
ferred representation for the present choice of the Poenitz and Tamura ' ex-
perimental reference differential spectrum. This conclusion is reinforced by

2comparing the values of x per degree of freedom from Table I These show the
Los Alamos spectrum to be the preferred representation by a factor ~ 3 over the
NBS spectrum and by a factor ~ 2 over the Maxwellian spectrum. In addition to
having the poorest agreement with the experimental differential spectrum, the
NBS spectrum is somewhat unphysical in that it is only piecewise continuous.

IV. INTEGRAL COMPARISONS

In this section we calculate fifteen threshold integral cross sections for
each of the three representations of the prompt fission neutron spectrum that
we are studying and compare our results with recent high-quality experimental

1 25

I

1 00o•à

0 75

252,Cf(sf)

° Experiment
-- NBS
—— Los Alamos

10- ' 10° 10'
Laboratory Neutron Energy E (MeV)

Fig. 4. Ratio of the NBS spectrum, the least-squares adjusted Los Alamos
spectrum, and the experimental spectrum to the least-squares adjusted
Maxwellian spectrum, corresponding to the curves shown in Fig. 1.

o Q 10measurements carried out by Grundl et al. and Kobayashi et al. ' We also
compare the trends of each of the three sets of calculated integral cross
sections to assess the overall quality of the three spectrum representations
being used. This latter comparison is, of course, only possible if identical
pointwise cross sections are used in each set of calculations.

The integral cross section <a > representing the net effect of the point-
section a (E) in t

rE2j a (E) N(E)dE

wise cross section a (E) in the presence of the neutron field N(E) is given by

<CT > =
N(E)dE

(23)

where E is the neutron energy, and E and E» are the energy limits of the neu-
tron field N(E). In this equation, 0 (E) is obtained from ENDF/B-V23'24 with



25one exception, and N(E) is one of the three spectrum representations that we
are comparing. By choosing ENDF/B-V cross sections, the values of E and E_

-5are set at 10 eV and 20 MeV, respectively. A trapezoidal integration of Eq.
(23) is performed for each reaction studied.

For purposes of graphical presentation and discussion of our results, we
define an effective threshold energy, E , , for each reaction studied, as the
energy that divides the pointwise cross section integral at 0.01% and 99.99%.
We use the ratio C/E of calculated integral cross sections to experimental in-
tegral cross sections as a function of E in the graphical presentation of our
results that we now discuss.

A. Maxwellian Spectrum

Our results for the least-squares adjusted Maxwellian spectrum are given
in the fourth column of Table II where they can be compared directly with the
experimental results in the third column, and in Fig. 5 where the C/E values
are plotted as a function of the threshold energy E . . There are three points
to mention First, Table II shows that for a given set of pointwise cross sec-
tions and the Maxwellian spectrum, seven of the fifteen calculations are out-
side of the two-sigma measurement uncertainty. Second, Fig. 5 shows that nine
of the fifteen calculations are outside of the one-sigma measurement uncer-
tainty Third, the trend of the C/E ratios shown in Fig. 5 indicates that the
accuracy of the Maxwellian spectrum is increasingly worse with increasing
reaction threshold. That is, the Maxwellian spectrum is too large (hard) in the
high energy portion of the spectrum This result is consistent with our con-
clusions for the differential spectrum comparisons of Sec. Ill As already
discussed in Sees. II A and III.A, this illustrates a fundamental difficulty
in accounting for two physical effects with a single parameter

B NBS Spectrum

Our results for the NBS spectrum are given in the fifth column of Table II
and are illustrated in Fig. 6. Again, there are three points to be made.
First, Table II shows for the identical set of pointwise cross sections and the

n-ir NBS spectrum, only four of fifteen calculations are outside of the two-sigma

1 30

öS 1 15CLX

.Qto
ft 1 00

0 85

252,;Cf(sf)

'- Maxwellian

Effective Threshold Eth (MeV)
10

Fig. 5. Ratio of calculated to experimental integral cross sections for the
prompt neutron spectrum from the spontaneous fission of 252Cf as a
function of the effective neutron threshold energy for the reaction.
The calculated values are obtained using the least-squares adjusted
Maxwellian spectrum from Eq. (1) in Eq. (23) together with ENDF/B-V
pointwise cross sections. The experimental values are those of
Grundl et al. (Ref. 8) and Kobayashi et al. (Refs. 9 and 10). The
error bars shown are due only to the experimental uncertainties. The
dashed line serves as a guide to the eye

measurement uncertainty. Second, Fig. 6 shows that only seven of the fifteen
calculations are outside of the one-sigma measurement uncertainty. Third, the
trend of the C/E ratios shown in Fig. 6 indicates that the NBS spectrum repro-
duces the experimental integral cross sections reasonably well for most values
of the threshold energy.

C Los Alamos Spectrum.

Our results for the Los Alamos spectrum are given in the last column of
Table II and are illustrated in Fig. 7. Once again, there are three points to
address. First, Table II shows that for the identical set of pointwise cross
sections and the Los Alamos spectrum, only two of the fifteen calculations
are outside of the two-sigma measurement uncertainty. Second, Fig. 7 shows
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TABLE II

COMPARISON OF MEASURED AND CALCULATED INTEGRAL CROSS SECTIONS FOR THREE
REPRESENTATIONS OF THE PROMPT NEUTRON SPECTRUM FOR THE SPONTANEOUS FISSION OF 2S2Cft

Eth Maxwellian NBS Los Alamos CD
Reaction (MeV) Measurenent* Calc. (C/E) Calc. (C/E) Calc. (C/E) -C

O.
2 3 5U(n,f) 0.00 1216.0 ± 19.46 1238.657(1.019) 1235.918(1.016) 1235.720(1.016) Ud 1.00
115In(n,n') 0.76 201.0 ± 8.2 182.804 (0.909)* 181.936 (0.905)* 186.009 (0.925) .Q

58Ni(n,p) 0.80 118.5 ± 4.1 115.888 (0.978) 113.891 (0.961) 114.039 (0.962) 4g
47Ti(n,p) 1.14 21.58 ± 1.16 24.463 (1.134)* 24.070 (1.115)* 24.209 (1.122)* -^
54Fe(n,p) 1.36 87.63 ± 4.35 89.968 (1.027) 88.346 (1.008) 88.323 (1.008) °
32S(n,p) 1.80 72.52 ± 2.96 72.665 (1.002) 71.447 (0.985) 71.662 (0.988)
27Al(n,p) 2.86 4.891 ± 0.179 5.375 (1.099)* 5.140 (1.051) 4.967 (1.016)
46Ti(n,p) 2.97 14.04 ± 0.61 14.080 (1.003) 13.474 (0.960) 13.014 (0.927)
51V(n,p)b 3.41 0.713 ± 0.059 0.732 (1.027) 0.688 (0.966) 0.657 (0.921)

•

•

•

^

\
. \

\
'l

Fe(n,p) 4.65 1.440 ± 0.070 1.546 (1.073) 1.416 (0.983) 1.322 (0.918) ' Q
48Ti(n,p) 5.07 0.415 ± 0.016 0.460 (1.107)* 0.410 (0.986) 0.377 (0.907)*
59
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Effective Threshold E* (MeV)

Co(n,o) 5.52 0.218 ± 0.014 0.243 (1.115) 0.217 (0.997) 0.200 (0.919) Fi g Similar to
24Mg(n,p) 5.58 1.940 ± 0.093 2.404 (1.239)* 2.159 (1.113)* 1.995 (1.028) ' ' tions are

Fig. 5 except that the calculated
obtained using the NBS spectrum from

2 Al(n,o) 5.71 1.006 ± 0.022 1.195 (1.187)* 1.060 (1.053)* 0.973 (0.967) dashed line
197Au(n,2n) 8.31 5.267 ± 0.226 6.817 (1.294)* 5.650 (1.073) 4.973 (0.944)

1.25

t Using ENDF/B-V pointwise cross sections, unless otherwise noted, fad expressing the results in millibarns.
* Calculation outside two-sigaa measurement uncertainty.
a The experinental oeasuresients are those of Grundl et al. (Ref. 8) and Kobayashi et al. (Refs. 9 and 10).

The pointvise cross section used in the calculation for this reaction is fron Smith et al. (Ref. 25). _^
c

that nine of the fifteen calculations are outside of the one-sigma measurement l2 ..
uncertainty. Third, the trend of the C/E ratios shown in Fig. 7 indicates that o
the Los Alamos spectrum, like the NBS spectrum, reproduces the experimental in- 3
tegral cross sections reasonably well for most values of the threshold energy. Q

To conclude this section, we combine Figs. 5-7 into Fig. 8, to provide a
comparison of the trends of the C/E values with E . for the three spectrum
T*AnrAo Ant*a t i rmc rnmr»ai-pH. T**nr visual rlar"it-v UA H A l A t A fhft «imArimAnt-al unrpr- A 7K
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tainties. This figure clearly shows that the least-squares adjusted Maxwellian
spectrum is unsatisfactory when using the present choice of the PoenitE and Effective Threshold E,h (MeV)

10

Tamura experiment to determine the Maxwellian temperature TM = 1.429 MeV. Al- Fig. 7.
though we do not show the results here, this same conclusion is obtained when

Similar to Fig. 5 except that the calculated integral cross sec-
tions are. obtained using the least-squares adjusted Los Alamos spec-
trum from Eq. (9). The solid line serves as a guide to the eye.
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Fig. 8. Comparisons of ratios of calculated to experimental integral cross
sections shown in Figs. 5-7 with error bars deleted for clarity. The
dashed, dot-dashed, and solid lines serve as guides to the eye.

using the popular value TM = 1.42 MeV. Finally, the figure also indicates, on
the basis of the chosen set of experimental integral cross sections, that the
NBS and Los Alamos spectra could each be adjusted somewhat, were it not for the
constraints imposed by the experimental differential spectrum measurements.

V. CONCLUSIONS

On the basis of the comparisons presented here, we conclude that the Los
Alamos spectrum is the perferred representation of N(E) because it best repro-
duces both the differential and integral measurements, assuming ENDF/B-V cross
sections in the calculation of the latter. Although the NBS spectrum repro-
duces the integral measurements fairly well, it fails to satisfactorily repro-
duce the recent differential measurements, and the Maxwellian spectrum fails to
satisfactorily reproduce the recent integral measurements. Additionally, we
calculate a value of v from the Los Alamos theory that is within approximately
1% of experiment. In this study we have learned that well-measured high-thresh-

old integral cross sections provide valuable constraints on the differential
spectrum, assuming the pointwise cross sections are well known. Finally, we
mention that the Los Alamos spectrum has been adopted as the preliminary stan-
dard spectrum for ENDF/B-VI. The spectrum is available in tabular form from
the U.S. National Nuclear Data Center, Brookhaven National Laboratory.
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CALCULATION OF THE 2S2Cf (sf) NEUTRON SPECTRUM
IN THE FRAMEWORK OF
A COMPLEX CASCADE EVAPORATION MODEL (CEM)

H. MÄRTEN, D. SEELIGER
Technical University of Dresden,
Dresden, German Democratic Republic

Fission neutrons are predominantly emitted (evaporated)
from fully accelerated fission fragments. The consideration1 ?}of other eventual emission mechanisms ' ' is practically
impossible due to the poor knowledge of their characteristics.
The complex cascade evaporation model was successfully applied
to calculate the Of neutron spectrum in the high-energy1 2 )range » . A comprehensive study of the model sensitivity
in regard of input data variations was described in Ref. 2.
The CEM is also used to describe multiple-differential2 ̂probabilities of Cf fission neutron emission '.
The previous version of the CEM ' was improved regarding

i) the level density description ' which takes into
account shell correction as well as pairing condensation
both depending on excitation energy,

ii) the full consideration of the model dependence on
fragment mass number A and total kinetic energy TKE
of complementary fission fragments, i.e. introduction
of initial distributions in fragment excitation
energy in dependence of both variables,

iii) the calculation of the inverse cross section for
compound-nucleus formation on the base of the
optical model,

iv) numerical procedures so as to have the possibility
of spectrum calculations in the energy range from
1 keV to 40 MeV.



The CMS (center-of-mass- system) anisotropy is taken Into
account roughly on the base of Gavron's study yielding a
changed spectrum description (cf. Ref. 2 and Ref. B)^\
The calculated Of spectrum is enhanced at low energy (+5.5 %
at 10 keV) as well as in the high-energy range (+2 % for the
(10-20) MeV region); the spectrum is reduced from 0.8 to
3 UeV. Results of the new calculation are compared with
recent experimental data in Pig. 1. In the low-energy region,
the deviations of the calculated spectrum from a Maxwelllan
with T=»1.42 MeV are small (-3.5 % at 10 keV). The calculated
average lab-frame emission energy amounts to 2.111 MeV.
See Ref. 8 for further comparisons. The calculated spectrum
is still preliminary pending check-up of input data (excitation
energy distributions as a function of both A and TKE especially),
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Pig. 1 pepThe GEM spectrum of Cf(sf)
neutrons (continous line) incomparison with recent experi-mental data on the high-energyend of the energy distribution
(crosses - Ref. 6, dots -
Ref. 7). Data are representedas percentage deviations Dfrom a Maxwellian spectrumwith T=1.42 MeV. The NBS
evaluation (Ref. 9) is shown,too (dashed line, above 6 MeV). 5 10
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280 STATISTICAL CALCULATION OF THE 252 Cf SPONTANEOUS
FISSION PROMPT NEUTRON SPECTRUM

B.F. GERASIMENKO, V.A. RUBCHENYA
Khlopin Radium Institute,
Leningrad,
Union of Soviet Socialist Republics

The results of calculations of the prompt neutron252spectrum and prompt neutron multiplicity for the Cf
spontaneous fission on the base of Hauser-Feshbach method
are presented, similarly to /1/. The calculations were done
on the assumption of the isotropic neutron emission in the
center-of-mass system from heated fully accelerated fragments.
The fragment excitation energy dispersion, the cascade
character of neutron emission and the competition between
the neutron emission and Remission were taken into account.
The evolution of excitation energy distribution on each
cascade stage was taken consistently into consideration.
A different than in work /2/ relation between the average
fragment excitation energy and the average number of the
emitted neutrons was applied. The level density expression
was used in the form accounting for shell effects. The
transmission coefficients T»? were calculated according
to optical model with potential parameters suggested in
work /3/. The calculations were done within the interval
of neutron kinetic energies (in laboratory system) from
0.001 to 30.0 MeV. 252In the figure the calculated integral spectrum of Of
spontaneous fission prompt neutrons is shown in comparison
with the experimental spectrum /ï/. As seen from the figure,
the calculated integral prompt neutron spectrum is in good
agreement with experimental data in the region 0.001-15.0 MeV.
The following theoretical values of the integral spectrum
and of prompt neutron multiplicity parameters were obtained:
I « 2.127 MeV, V« 4.o87, G?, - 1.46. The sensitivity of
the calculations with regard to input data of the model is
discussed.

-2.0 -

The calculated total prompt neutron spectrum of "cfspontaneous fission and the experimental one. The spectraare given in the form of ratio to the Marwellian distributionwith T » 1.42 MeV. ———— - calculation (present paper),. - experiment /1/.
Table

2*52The theoretical total prompt neutron spectrum Cf spontaneousfission (E in units of MeV, H(E) in units of MeVT)
S 0.20-02 0.40-02 0.60-02 0.80-02 0.10-01 0.12-01 0.14-01JT(E) 2.62-02 3.71-02 4.54-02 5.23-02 5.85-02 6.40-02 6.91-02
E 0.16-01 0.18-01 0.20-01 0.50-01 0.80-01 0.11+00 0.14+00
H(E) 7.38-02 7.82-02 8.24-02 1.29-01 1.61-01 1.86-01 2.07-01
B 0.17+00 0.20+00 0.35+00 0.50+00 0.65+00 0.80+00 0.95+00
H (E) 2.25-01 2.41-01 2.95-01 3.22-01 3.33-01 3.34-01 3.30-01
B 0.11*01 0.14+01 0.17+01 0.20+01 0.23+01 0.26+01 0.29+01
N(E) 3.22-01 3.00-01 2.74-01 2.42-01 2.10-01 1.80-01 1.52-01
E 0.32+01 0.35+01 0.44+01 0.53+01 0.62+01 0.71+01 0.80+01
ÏÏ(E) T;28-01 1.07-01 6.14-02 3.48-02 1.95-02 1.09-02 6.15-03
E 1.05+01 1.30+01 1255+01 1.80+01 2.05+01 2.30+01
N(E) 1.12-03 1.82-04 2.71-05 3.69-06 4.52-07 4.88-08
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RECENT DEVELOPMENTS IN THE INVESTIGATION
OF 252Cf SPONTANEOUS FISSION PROMPT NEUTRON SPECTRUM

M.V. BLINOV
Khlopin Radium Institute,
Leningrad,
Union of Soviet Socialist Republics

Abstract
The results of experimental and theoretical investigations

carried out in the recent years for determination of the shape
of the standard continuous neutron spectrum - energy distri-ocobution of J Cf spontaneous fission prompt neutrons are
considered in the report.

1. INTRODUCTION

The review of experimental and theoretical investigations252on the J Cf spontaneous fission neutron spectrum as an
international standard of neutron spectrum was presented
in a number of papers /1-5/. The files of HîDC/NEANDC
standards in 1980 and 1982 recommended to use this spectrum -
- standard in the form of Maxwellian distribution with the .
parameter T = 1.42 MeV. The IAEA Consultant's meetings
marked that this conception was a certain approximation
and further measurements were necessary for specification
of the spectrum.

After the last review /5/ in 1979 five years passed
and a number of new experimental and theoretical works
appeared during this period. Measurements were done in
a broad energy interval from 0.001 to 30 Mev. The precision
of those measurements was high as a rule. There were
published several works carried out by the activation foils
method (integral method), that is very useful, especially
at high energies. Intensive theoretical calculations were

done, both by the evaporation model and by the statistical
model. A number of investigations were fulfilled on
studying the process of fission neutrons emission that
is important both for correct calculations and for
evaluations.

In the present report there is a brief consideration
of the experimental and theoretical information on the

2S2spectrum of Cf spontaneous fission prompt neutrons,
obtained in the period 1980-1984.

2. SPECTRUM MEASUREMENTS (differential methods)

2.1. Methods of measurements and neutron detectors
Table 1 summarizes the data on the works done by dif-

ferential methods /6-19/. The time of flight method was
used in all the works except two /7, 9/. Bottger, Klein
et al. in their tyorks /11, 15/ used a liquid scintillation
detector (HE-213) placed at a great flight distance (12 m)
from the fission source. Good time resolution of the spectro-
meter (1.5 ns) in combination with a great flight base
provided high energy resolution. In the work of Poenitz
and Tamura /11, 17/ "black" neutron detectors with regist-
ration efficiency 77-98 % were applied. In worka /12/ and

235/16/ fast ionization chambers with "1J layers were used
for neutron detection, providing time resolution A 1.5 ns.
Such chambers are thresholdless detectors. Boldeman /18/
used a plastic scintillator NE-102 and lithium glasses.
In the work of Lajtai et al. /14/ lithium glasses HE-£12
were used in a special construction providing a sufficient
distance of the glasses from the massive scatterer - the
glass of the P. E. M. photocathode. Blinov, Vitenko et al.
/6/ made use of thin (2 and 4 mm) crystals of LiJ (Eu)
in a lightened packing. They applied different methods
of decrease of the accidental coincidences background /20/
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Recent data (after 1979) on the ^2Cf Fission Neutron Spectrum

(differential methods)
N

1
2
3

4
5
6
7
8
9
10
11
12
13

14

Year

1980
1981
1981

1981
1982
1982
1982
1982
1983

1983
1983
1983
1983

1984

Authors, réf.

Blinov et al. /6/
Jasicek, Bensch /7/
Mon Jiang-sken et al./8/

Bolshov et al. /9/
Poenitz et al. /10/
Böttger et al. /11/
Blinov et al. /12/
Märten et al, /13/
Lajtai et al. /14/
Batenkov et al. /16/
Klein et al. /15/
Poenitz et al. /17/
Boldeman et al, /18/

Boytsov et al. /19/

Neutron
energyrange (Me V)
0.0003-1
0.9-10
0.45-15

1-11
0.2-10
2-14
0.01-7
10-30
0.025-12
0.01-10
2-14
0.2-10
1-14.6

0.2-2
0.01-3

Method, neutron detector

TOP, crystal 6L»I(Eu)
MRP*, proportional counter
TOP, liquid acintillator

MRP, stilben
TOP, two "black" detectors
TOP, NB-213
TOP, chamber with U-235
TOP, NE-213
TOP, glass NE-912

TOP, chamber with U-235
TOP, NE-213
TOP, "black" detectors
TOP, plastic NE-102

TOP, lithium glass
TOP, chamber with U-235,antracene

TmaxW * <MeV>

Graphie présentation
1.409+0,015
1.416+0.025

2.124+0.035
1.413+0.017
1.439+0,010 2.159
1.355
1.418+0.024
Graphie presontation
Graphie and numericalpresentation
Graphie presentation
1.355
1.439+0.010 2.159
1.424+0.013

2.136+0.020

1.417+0.026

MRP - Method of registration of the energy d/stribution of recoil protons

and managed to lower the measurement threshold to the
energy 300 eV. Jasicek and Bensch /7/ measured the recoil
proton spectrum with gas proportional counters filled with
methane and krypton, and Bolshov et al. /9/ - with stilbene
and antracene crystals.

2.2. Efficiency of neutron detectors
Much attention was payed to correct determination of

efficiency in the works. As a rule, the efficiency was
determined experimentally using definite neutron fluxes from
different reactions on accelerators.

In the work of Boldeman /18/ the method of associated
particles (precision +2 %) was applied for determination
of absolute efficiency. In work /8, 12/ the counter calibra-
tion was carried out in neutron fluxes of different energies,
appearing in the reaction D(d,n)-̂ He. The determination of
the flux was carried out by means of a telescope of recoil
proton counters, that was used in the intercomparisons.
Por the type of the detector used in work /10, 17/ (black
detector) the efficiency determination was done in other
laboratories by -the asŝ iated particles method. In the work
the determination precision shown waa 1 %.
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It is worth mentioning that the necessity to measure
the efficiency in exact geometrical conditions of the main
experiment and using the same electronic system of the
spectrometer is still an important problem« This is not
always fulfilled that creates additional unaccounted
uncertainties. In works /12, 16/ the efficiency of the
detector-chamber with thin uranium layers was determined

23Sby the "^U-standard cross-section with the corrections for
the efficiency of fragments registration. The efficiency of
thin lithium glasses (1 mm thick) /14/ and of Lil(Eu)
crystals (2 mm thick) /6/ was determined by the cross-
section of the Li(n.cx) reaction - standard and also by
introducing the corrections, calculated by the Monte-Carlo
method taking into account the development of the process
in time (time function of the response). The efficiency of
the thick (9.5 mm) glass in work /14/ was determined on
Van-de-Graaf accelerator relative to the efficiency of a
thin glass.

2.3. Californium 'layers and fragment detectors
In the work of Bottger, Klein et al. /11/ the quality

of the layer was thoroughly investigated, though there was
rather good discrimination of the pulses of fragments from
alpha-particles. It was found that the fragments flying
out at the angles 85° and 90° (to the perpendicular to the
plane of the backing were not registered for the most
part (fig. 1). The authors came to the conclusion that it
is the influence of the quality of the backing - the
roughness of its surface. In the work of Poenitz and
Tamura /10/ there was not good discrimination of the pulses
from fragments and alpha-particles, which could be connected
with bad quality of the layer. On this account the authors
considered their measurements to be preliminary and suggested
to carry out new measurements with a good layer. The method
of preparing and checking of the quality of the layer was

100(1

1.

97S

950

925

900

/

60 degré*

Pig. 1. Efficiency of fragments registration in dependence
on the position of the neutron detector /11/. White
dots-experiment, black - calculation.

discussed in detail in the works of Blinov and Batenkov
/12, 16/. The authors measured the spectra of fragments
from the californium layer with semiconductor detectors
situated at the distance 100 cm from the layer at different
angles (angular resolution 2°). The quality of the layer was
shown to be very high (fig. 2l The backing was polished to
high quality of the surface for this experiment. In works
/8, 13» 14, 18/ the problem of the layer quality was not
considered.

The analysis of the influence of other fissile nuclides
in the layer under study was given in work /16/ only. It ap-
peared to be equal 5*10 in relation to Cf. Neutrons
from the reaction (<* ,n) do not influence the spectrum
(except the increase of the accidental coincidences back-
ground) in case of fragment-neutron coincidences being
realized in the set-up. In works /?/ and /9/ some distortion
of the spectrum could take place due to the reaction (<* ,n).
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P.tg. 2» Bnergy spectra of californium fission fragments in
dependence on the angle of fragments detection (the
angle-relative to the backing plane) /16/.

Recently miniature fast current ionization chambers
have started to be widely used aa fragment detectors,
enabling to obtain time resolution ~ 1 ns, giving good
discrimination of the pulses of fragments from alpha-
particles and having low mass /11, 12/. Gas scintillation
counters were used in the form of special constructions,
in which the influence of neutron scattering from the
photomultiplier was decreased /6, 10, 14/. Only in work /8/
a thin scintillation film was applied situated immediately
on the photocathode of the P. E. M,, that lead to considerable
scattering of the neutrons.

2.4« Background conditions of the measurements

Much attention in works /10-17/ was payed to correct
account of the accidental coincidences background component
connected with the uncorrelated fission events. This compo-
nent had not been taken into account in a number of works
before, although its influence in some cases can be very
considerable. For essential decrease of this background in
works /6, 12, 14, 16/ the pile-up rejector was used - the
device that did not allow to register the cases connected
with the appearing of two fission pulses during the time
interval of the measurements. This is especially important
in the region of low energies of neutrons.

The influence of the scattered neutrons is discussed
in the recent works thoroughly enough. As a rule, the authors
try to reduce to minimum the masses of the detectors and
construction elements of the set-ups /6, 14, 16, 18, 19/.
Sometimes the influence of the air medium was taken into
account /15, 16/. In works /10, 11, 15, 17/ big collimators
were used that creates the sources of the scattered neutrons
background. In work /11/ the study of the collimator's
characteristics brought the authors to the conclusion that
the cases with energy loss less than 10 % make a contribu-
tion less than 0.5 % to the main peak. In the work of
Poenitz /10/ it is reported that the calculations show
the summary scattering in the system of collimators to
be less than 0„3 %• Though the effects are not great, still
it seams that very thorough and convincing investigations
of the scattering properties of the devices and detailed
description of the results are necessary in all the works
making use of collimating devices.

2.5. The results of the measurements
The results of four works in the low energy region:

/6/ (energy region 0.0003-1 MeV), /14/ (0.025-1.2 MeV),
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Pig. 3* Ratio of the experimental data of work /14/ to the
Maxwellian distribution (T = 1.42 MeV).
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Pig. 4. Ratio of experimental data of works /16/ - • and
/6/ - 0 to the Maxwellian distribution (T = 1.42 MeV),
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Pig. 5» Ratio of the experimental data of work /19/ to
the Maxwellian distribution (T = 1.42 MeV),

/19/ (0.01-3 MeV) and /16/ (0.01-10 MeV) - are in good
agreement with each other within the limits of experimental
errors, and also with the Maxwellian distribution
(T = 1.42 MeV) (fig. 3, 4, 5).

In the middle energy region (1-7 MeV) the shape of
the spectrum.is very close to the Maxwellian one, although
a tendency appeares to exceed the Maxwellian by several per
cent in the energy region 2-4 MeV.

For energies higher than 6-7 MeV the situation gets
complicated; it is especially bad for energies 10-15 MeV,
where the errors are high connected with the determination
of the "zero" time, scale calibration and statistic uncer-
tanties. The experimental data in this region (7-13 MeV)
are between the Maxwellian distribution (T = 1.42 LleV)
(Boldeman's results) /18/ and the negative deviation ~ 20 %
at 10 MeV in the work of Böttger /11/ (fig. 6 and 7). The
region of high energies (7-15 MeV) is the region of maximum
discrepancies at present.

In the energy region more than 20 MeV there is yet only
one work /13/ that has shown an interesting result - an
essential excess of neutrons over the expected value, (fig. 8),
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Pig. 8. Experimental data in the high energy range in com-
parison with calculation results by the cascade
evaporation model /13/.

3. Spectrum measurements (integral methods)

In the period under consideration only one integral
method .vas used - the method of activation of foils by
different nuclear reactions (n, p), (n,̂ ), (n, J ), (n, 2n)

2S2in the field of neutrons of J Of spontaneous fission.
If the dependence of the reaction cross-section on the
energy of neutrons is well known, then, using a certain
conception of the shape of neutron spectrum, it is possible
to calculate the average cross-section and to compare it
with the one obtained in the experiment. Such detectors
were used on the base of almost 40 reactions.

In works /21-23/ the average cross-sections of a number
of reactions were measured for different nuclides in the
field of neutrons from a californium source. For most reac-
tions sufficient agreement was observed between the results



of different works. In works /24/ and /25/ an. analysis of
2*52several conceptions of the shape of Of fission neutrons

spectrum was carried out for comparison of the data with
average experimental cross-sections. In work /24/ three con-
ceptions were used - the evaluation of the National Bureau
of Standards (NBS) and two versions- of the calculation of
Madland and Nix (versions 1 and 2) /27/. The agreement with
the calculations was comparatively satisfactory and good for
the NBS evaluation. In the work of Mannhart /25/ an analysis
was carried out of the spectra of the Maxwellian distribution
of the NBS segment evaluation and of three versions of the
Madland-Nix calculations. The author used in his work the
results of his measurements of the average cross-sections
of 22 threshold reactions /21, 26/ sensitive to the spectrum
shape in the energy region 1-18 MeV. Mannhart came to the
conclusion that versions 1 and 2 of the Madland-Nix calcu-
lations did not correspond to the experimental average
cross-sections. The Maxwellian spectrum and the NBS segment
evaluation equally well describe data lower than 6 MeV and
over this value only the NBS evaluation gives good approxi-
mation. Version 3 of the Madland-Nix calculation is also
in good agreement with the experimental data» Higher»than
13 MeV this version shows a lowered value of the neutron
intensity in comparison with the experimental data.

It is worth mentioning that, as a rule, the data from
EIÎDP-B/V were used as the energy dependence of the cross-
sections, and only for the reactions Al(n,«. ), *'Ti(n, p),

Ni(n, 2n) and Cu(n, <*• ) the data from some recent works
were used.
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Pig. 9. Ratio of the calculated to the experiment iata
for average cross-sections of different reactions

pc Ofor the y Cf neutron spectrum /25/« Two kinds of
the spectrum are used - the NBS evaluation and
the spectrum of Madland-Nix /27/.

In fig. 9, 10, 11 the comparison is shown of Mannhart's
experimental data on average cross-sections with the ones
calculated by different kinds of spectra /25/.

287



C / E
1301-

1 20

1.10

1.00

0 9 0

•

080L

E s-/. ( M e V )

« r

,

(n, p)
6 0

E 95% I MeV )| 129

i
* i

1

59 Co
(n,a)

6 0
126

T

!

" i,
I

27AI
(n,a)

6 5
124

'I

2'Mg
(n.p)

6 6
121

r «

'97Au
(n.2n)

8.9
141

T

55Mn
(n.2n)

11 2
16.4

Spect rum

T

NBS-Eval
Modland-Nix

}
7

59 Co 6 3 Cu
(n.2n) (n,2n)

113 12.0
16.5 17.3

c r ( E )
ENOF

*

Other
o

'

1 ' l"1 l A

* . '

*

19 p

(n.2n)
12.0
17.5

90 zr
(n.2n)
128
179

58N|

(n.2n)
13.1
180

Pig. 10. Ratio of the calculated to the experimental data for
reaction average cross-sections /25/. Two kinds of
the spectrum are used-NBS evaluation and calculation
of Madland-Hix.

C / E !
i to-

ne'-
i

120J -

110 f

10oi-
!

090 Î -

(

Spectral Representations
Experiment PIB/ IRK °
NBS- Evaluation •
Moxwellian k!«H2MeV »
Theory Moller/Nix moss formula *
Theory Myers moss formula + + -

•f
+

" +
1 A

? l 10

27AI 59Co ! <6J
n,p) in.p) j In,

+

+ +

•f
A

A 4

' . ' „ 1-

* X X T1- H ! •
° D o1

1

i "Cu 56Fe '8Ti 59Co 27AI 2 'Mg
p) In, a) (n,p) (n,p) (n,a) (n,a) (n,p)

Pig. 11. Ratio of the calculated to the experimental data for
reaction average cross-sections /25/< Five kinds of
the spectrum are used: the NBS evaluation, the PTB
experiment /11/, the Maxwellian with T = 1.42 MeV
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4. Theoretical calculations of the spectrum
Madland and Nix /28-30/ carried out spectrum calculations

on the base of the standard nuclear evaporation theory. The
motion of the fragments, the distribution of the residual
temperature of the fragments and the dependence of the cross-
section of the inverse process on the energy (version 3) were
taken into account in the work. Among the simplifications
there is registration of only one average pair of fragments,
neglect of the cascade, using of the triangle form of the
residue nucleus temperature distribution. In the first two
calculation versions the cross-section of the inverse process
was considered constant. The calculated spectrum (version 3)

(0.1-20 MeV) is close to the experimental data. Simplicity
and possibility to calculate quickly neutron spectra for
different nuclei and different excitation energies is a
great advantage of the model. Yet it is desirable to show
the influence of the used simplifications for a strict
application in the case of calculation of a standard spectrum,
where high precision is required.

In the work of Marten et al. /31/ the calculation was
done by the cascade-evaporation model. The cascadeness of
neutron evaporation from the fragments, the dispersion of
the excitation energy were successively taken into account.
The effect of neutron-gamma competition was neglected.



The authors present a calculated spectrum only in the region
5-25 MeV. The calculations fulfilled in this work seem to
be very useful for the sensitivity of the final spectrum
in respect to different input data. The results of the
calculation show that the integral spectrum is sensitive
in the region 0-2 MeV mainly to the neutrons of the heavy
fragments group, in the region 2-12 MeV - to the light
group and over 12 MeV - to the neutrons from the fragments
•with the masses close to 120.

Gerasimenko and Rubchenya /32/ carried out successive
calculations on the base of the Hauser—Feschbach statistic
method. An account was taken of the dispersion of the excita-
tion energy and fragments spin, of the cascade character of
neutron emission; the evolution of excitation distribution
on each step of the cascade was successively accounted for.
The competition between neutron and gamma-quanta emission
was taken into consideration« The calculations were done in
the energy region 0.001-30 MeV. The advantage of the work is
that the calculations of differential neutron spectra were
carried out for c/e//.*7'fe . masses and kinetic energies
and the results were compared with the experimental data,
which enables to control the input data.

It is v/orth mentioning that all the theoretical works
are based on the model of equilibrium neutron evaporation
from heated to the maximum temperatures fragments moving
at full velocityi These fundamental statements must be yet
checked in correlation experiments. Otherwise the theoretical
calculations should take into consideration any deviation
from this model. The results of the comparison of the
calculations and experimental data are shown in fig. 14 and 15.

2S25. Study of the process of Cf spontaneous fission
neutron emission

The main problems in the study of the process mechanism
are concerned first of all with the question if neutrons are
emitted from fully accelerated fragments and what is the role
of the so called "scission neutrons". Information is also
needed on the energy spectra of the neutrons emitted by
fragments of different masses and different excitation
energies.

In work /33/ fulfilled at the Radium Institute the
authors by a "direct" method managed to determine the frag-
ments velocity at which neutrons were emitted. They found
that in the spectra there is a clear minimum corresponding
to the full fragments velocity. This minimum is observed
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Pig. 12. Spectra of the neutrons emitted by a light fragment
of 2^2Cf spontaneous fission at the angles 5°, 15°,
30° in the 1. s. /33/
- 5°, o- 15°, +- 30°.
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at small (leas than 10°) angles of neutron emission
(in respect to the fission axes), and at angle's > 10° it
disappears (fig. 12). A correlation is observed between the
position of the minimum and the kinetic energy of the frag-
ments (fig. 13). Of course, from this one can not draw a
conclusion that all the neutrons are emitted from fully
accelerated fragments. In work /34/ by analysis of correla-
tions between the energy and angular distributions of
neutrons of different masses and the total kinetic energies
of the fragments it was found that about 95 % of the emission
of all the neutrons are within the limits of the ordinary
model of evaporation from fully accelerated fragments. There
is no interpretation of small deviations (5 /&) in work /34/. '

Pig» 15. Comparison of the calculated and experimental data.
Calculation /32/, experiment /16/.



In work /35/ it was alao found that a considerable part of
the neutrons is within the framwork of the standard evapora-
tion model. However, the authors of work /35/ also point out
that they have found emission before full acceleration of the
fragments (0.7 VQ •< V < VQ) for the fragments with high excita-
tion energies. In work /3e/ much higher deviations (~ 13 %}
from the evaporation model were registred. The authors connect
this part with the "scission" neutrons. Work /37/ considered
the question about energy differential spectra for separeted
masses of the fragments and in connection with this the
correlation was discussed between the neutron emission time
£*jj and the time of transition of the deformation energy into
excitation energy 2"̂ . For several considered cases of the
masses of fragments the experiment and the calculation /16/
are in good agreement, which points out that for these cases
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Pig. 16. Ratio of'the data of three evaluations to the
Haxwellian distribution with T = 1.42 MeV.
- - - /38/, —— /39/, ——— - /40/.
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The data of the double differential energy distributions
are extremely important for correct calculations of the
integral spectrum. Though in the works of the recent years
the deviation of the experimental data from the predictions
of the evaporation model have obviously reduced (especially
in /34/), yet it is necessary to understand the nature of
the remaining discrepancies.

6. Spectrum evaluations

In 1975 Grundl and Eisenhauer /38/ carried out a segment
evaluation of the spectrum on the base of the results of a
number of selected experimental works having been accomplished
by that time. In 1980 Starostov et al. /39/ made a spectrum
evaluation that was an averaging of a great number of works,
including outdated ones. In 1983 Boytaov and Starostov /40/
renewed this evaluation, excluding some wrong and outdated
results. But the approach to the evaluation was preserved -
averaging of the results of the works with the errors indicated
by the authors. The results of the evaluations are shown in fig.16,

ft's necessary to mention that all the fulfilled evalu-
ations were based on brief publications where the full
information on the measurement procedure, corrections and
errors was absent. Numerical data were also seldom presented
by the authors.,All this reguires a new evaluation based on

•fifefull information about the experiments and using a full of
errors.

7. Conclusion

Thus, a complex of experimental and theoretical works
studying the shape of a standard spectrum and works studying
the emission process were carried out in the last five years.
New evaluation was realized.

The experimental works were done in the energy -region
0.0003-30 MeV both by differential and integral methqds.
The precis ion of the measurements and error evaluation
improved. Special attention was payed to the quality of



292 californium layers and to the efficiency of fragments regis-
tration. The efficiency of neutron counters was more precisely
determined in the works.

The theoretical works were carried out in two directions:
using of the evaporation model and of the statistic model of
Hauser-Feschbach. The agreement of the calculated and the
theoretical data waa satisfactory.

In the low energy region'four works /6,. 14, 16, 19/
have proved that the spectrum has not any noticeable excess
over the Maxwellian distribution (T = 1.42 MeV) and agrees
with it within 5 % in the energy region 0.001-1 MeV. Theore-
tical spectra pass lower than the Maxwellian distribution
by''10-20 % in this region. Probably, data compatibility may
be provided by regulation of the input calculated parameters.
Otherwise the difference can be connected with the existence
of an "additional" source of low~energy neutrons, which is
not accounted for in the calculations. Future measurements
will clear the picture.

In the middle energy region, where the maximum intensity
of the spectrum is (1-7 MeV), small deviations (<5 f«) from
the Maxwellian distribution are possible, which is shown both
by experimental and theoretical data. It is desirable to
increase the precision of the measurements in this region.

The energy region over 6-7 MeV and especially over
10 MeV is the region of maximum discrepancies. The difference
of the results reaches 20 % at 10 MeV. Works /11, 15/ and /16/
are close to the theoretical calculations at E < 10 MeV,
which increases their reliability. At E > 10 MeV one can
expect some difference between the calculations and the
experimental data, because at 20-25 KeV there is a great
excess of neutrons /8/ over the expected intensity.

The high energy region is important for the purposes
of reactor dosimetry and new efforts are necessary here for
achieving higher precision.

8. Recommendations

Summing the experimental data of the recent years,
obtained both by differential and integral methods, and
taking into consideration the theoretical calculations,
the IAEA Consultant'3 meeting in Smolenice in 1983//41/
recommended to use the Maxwellian distribution with
T = 1*42 MeV in the energy region 0.001-6 MeV, and in the
region 6-20 MeV - the data of the KBS evaluation /38/.

The evaluation carried out in 1983 /40/ shows a
agreement with this recommendation.

Therefore, before making a new evaluation on the base
of a full documented file of errors of all the recent
experiments, it seems advisable to use the recommendations
of the IAEA Consultant's meeting /41/.

It is desirable to secure and develop the progress of
the recent years both in the experimental and the theoretical
directions.

.REFERENCES

1. T. Wiedling. EANDC Symp. Neutron Standards and Flux norma-
lisation (Proc. AUL), 1970, p. 437.

2; A. Smith. Prompt Fission Neutron Spectra (Proc. Consult.
Meeting Vienna 197D, IAEA Vienna (1972), p. 3.

3. H. Knitter. IAEA-208 V (1976) 183.
4. L.-Stewart, J. Brown. Report BNL-NCS-51123 (1979) p. VI. 10.
5. M. 7. Blinov. Proc. IAEA Consultants Meeting on Neutron

Source Properties INDC (NDS)-114GT (1980).
6. M. V. Blinov, V. A. Vitenko, V. I. Jurevich. Nejtronnaya

Physica (Proc. V All union Conf. Kiev, 1980) Moskow 2
(1980) 109, ZFK-410, 1980, 104 (Rus.).

7. H. Jaaicek, F. Bensch. Nucl. Sei. and Eng. 22» (1981), 51.
8. Mon Jiangshen et. al. Chenese Journal of Nucl. Phys. 1981,

N 5.



293

9. V. I. Bolshov et al. "Vopr. At. ffauki i ïecfaniki" Ser. Jad.
Const. N 3 (42) (1981) 43 (Rus.).

10. W. Poenitz, T. Tamura. Nuclear Data for Science and Techno-
logy (Proc. Int. Conf. Antwerp, 1982), Brussels, 1983,
p. 465.

11. H. Böttger, H. Klein et al., ibid, p. 484.
12. II. V. Blinov, G. S. Boykov, V. A. Vitenko, ibid, p. 479.
13. H. Harten, S. Seeliger, B. Stobinski, ibid, p. 488.
14. B. Lajtai, P. Dyachenko et al. INDC(NDS}-146, IAEA, Vienna,

1983, p. 177.
15. H. Klein, R. Böttger et al., ibid, p. 191.
16. 0. I. Batenkov, M. V. Blinov et al., ibid, p. 161.
17. W. Poenitz, T. Tamura, ibid, p. 175.
18. J. Boldeman. INDC/P(83)-59, IAEA Vienna, 1983.
19. A. A. Boytsov, B. I. Starostov. Nejtronnaja Physica Moskow

2 (1984) 298 (Rus.).
20. M. V. Blinov, V. A. Vitenko, V. I. Jurevich. Nejtronnaya

Physica. Moskow 4 (1980) 96 (Rus.).
21. W. Mannhart. Nucl. Sei. and Eng., J7_ (1981) 40.
22. K. Kobayashi, J. Kimuro, W. Mannhart. J. of Nucl. Sei.

19(5) (1982) 341.
23. Z. Dezso, J. Csikai. INDC(NIlS)-1.46,_IAEA, Vienna, 1983,

p. 225.
24. R. La Bauve, D. Madland et al. Applied Nuclear Data Rese-

arch and Developments Report LA 9060 PR, 1981, p. 23.
25: W. Mannhart. INDC(NDS)-146, IAEA, Vienna, 1983, p. 213.
26. W. Mannhart. Nuclear Data for Science and Technology

(Proc. Int. Conf. Antwerp, 1982), Brussels, 1983, p. 429.
27. D. Madland, J. Nix. Nucl. Sei. Ing. 81. (1982) 213.
28. D. Madland, J. Nix. Report LA-ÜR-79-29H (1979).
29. D. Madland, J. Nix. Report LA-DR-82-2643 (1982).
30. D. Madland, J. Nix. Report LA-UR-83-3074 (1983).
31. H. Märten, D. Neumann, D. Seeliger. INDC(NDS)-H6, IAEA,

Vienna, 1983, p. 199.

32.'B. P. Gerasimenko, V. A. Rubchenya. Nejtronnaya Physica
Moscow i (1984) 349 (Rus.).

33. 0. I. Batenkov et al. In réf. /32/ p. 334 (Rus.).
34. 0. I. Batenkov et al. In réf. /32/ p. 339 (Rus.).
35. J. A. Vasiljev et al. In réf. /32/ p. 354 (Rus.).
36. P. Richs. Acta Physica Austriaca j>3_ (1981) 271.
37. 0. I. Batenkov et al. In réf. /32/ p. 344 (Rus.).
38. J. Grundl, G. Eisenhauer. Proc. Intern. Conf. on Nucl.

Cross Sections and Technology. Washington, j. (1975) 250.
39. B. I. Starostov et al. "Vopr. At. Nauki i Techniki" Ser.

Jad. Const. N 2 (37) (1980) 3 (Rus.),.
40. A. A. Boytsov, B. M. Starostov. Nejtronnaya Physica Moskow,

2 (1984) 301 (Rus.).
41. INDC(NDS)-146, Vienna, IAEA, 1983.



294 STATE AND FIRST RESULTS OF THE EVALUATION OF
THE Cf-252 FISSION NEUTRON SPECTRUM

W. MANNHART
Physikalisch-Technische Bundesanstalt,
Braunschweig,
Federal Republic of Germany

Abstract

The state of data to be used in the evaluation of the neutron
spectrum of Cf-252 is reviewed. The demand for sufficiently
detailed data and their uncertainties continues to be great. At
present, only a limited set of data meets the requirements for use
in an evaluation based on least-squares principles with a resulting
complete covariance uncertainty matrix. Based on integral spectrum
data (experimentally determined, spectrum-averaged neutron cross
sections) a first evaluation has been made. The result is presented
and discusssed. The present evaluation can be regarded as a first
step towards future evaluations including further experiments, in
particular time-of-flight spectrum measurements.

1 . Introduction

For a long time the neutron spectrum of spontaneous fission of
Cf-252 has been regarded as a standard for reactor dosimetry and
neutron detector calibration purposes. Nevertheless, the shape of
this neutron spectrum has not yet been unambiguously defined. The
chief reason for this has been the contradictory experimental data
of past experiments, reflected clearly by a review of data up to
1979 /1/. This unsatisfactory situation has resulted in a
continuing interest /2,3/ in the determination of the neutron
spectrum of Cf-252, both from the experimental A-13/ and the
theoretical /13-15/ side. Recent experiments performed with refined
techniques have given more precise results and diminished the
divergence of data. In parallel, recent experiments have shown the
importance of a few corrections, the neglect of which may be the

explanation of some of the problems with past experiments.
Theoretical approaches to describing the Cf-252 neutron spectrum
have given results which are in good agreement with the
experimental data. The results of these calculations, based on
nuclear evaporation models, have been further improved by
adjustment of the parameters of the theory to experimental data.

All this has actuated the carrying out of a new evaluation of the
Cf-252 neutron spectrum 121 with regard to the recent data. The
present review reflects the persistent problem of this evaluation
in obtaining sufficiently documented data. With the deadline set at
the 1 of September 1984, only a single set of data met the
requirements for inclusion in the evaluation aimed at determining
the Cf-252 neutron spectrum with a complete covariance uncertainty
matrix. There is a great demand for this matrix to allow, for
example, a correct propagation of the spectrum uncertainties to
integral parameters determined in reactor dosimetry for pressure
vessel surveillance purposes /16/.

2. State of data to be used in the evaluation

During the last five years much effort has been concentrated on
recent experiments /4-13/ aimed at resolving the data discrepancies
of the Cf-252 neutron spectrum at low (< 1 MeV) and high (> 6 MeV)
neutron energies. The data available now cover the neutron energy
range between 1 keV and 30 MeV. Most of the recent data have been
of a preliminary nature, i.e. the final analysis has not been
completed due to corrections requiring additional investigation.

In recent time-of-flight experiments, besides the problem of
defining an accurate neutron energy scale and that of taking the
time resolution properly into account, two corrections were
identified which play an essential role in a correct analysis of
the measured data. One is the correction for nonisotropic detection
losses in the fission fragment detector IMI. Neglect of this
correction with unfavorable experimental conditions can result in a
remarkable hardening of the measured spectrum. Another correction



not regarded in most previously reported measurements, is for
uncorrelated stop signals /18/. This correction essentially
determines the time-dependent background in time-of-flight
experiments and due to a renormalization of the measured
distribution, changes the neutron spectrum at high energies. The
influence of both these corrections strongly depends on the
specific experimental conditions and has been taken into account in
a few cases /9, 10, 197.

In the present data overview only post 1979 measurements are dealt
with. The taking into account of earlier experiments would almost
require a complete re-analysis of these measurements, which would
often seem to be hampered by a relatively poor documentation of
most of the data.

This documentation problem also remains valid for the more recent
experiments. In many cases the results are only given in the form
of figures and detailed numerical data are not available. A
detailed uncertainty analysis, the "sine qua non" for inclusion in
an updated evaluation, is also missing. Very recently, such
information became available for two experiments 719,207. These
data were outside the schedule of the present evaluation and will
be included into the next step of the evaluation after examination
of their comprehensiveness.

Besides the high resolution time-of-flight experiments, there is
another group of experiments which must be regarded as "broad"
resolution experiments. These experiments of spectrum-averaged
cross-section measurements of threshold and non-threshold neutron
reactions cover various energy ranges in the Cf-252 neutron
spectrum between the limits of a few keV and about 18 MeV. The data
can be determined at a high level of precision with relative
uncertainties from 2 % to 3 %. Since 1979 the uncertainties
resulting from the experiments have been consistently analyzed and
covariances generated 7217. Based on this information, data from

295 t*16 various experiments have been combined by least-squares

techniques 722,237. This means that the results of spectrum-
averaged neutron cross-section measurements are at present the only
set of data with a complete covariance matrix containing the full
uncertainty information required for evaluations based on the
least-squares principle.

The above mentioned data form the basis of the present evaluation.
It is planned to expand the evaluation in future steps and to
include other experiments as soon as the covariances of these data
are available.

3. Evaluation of the neutron spectrum by least-squares methods

The aim of an evaluation must be to obtain results which are based
as far as possible on objective facts and to avoid subjectivity.
This requires consistent attention to all data uncertainties
involved in the evaluation process. The only method which meets
this requirement is a generalized least-squares method. The urgent
need of reactor technology to specify results with appropriate
uncertainties 7247 has actuated such methods. A variety of computer
codes for these purposes has recently become available, such as
STAY'SL 7257, FERRET 7267 and others not mentioned here. All these
evaluation methods are based on the least-squares principle and
combine prior information and experimental data with full regard to
their uncertainties with the objective of obtaining results with a
maximum likelihood.

Application of this method to the present problem of evaluating the
Cf-252 neutron spectrum has already been described in detail 7277.
Only a few essential points of the procedure are reoeated here, the
main emphasis being placed on the data used in this evaluation.

3.1. Principles of the least-squares adjustment

Experimental reaction rates a° of various neutron detectors i
measured in the Cf-252 neutron field are compared with calculations



296 ai based on energy-dependent cross-sections and the Cf-252
neutron spectrum. The minimization of the chi-squares gives a value
of

XMIN = ̂  l (a° • ai) wij (aj " V (1>

The elements w are the components of the weight matrix of the
problem explained below. In the present case the experimental
reaction rates are normalized by the neutron fluence rate, i.e.
they are spectrum-averaged neutron cross-sections:

EXPs <a>

The corresponding calculated quantities are

(2)

The evaluation results in a new vector P' and a corresponding
matrix Ni which fulfils the minimum condition of eq. (1). P is
often called the problems's "prior information". P1 is then the
most likely adjusted value with regard to the prior information and
Ni the resulting uncertainty covariance matrix with reduced
uncertainties as a result of taking into account the experimental
information in eq. (2). From eq. (5) it is clear that the spectral
distribution as well as the energy-dependent cross-section data
were adjusted. That is, the zero correlation of ND in eq. (5)~™r
vanishes for Ni. From P' and Ni the ^esult of the adjusted
neutron spectrum x1 and its covariance matrix N' is derived. The
weight matrix of eq. (1) contains the uncertainties of the
experimental data of eq. (2) as well as the uncertainties of the
calculated data of eq. (3). The matrix is thus an inverse

<0>CALC . j 0
1(E) X (E) dE (3) -1 (6)

The integral of eq. (3) contains the energy-dependent cross-section
of the neutron reaction i and the normalized spectral flux density
distribution of Cf-252 with

I x(E) dE
o

(4)

Both these quantities are parameters of the problem and can be
formally written as a parameter vector P with an absolute
covariance matrix N , i.e.:

(5)
0

X being the vector of the spectral distribution and I the vector of
the full set of energy-dependent cross-sections involved in the
problem.

N.O is the covariance matrix of the measured data of eq. (2)
and N. is the corresponding quantity of the calculated data of
eq. (3). N. comprises the covariance matrices _N and N—H x 'transformed to the calculated data (see eq. (7) and eq. (10) of
1211, for example ) .

3.2. Data on spectrum-averaged neutron cross-sections

These data, based on various experiments, have been pre-processed
and were least-squares averages 722,23/. In all, the data from 25
different neutron reactions were used. The reactions and the
numerical values of the spectrum-averaged cross-sections are listed
in columns 1 and 2 of table 1. The covariance matrix is shown in
the form of relative standard deviations in column 3 of table 1 and
a correlation matrix given in table 2. It can be seen from table 1
that for 15 reactions the relative uncertainties were smaller than
2 %.



Table 1 : Spectrum-averaged data used in the evaluation Table 2: Correlation matrix of the experimental spectrum-averaged neutron cross-section

Reaction

F-19(n,2n)
Mg-24(n,p)
Al-27(n,p)
Al-27(n,o)
Ti-46(n,p)
Ti-48(n,p)
Mn-55(n,2n)
Fe-54(n,p)
Fe-56(n,p)
Ni-58(n,p)
Ni-58(n,2n)
Co-59(n,a)
Co-59(n,2n)
Cu-63(n,y)
Cu-63(n,a)
Cu-63(n,2n)
Zn-64(n,p)
Zr-90(n,2n)
In-115(n,Y>
In-115(n,n' )
Au-197(n,v)
U-235(n,f)
Np-237(n,f)
U-238(n,f)
Pu-239(n,f)

(barn)

1.628E-5
2.005E-3
4.892E-3
1.021E-3
1.420E-2
4.275E-4
4.079E-4
8.729E-2
1.471E-3
1.176E-1
8.965E-6
2.221E-4
4.058E-4
1.055E-2
6.897E-4
1 .866E-4
4.047E-2
2.21 1E-4
1 .261E-1
1 .981E-1
7.711E-2
1 .210E+0
1.356E+0
3.234E-1
1.81 1E+0

Rel.Std.
Dev.

3.33
2.39
2.16
1.42
1.68
1.81
2.26
1.29
1.73
1.25
3.32
1.78
2.49
3.08
1.88
3.82
1.85
2.78
2.19
1.31
1.54
1.19
1.65
1.72
1.37

<0>CALC

(barn)

1 .628E-5
2.160E-3
5.140E-3
1 .013E-3
1.347E-2
4.096E-4
4.462E-4
8.823E-2
1.415E-3
1 .138E-1
8.471E-6
2.164E-4
4.107E-4
9.772E-3
6.767E-4
1 .982E-4
3-922E-2
2.058E-4
1.222E-1
1 .819E-1
7.720E-2
1 .238E+0
1.353E+0
3.134E-1
1 .792E+0

EXP/CALC

1.000
0.928
0.952
1.008
1 .054
1 .044
0.914
0.989
1.039
1 .034
1.058
1.027
0.988
1 .080
1 .019
0.941
1.032
1.075
1 .032
1 .089
0.999
0.978
1 .003
1.032
1 .010

xpart

0.00
2.62
0.61
0.10
0.16
0.17
0.47
0.17
0.66
0.19
0.72
0.32
0.02
0.37
0.08
2.96
0.13
3.73
0.47
0.52
0.00
1.89
0.00
2.89
0.05

F-19(n,2n)
Mg-24(n,p)
Al-27(n,p)
Al-27(n,tx)
tl-46(n,p)
U-48(n,p)
Mn-55(n,2n)
Fe-54(n,p)
Fe-56(n,p)
Ni-58(n,p)
Nl-58(n,2n)
Co-59(n,n)
Co-59(n,2n)
Cu-63(n,-r)
Cu-63(n,o)
Cu-63(n,2n)
Zn-64(n,p)
Zr-90(n,2n)
In-H5(n,Y )
In-115(n,n' )
Au-197(n,f)
U-235(n,f )
Mp-237(n, f)
U-238(n,f )
Pu-239(n, f)

Correlation

100
15 100
8 27 100

26 54 44
23 33 33
21 30 33
43 23 25
31 39 40
21 35 34
36 43 44
28
36
39
17
24
24
19
35
16
26
23
13
9
8

11

15
28
20
18
25
14
32
19
25
40
35
17
12
10
14

13
39
22
49
29
43
33
19
31
54
44
19
14
12
16

matrix (

100
57 100
50 64
40 34
65 55
57 46
73 63
26
49
36
29
42
23
55
32
41
64
59
27
20
17
23

22
42
31
23
35
18
44
27
33
52
4.8
23
16
14
19

x 100)

100
30 100
50 46
42 32
56 53
20
37
28
23
32
18
39
25
33
55
45
22
16
13
18

40
58
60
21
36
30
29
50
23
38
33
19
14
12
16

100
56
85
30
56
42
28
50
22
50
37
39
63
56
35
25
22
30

100
59
21
39
29
23
34
18
43
26
34
53
47
23
17
14
20

100
35
66
49
30
57
24
54
43
43
69
61
35
25
22
30

100
34
36
11
29
17
19
38
16
26
22
13
9
8

11

100
50
23
50
25
37
41
29
46
41
24
17
15
20

100
19
32
28
27
45
21
34
30
17
13
11
15

100
16
36
22
16
22
39
31
13
10
8

11

100
15
31
30
26
44
38
23
17
15
20

100
18
25
17
31
25
11
8
7
9

100
24
31
48
45
21
15
13
18

100
19
31
27
16
11
10
13

100
53
54
19
13
12
16

75 100
32 27 100
23 19 67 100
20 17 78 67 100
28 23 79 66 67 100

Correlation matrix on Table 2
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298 3 - 3 - Prior information on the neutron spectrum with

As prior information the slightly modified data of an NBS
evaluation /28/ of the Cf-252 neutron spectrum were used. The NBS
evaluation covered spectrum measurements up to 1974 /29/ and
parametrized the spectral distribution by a Maxwellian of
kT = 1.42 MeV. The deviations of the data from the Maxwellian were
taken into account by five energy-dependent segment correction
functions fitted to the data. The result was:

X(E) = 0.6672 /Ë" exp( -E/1.42 ) f(E) (E in MeV) (7)

The correction functions f(E) were linear below 6 MeV and exponen-
tial above this energy. The NBS evaluation shows some structure
below 0.8 MeV which is not confirmed by recent measurements. The
data of Lajtai et al. /12/ between 25 keV and 1.2 MeV show no
deviations from Maxwellian with kT = 1.42 MeV. This is additionally
confirmed by the data of Blinov et al. /6/ taken between 1 keV and
1 MeV. Further recent data of Blinov et al. /13/ show that between
10 keV and 5 MeV to 6 MeV, no essential deviations from the
Maxwellian were identified. Above 6 MeV the NBS evaluation states a
deficit of neutrons compared with the Maxwellian. This fact has
been confirmed by spectrum-averaged cross-section measurements of
high-threshold reactions /22/ and recently by direct spectrum meas-
urements /11/. However, other data exist which contradict this /4/.

Taking all these facts as a basis, it was decided to represent the
spectral distribution by a pure Maxwellian between 0 MeV and 6 MeV
and to omit the segments of the NBS evaluation on this energy
range, but include the segment of the NBS evaluation above 6 MeV.
After a renormalization the following form was obtained:

X (E) = 0.6680 /IT exp ( -E/1.42 ) g(E) (8)

for 0 < E <: 6 MeV

exp [-0.03CE-6)] for 6 < E < 20 MeV
(9)

Eq . (8) assumes that up to 6 MeV a Maxwellian of kT = 1.42 MeV with
a scaling factor of 1 .002 is valid and that the spectrum above
6 MeV is described by another Maxwellian of kT = 1.362 MeV with a
scaling factor of 1.126. It is well kown that the Maxwellian is
only a rough approach to describe the fission spectrum, but it is
adequate and convenient for the present purposes.

In all, 30 group averages of eq . (8) were formed and used in the
evaluation:

/ X (E) dE
E

(10)

The energy bins [ EI , EI+I] were 0.5 MeV between 0 MeV and
10 MeV, and 1 MeV between 10 MeV and 20 MeV. With these group
averages x( eq. (4) must be rewritten as:

30
1=1 = 1 (11)

The NBS evaluation stated relative standard deviations (la-level)
in various energy ranges determined from the scatter of the
experimental data. These data are given in table 3 and were used in
the generation of the covariance matrix of the neutron spectrum.
The relative uncertainties of table 3 are very similar to those
obtained by attributing a 2 % uncertainty to the kT = 1.42 MeV of a
Maxwellian /30/. However, taking into account the Maxwellian shape
of eq. (8) would result in full correlations between all the data
of table 3 in the case of a non-normalized spectrum or in full



Table 3: Uncer t a in ty of the NBS spectrum evaluat ion /28/ in
d i f f e r e n t energy ranges

Energy range (in M e V ) Rel. Std. Dev.

0

0.25
0.8
1.5
2.3
3.7
6.0
8.0

12.0

- 0
- 0
- 1
- 2

- 3
- 6
- 8
- 12
- 20

.25

.8

.5

.3

.7

.0

.0

.0

.0

13
1
1
1
2
2
2
8

15

.0 %

.1 %

.8 %

.0 %

.0 %

.1 %

.1 %

.5 %

.0 %a>
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a'This value bases on an estimate of the author.

correlations and anticorrelations for a normalized spectrum. These
rigid conclusions hamper any adjustment procedure in obtaining
sufficiently detailed results, as they indicate a pure shape
adjustment (by a scale factor) of the spectrum over the whole
energy range in the non-normalized case. (For a normalized spectrum
the shape adjustment factor runs in opposit directions below and
above the average energy of the Maxwellian). The implicit inclusion
of the Maxwellian shape in the covariance matrix was therefore
avoided.

After the generation of a union group structure 1211 containing the
energy delimiters of table 3 as well as those of the groups of eq.
(11), all diagonal elements of the union group matrix were filled
with the corresponding uncertainties of table 3, which means that
these uncertainties were regarded as belonging to a non-normalized
spectrum. All data between one of the energy ranges of table 3 were
assumed to be equally correlated by 75 %. No correlations between
the different energy ranges were used. A correlation coefficient of
1 .00 would mean that the whole range would be adjusted by the same
factor, whereas a correlation coefficient of 0.50 surely under-

estimates the Maxwellian-like structure in the range. A correlation
coefficient of 0.75 was therefore chosen. This procedure is a
compromise which takes account of the lack of detailed information.
It avoids fixing the adjustment procedure on a Maxwellian shape 'but
it takes into account the fact that the data of a segment of the
NBS evaluation must at least be correlated, due to the fitting
functions.
The union group matrix was then collapsed to the final group
structure of the evaluation. Up to this point, it had not been
taken into account that the neutron spectrum is normalized
according to eqs. (4) and (11). This was done by a transformation
of the matrix from the non-normalized to the normalized case as
shown in Ref. 1211 (eqs. (17) and (18)). The adjustment of the
neutron spectrum in a certain energy group can now be compensated
in other groups with a full conservation of the normalization. This
is automatically taken into account due to the special structure of
the absolute covariance matrix of the normalized spectral
distribution with the sum over each row and over each column of the
matrix being zero.

3.4. Energy-dependent cross-section data

Most of the cross-sections of the reactions listed in table 1 were
taken
90
19
27

Mg(n,p),from ENDF/B-V. For the reactions
Zr(n,2n) and 3Cu(n,2n) the data were from /3V
F(n,2n) from /32/. The ENDF/B-V data on the reactions

Zn(n,p),
and for

Al(n, a), Cu(n, a ) and Ni(n,2n) were replaced
recent data. For Al(n,a) the data were from /33/, for
63Cu(n,ct) from /34/ and for 58Ni(n,2n) from /35/.

by more

The original point-wise data on the energy-dependent cross-sections
were transformed to group cross-sections according to the structure
of eq. (11). The data were weighted with the spectral distribution
of eqs. (8) and (9). This resulted in an exact identity of the
integral of eq. (3) with the sum over the group constants of the



30J) cross-sections ö and of the spectral distribution x with:

/ a X(E) X(E) dE »o
30
I (12)

Thus the usual problem of the group sums forming the integral only
in a first approximation was avoided.

The covariance matrices of the energy-dependent cross-sections were
taken from the literature (from ENDF/B-V and from the other
references mentioned above). These matrices showing their own group
structures were transformed to the group structure of the present
problem according to the rules given in detail in 1211 and in /36/.

The ENDF/B-V covariance file shows a cross-correlation only between
the reactions 235U(n,f) and Pu(n,f). For all other reactions
no cross-correlations were stated. It is well known that this is
far from experimental reality (see 737 - 39/, for example). But due
to the lack of data, the covariance matrix of the whole set of
energy-dependent cross-sections generated here shows no such cross-
correlations. The 235U(n,f) to 39Pu(n,f) data were
consequently neglected in the light of consistency with the other
reactions, that is, the present covariance matrix contains only
correlations between data belonging to the same reaction.

4. Result of the evaluation of the spectral distribution

Before the least-squares adjustment was performed, the minimum
value of x of eQ • (1) was calculated. This quantity is a measure
of the consistency of the experimental data (section 3-2.) with the
prior information of the spectral distribution and of the energy-
dependent cross-section data used. This consistency test takes the
uncertainties of all these data fully into account. An evaluation
can only be justified when this consistency test is positive.

With the present data a minimum chi-square of 19.3 was obtained
which should be considered at 25 degrees of freedom. The result

indicated that an adequate consistency was given. The calculated
spectrum-averaged cross-sections of eq. (3) are shown in column 4
of table 1. In addition, the ratio of experiment to calculation was
formed, given in column 5 of the table. In the last column of table
1 the partial components 2 °f the minimum chi-squarepart
belonging to the various reactions are given. These values were
obtained by performing only the second summation in eq. (1). The
data should not be mistaken for individual chi-squares calculated2without regard to the other reactions. The data of X v areparu
of some use in identifying problems between experiment and
calculation. Values exceeding unity indicate the probability of
such problems. Here, this is true of the reactions Mg(n,p),
63Cu(n,2n), 9°Zr(n,2n), 235U(n,f) and 238U(n,f). Beyond
their uncertainties, experiment and calculation disagree. These
inconsistencies are not new and were already quoted for 235U and
238U in /16/ and for 2i|Mg, 63Cu and 9°2r in fig. 5 of MO/.
In all cases the inconsistency is not large enough to justify a
rejection of the data. From the last two columns of table 1 it can
also be seen that an EXP/CALC value strongly deviating from unity
does not automatically result in a large contribution to the chi-
square.

The input and the output of the evaluation are listed in table 4.
In the first two columns of the table the energy delimiters of the
group structure are listed. The averages of the spectral
distribution of eqs. (8) and (9) and their uncertainties are listed
in column 3 and 4. The relative standard deviations shown in column
4 are those obtained after the group collapsing and after the
normalization of the input covariance matrix. This explains the
deviations between 0 MeV and 4 MeV compared with the data of table
3. In the last two columns of table 4 the adjusted spectral
distribution and its uncertainty are given. It can be seen that for
the spectrum data above 8 MeV an essential uncertainty reduction
was obtained.

The ratio of the output of the evaluation relative to the input is
shown in fig. 1. The error bars quoted correspond to the



Table 4: Input and output of the evaluation Table 5; Correlation matrix of the evaluated spectral distribution

\
( M e V )

0.0
0.5
1 .0
1.5
2.0
2.5
3-0
3.5
1.0
4.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
9.0
9.5

10.0
11.0
12.0
13.0
14.0
15.0
16.0
17.0
18.0
19.0

Eu

( M e V )

0.5
1 .0
1 .5
2.0
2.5
3.0
3.5
1.0
1.5
5.0
5.5
6.0
6.5
7.0
7.5
8.0
8.5
9.0
9.5

10.0
11.0
12.0
13.0
14.0
15.0
16.0
17.0
18.0
19.0
20.0

XIN

1.280E-1
1 .689E-1
1.545E-1
1.288E-1
1 .029E-1
8.003E-2
6.121E-2
4.625E-2
3.461E-2
2.575E-2
1 .901E-2
1 .102E-2
1 .020E-2
7.347E-3
5.275E-3
3.778E-3
2 . 7 Û 1 E - 3
1 .927E-3
1.372E-3
9.761E-4
1.185E-3
5.954E-4
2 .979E-4
1 .486E-4
7.392E-5
3.668E-5
1.816E-5 .
8.978E-6
4.430E-6
2.183E-6

Rel .Std .
Dev.

%

4.51
1.03
1.65
1.21
1.05
1.86
1.87
1 .HO
2.09
2.09
2.10
2.10
2.21
2.25
2.25
2.25
8.19
8.19
8.19
8.49
8.19
8.49

15.02
15.02
15.02
15.02
15.02
15.02
15.02
15.02

XOUT

1.253E-1
1 .691E-1
1 .541E-1
1.291E-1
1 .031E-1
8.056E-2
6.160E-2
1.650E-2
3.480E-2
2.587E-2
1.913E-2
1 .408E-2
1.025E-2
7.376E-3
5.296E-3
3.793E-3
2.675E-3
1.912E-3
1.363E-3
9.695E-4
1.177E-3
5.863E-4
2.839E-4
1 .502E-4
7.663E-5
3.790E-5
1.860E-5
9.150E-6
1.503E-6
2.215E-6

Rel .Std.*
Dev.

%

3.79
1 .01
1.63
1.15
0.95
1 .75
1.76
1.25
1.95
1.96
1.96
1.97
2.15
2.15
2.15
2.15
5.32
5.37
5.16
5.53
5.39
5.60
7.10
6.39
6.18
7.07
7.61
7.97
8.15
8.21

E n e r g y range
(MeV)

0.0 - 0.5
0.5 - 1.0
1.0 -
1.5 -
2.0 -
2.5 -
3.0 -
3.5 -
4.0 -

u . 5 -
5.0 -
5.5 -
6.0 -
6.5 -
7.0 -
7.5 -
8.0 -
8.5 -
9.0 -
9.5 -
10 -
11 -
12 -
13 -
14 -
15 -
16 -
17 -
18 -
19 -

1.5
2.0
2 . 5
3.0
3.5
4 . 0

4 . 5
5.0
5.5
6 .0
6.5
7 .0
7 . 5
8.0
8.5
9.0
9.5
10
11
12
13
14

15
16

17
18
19
20

*-OUT

Correlation matrix on Table 5

Correlation matrix (xlOO)

100
-57 100
-48 44 100
-44 19 -3 100
-53 6 -15 57 100
-29 -17 -20 -11 40 100
-29 -16 -19 -10 41 68 100
-36 -10 -19 -4 18 27 27 100
-20 -3 -9 1 -11 -19 -18 53 100
-20 -2 -9 1 -10 -18 -18 54 72 100
-20 -2 -9 2 -9 -18 -17 54 72 72 100
-20 -2 -9 2 -9 -17 -17 54 72 72 72 100
-18 13 1 15 10 -4 -4 -2 -1 -0 -0 -0 100
-18 13 1 16 10 -4 -3 -2 -0 -0 -0 -0 76 100
-18 13 1 16 11 -4 -3 -1 - 0 - 0 0 0 76 76 100
-18 13 1 16 11 -4 - 3 - 1 - 0 0 0 0 76 76 76 100

7 -6 -3 -6 -6 -2 -2 -4 -3 -3 -4 -4 -20 -20 -21 -21 100
6 -6 -3 -6 -6 -2 -2 -4 -3 -3 -3 -3 -19 -20 -20 -20 36 100
6 -5 -3 -5 -5 -1 -1 -4 -3 -3 -3 -3 -18 -19 -19 -19 37 37 100
6 -5 -3 -5 -5 -1 -1 -3 -3 -3 -3 -3 -18 -18 -19 -19 38 38 39 100
6 -5 -3 -5 -5 -1 -l -3 -3 -3 -3 -3 -19 -19 -19 -20 36 37 38 39 100
6 -5 -3 -5 -5 -1 -1 -3 -3 -3 -3 -3 -17 -18 -18 -18 38 39 40 41 39 100
1 - 1 - 1 - 0 - 1 - 0 - 0 0 1 1 1 1 1 1 1 1 - 5 - 5 - 5 - 5 -5 -8 100
1 - 1 - 1 - 0 - 1 - 1 - 1 0 1 1 1 1 1 1 1 1 2 2 2 2 2 -0 -17 100
1 - 1 - 1 - 0 - 1 - 1 - 0 0 1 1 1 1 1 1 1 1 4 4 4 3 4 3 -6 -26 100
0 - 1 - 1 - 0 - 0 - 0 - 0 0 1 1 1 1 1 1 1 1 3 3 3 3 3 2 3 -15 -14 100
0 - 0 - 1 - 0 - 0 - 0 - 0 0 1 1 1 1 1 1 1 1 2 2 2 2 2 1 7 - 6 - 5 2 100
0 - 0 - 1 0 - 0 - 0 - 0 0 1 1 1 1 1 1 1 1 2 2 2 2 2 1 10 -2 -0 6 12 100
0 - 0 - 1 0 - 0 - 0 - 0 0 1 1 1 1 1 1 1 1 2 1 1 1 1 0 12 0 2 9 14 17 100
0 - 0 - 1 0 -0 -0 -0 .0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 12 2 4 10 15 17 19 100
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Fig. 1; Ratio of the output of the evaluation relative to the
input for the spectral distribution of Cf-252

uncertainties of the output data. The figure shows that within the
uncertainties the adjusted spectral distribution is fully
consistent with the prior information. Between 0.5 MeV and 8 MeV
the maximum deviation from eq. (8) is 0.6 %. Too high a value
should not be placed on the remaining structures, especially at
high neutron energies. Obviously a part of this structure is due to
the missing cross-correlations between the various energy-dependent
cross-section data sets. It must also be considered that not more
than 0.93 % of the total spectrum intensity is above 8 MeV and only
0.06 % above 12 MeV neutron energy.

The absolute covariance matrix of the input spectrum N_ took into
account the normalization of x • As shown elsewhere 1211, this
results automatically in an output covariance matrix N' which also

— Xfulfills the normalization condition. The correlation matrix of the
adjusted spectral distribution, shown in table 5, therefore gives

correlations as well as anti-correlations. The data in table 5 show
that the ranges of maximum intensity of the spectral distribution
are only weakly corrrelated with the low intensity ranges at high
neutron energies. Between 4 MeV and 8 MeV the correlation pattern
was only slightly modified due to the experimental data, whereas
below 4 MeV and above 8 MeV the experimental data essentially
changed the structure of corrrelations compared with the prior
information.

5. Conclusions

The result of the present evaluation represents everything we know
about the spectral distribution of Cf-252 with regard to a complete
covariance uncertainty matrix, based on integral spectrum data
(spectrum-averaged cross-sections measurements) also taking
implicitly into account some recent direct spectrum measurements
(in the prior information). This result must be updated and data
from direct measurements in particular, should be explicitly
included in the evaluation as soon as their covariances are
available. Thus further steps in the evaluation are necessary in
the future to yield an optimum result for the spectral distribution
of Cf-252.
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FROM THE SPONTANEOUS FISSION OF 252Cf*
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Sutherland, New South Wales,
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Abstract

The prompt neutron emission spectrum from the spontaneous fission
of 2S2Cf has been measured for the energy range 0.124 to 15.0 MeV. In
the measurement program, seven separate measurements were made of the
spectrum between 1 and 15 MeV using a plastic scintillator as the
neutron detector. For the energy range 0.124 to 2.66 MeV, a 6Li glass
scintillator was used as the neutron detector. The data are presented
with respect to a Maxwellian distribution with T = 1.42 MeV. Some
positive and negative deviations with respect to this distribution have
been observed.

1. INTRODUCTION

The prompt neutron emission spectrum from the spontaneous fission
of 252Cf has been defined as a standard neutron spectrum ' , there-
fore, the detailed shape of the energy spectrum is required with high
precision. We are especially interested in this spectrum because of

the use of spontaneous fission sources of '2S2Cf in the efficiency

* Research performed, in part, under contract with the Department of Foreign Affairs,
Australia.

calibration of neutron coincidence counters for use in nuclear
safeguards applications.

Seven separate measurements of the spectrum between 1 and 15 MeV
were made using an NE 102 plastic scintillator as the neutron detector.
Preliminary data from the first five measurements were reported in

réf. 8. Subsequently, these measurements were revised slightly using
more accurate experimental data for the energy dependence of the abso-

lute neutron detection efficiency of the plastic scintillator. The
revised data were presented with a sixth measurement in réf. 9. More
recently, a seventh measurement (referred to in Madland and Nix ' )
has been made with the plastic scintillator, together with a separate
measurement of the spectrum in the lower energy range from 0.124 to
2.66 MeV, in which a 6Li enriched glass scintillator was used as the
neutron detector. In the present paper, aspects of the experimental
program are highlighted, together with some recent work on the fission
counter. The experimental program has been completed; however, some
of the corrections are being reassessed before a final set of data

points can be obtained.
2. EXPERIMENTAL DETAILS

All measurements were made using the time-of-flight method in which

neutron detection in the appropriate detector initiated a count down to

the time-delayed corresponding fission event. The program of measure-
ments is summarised in Table 1. In Table 2, representative details of

the experiments are listed, together with the important corrections.
One interesting feature of the experiment was the use of a two-
parameter recording system in which both the neutron flight time and

the corresponding linear pulse height response in the particular



TABLE 1

SUMMARY OF FISSION NEUTRON SPECTRUM MEASUREMENTS

TABLE 2

SUMMARY OF EXPERIMENTAL CONDITIONS AND CORRECTIONS

Experiment
No.

1
2

3

4

5

6

7

8

Detector

NE 102

NE 102

NE 102

NE 102

NE 102

NE 102

NE 102
6Li glass
scintillator

Energy Range
(MeV)

1.0-13.8
1.0-14.2
1.0-13.8
1.0-14.6

2.0-14.7

2.0-13.7

1.0-14.3

0.124-2.660
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neutron detector were recorded, event by event. The recording of
the pulse height data was linear up to 3.5 MeV; however, all higher
energy signals were pulse-height-limited because of the large dynamic
range of such signals and the need to preserve sensitivity at the
lower end of the energy spectrum. Typical experimental data (for
experiment 1) are shown in Figure 1. The dual parameter data for
the plastic scintillator measurements allow the use of a sliding
linear bias in correcting the experimental data for the energy depen-
dence of the neutron detection efficiency. The use of a sliding bias

has two specific virtues. Firstly, it becomes possible to optimise
the statistical accuracy of the experimental data, especially as the
background decreased rapidly with increasing bias. Secondly, the

Energy range
Flight path
Detector
Detector dimensions:

Diameter
Thickness

Fission rate
Neutron detector
calibration:

Experimental
Calculated

Recording

Corrections

124-2660 keV
40 cm
6Li glass scintillator

50.8 m
2.0 mm

4.4 x 101* fissions s"1

Relative 124-1349 keV
1349-2600 keV

dual parameter-
flight time, neutron
detector response
1 . Dead time

(start and stop signal)
2 . Air attenuation
3 . Air scattered neutrons

4. Delayed neutron response

5. Timing resolution
6. Fission loss below bias

1.0-15.0 MeV

3.015 m
NE 102 plastic scintillator

50.8 m
25.4 cm
8-5 x 101* fission s"1

Absolute 2-11 MeV

1-2 MeV, 11-15 MeV

dual parameter-
flight time, neutron
detector response
1 . Dead time

(start and stop signal)
2. Air attenuation
3 . Delayed Y~rays

4 . Air scattered neutrons
(90 mm shadow bar)

5. Timing resolution
6. Fission loss below bias

t.No correction has yet been applied
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Figure l Typical experimental data - experiment 1 - for bias settings

of 0.5, 1.0, 1.5, 2.0 and 3.0 MeV

E 1

E.IHtV)

Figure 2 Relative response of the plastic scintillator for Compton
scattered electrons and recoil protons

background corrected linear data for a particular segment of the time-
of-flight spectrum can be compared with the linear response obtained
in the calibration measurements. For the sLi enriched glass scintila-
tor measurement, the dual parameter data confer only slightly increased
value.

2.1 Calibration of the Neutron Detectors
The energy dependence of the absolute neutron detection efficiency

of the NE 102 plastic scintillator was determined using the associated
particle system that was installed on the EN tandem accelerator at the
Australian National University ' .In this system, neutrons were
produced using the (D,D) reaction and the efficiency of the detector
for neutrons of a particular energy was determined by placing the plastic

scintillator at the appropriate angle with respect to the deuteron beam

direction and by operating it in coincidence with a 3He identification
system at the recoil angle for the corresponding 3He particles. The
He particle identification system fully discriminated against alpha
particles from the 12C(d,a) reaction. The relative response of the
plastic scintillator for Compton scattered electrons and recoil protons

is shown in Figure 2. The absolute efficiency curves for different
values of the bias are shown in Figure 3. The efficiency data were
extrapolated to lower and higher energies using a code written by
Clayton14}.

The relative energy dependence of the 2 mm thick 6Li enriched
glass scintuLator used for the lower energy measurements was measured
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Figure 3 The neutron energy dependence of the absolute neutron detec-
tion efficiency of the plastic scintillator for different
bias settings.

with respect to a calibrated long counter, using a 3 MV pulsed Van de
Graaff accelerator to produce monoenergetic neutrons and with identi-
cal geometry and electronic conditions as those employed in the actual
spectrum measurements. The efficiency data measured were the prompt-
in-time neutron energy dependence. The full time-dependent response
of the Li glass scintillator in the geometry of the spectrum measure-
ment was also obtained for the unfolding procedure of the analysis.

2.2 The Fission Counter

The fission counter used in these measurements was a parallel plate
ionisation chamber with a plate spacing of 3 mm and pure methane as the
filling gas. There is a correction in these measurements which depends

307 °n the proportion of the fission fragments which do not register above

the discriminator bias. From the shape of the bias curves it was
estimated that approximately 2% of the fission fragments were lost
beneath the bias of the fission counter system.

An independent method has been developed recently to determine the
fission rate of various spontaneously fissioning sources . The method
is based on the P distributions for the spontaneous fission of these

nuclei. This technique has been applied to the fission counter used in
the spectrum measurement. The total fission rate so obtained is about
2 to 3% larger than that recorded under identical conditions in the
fission spectrum measurement. However, there are some minor problems
associated with the application of this technique that have still to
be resolved, so this figure is preliminary.

3. ADDITIONAL CORRECTIONS

All corrections applied in the measurement program are listed in
Table 2. Previous tabulations of the data from the present experiments
did not include a correction for the effect of the time resolution of
the time-of-flight system. This correction has been incorpoiated into
the present results. Furthermore, the previous data had been corrected
for the neutron attenuation effects of the aluminium wall thickness of
an earlier version of the associated particle system. The chamber
actually used had been specially modified to minimise neutron attenua-
tion. A small correction is also required for the effect of the loss
of the fission fragments. At this time, the magnitude of the effect has
not been determined accurately so no correction for this effect has yet
been applied.



4. RESULTS AND ANALYSES

The experimental data for each experiment were compared with a
Maxwellian distribution N(E) = A.(exp-E/T) in which the average energy
E = 3/2 T, where T is the temperature of the distribution. In the
analysis, the corrected experimental data for intervals of five channels
in the time-of-flight spectrum were summed. This time-of-flight segment
corresponded approximately to the energy resolution of the various
experiments. The fitting procedure involved fitting the integral of the
Maxwellian distribution between the lower and higher energy bounds for

each five channel segment of the time-of-flight data.
In earlier descriptions of the preliminary data from the present

measurements, a Maxwellian distribution with T = 1.424 MeV was
consistent with the data. Following minor revision to the experimental
data referred to in section 3, the pure Maxwellian description of the
data is less appropriate. For the presentation of the totality of the
experimental data, the following procedure was adopted. Each of the
seven experiments with the plastic scintillator were fitted with a
Maxwellian distribution in which the value of the temperature was fixed
at T = 1.420 MeV. For the fit to the data from each experiment, a
table of the deviations from the Maxwellian distribution Y /Y (K )
was obtained. For appropriate increments in the entire energy range
of the experiments, the summed deviations, weighted according to the
statistical significance of the specific points were obtained.

The lower energy data obtained with the 6Li glass scintillator were
treated in a slightly different way. As before, the data were fitted
with a Maxwellian distribution with T = 1.42 MeV and the deviation from
this distribution were obtained. The data from the Li experiment were

then normalised to the higher energy data by equating the deviations
from this Maxwellian distribution in the energy region of the overlap
of the two types of experiment, namely 1.00 to 1.65 MeV.

A comparison of the experimental data for the energy range 0.124
to 10.0 MeV with a Maxwellian distribution of T = 1.42 MeV is shown

in Figure 4. In Figure 5, the combined experimental data for the
plastic scintillator measurements from 1.0 to 14.25 MeV is shown.
The accuracies given in the figures are statistical only and are less
than 1% for the energy range 1.0 to 5.5 MeV. The data show a small
negative deviation from 0.4 to 1.0 MeV, a positive deviation of about

COnSINEO DPIR

0.6 IT
10 10

NEUTRON ENERGY tn£V)

Figure 4 Comparison of combined experimental data and Maxwellian
dependence with T = 1.42 MeV
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Figure 5 Comparison of combined plastic scintillator data and Maxwellian
dependence with T = 1.42 MeV

2.5% between 2.5 and 5.0 MeV and a small negative deviation above
6.0 MeV. The data below 300 keV were subject to several significant

corrections (for time-of-flight downscatter) and the statistical

accuracies do not reflect the overall accuracy of the data. The positive

deviation below 300 keV is therefore probably not genuine. The data

above 10.0 MeV are not of sufficient precision to provide any
definitive measure of a potential deviation. It should be emphasised
that a small correction to these data is still required for the effect
of the fission fragment loss.
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NEW MEASUREMENT OF THE 2"Cf (sf) NEUTRON SPECTRUM
IN THE HIGH-ENERGY RANGE

H. MÄRTEN, D. RICHTER, D. SEELIGER
Technical University of Dresden,
Dresden, German Democratic Republic

R. BÖTTGER
Physikalisch-Technische Bundesanstalt,
Braunschweig, Federal Republic of Germany

W.D. FROMM
Zentralinstitut für Kernforschung Rossendorf,
Dresden, German Democratic Republic

2S2The high-energy end of the J Of spontaneous-fission neutron
spectrum has been measured by employing a miniature
ionization chamber with Of sample (about 70 000 fissions per s).
Two N"E 213 neutron detectors (both 5" in diameter, thickness
1.5" and 5") with efficient pulse shape discrimination
of /-ray and cosmic-myon background were used at flight paths
of 3.7 and 5.9 m and at angles (with reference to Of sample
plane normal) of 60 and 0 deg respectively. The neutron
spectra have been measured by means of the two-dimensional
(time-of-flight,scintillator response)-spectroscopy. Several
additional spectra were recorded simultaneously to check up
the stability of the spectrometer (time scale, scintillator
response, particle discrimination, fragment detector amplitude).
The time resolution with reference to PWHM of the /-peak was
1.3 ns (1.5" detector) and 1.5 ns (5" detector). The total
fragment detector efficiency was deduced from a measurement
of fragment-neutron coincidences (0.9927 t 0.0005).



Pig. 1
Preliminary experimental
data on the Cf neutronspectrum (crosses - thiswork, dots - Ref. 1)represented as percentagedeviations from a Maxwellian
distribution withT « 1.42 MeV. The crossesindicate the full errorand the energy bin widthfor which the data arestated as averages (gridscale). The HBS evaluation(Ref. 2) is shown above° MeV (dashed curve).
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The high-energy tail of theCf neutron spectrum(histogram - this work,crosses - Ref. 1). Theexperimental errors ofthe data above 22 MeVamount to about 80-100 %(16).
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To obtain minimum experimental .errors at high energy
especially, the analysis procedure involves the selection
of the optimum scintillator response bias depending on
neutron energy. The measured spectra have been corrected for
time resolution, time-of-flight bin width, fragment detector
efficiency, transmission (air, detector walls) (cf. Réf. 1,3).
The influence of non-correlated STOP signals as well as scattered
neutrons was found to be neglegible at high energy. The
deduced energy spectrum represented in the figures confirm
the data of Ref. 1 and 3. The yield of highest-energy neutrons
(above 20 MeV, Pig. 2) is comparable to the result of Ref. 1.
Hence, the conclusions drawn in Ref. 1 are corroborated by
the presented new measurement.

This work was supported by the Huclear Data Section of the IAEA.
The help of Dr. D. Hermsdorf (Monte Carlo calculations) and
Dr. D. Schmidt (experimental arrangement) is greatfully
acknowledged.
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312 PROMPT NEUTRON SPECTRA FOR ENERGY RANGE 30 keV - 4 MeV
FROM FISSION OF 233U, 23SU AND 239Pu INDUCED BY THERMAL
NEUTRONS
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Central Research Institute for Physics,
The Hungarian Academy of Sciences,
Budapest, Hungary

P.P. DYACHENKO, V.M. PIKSAIKIN
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Abstract

The prompt neutron spectra for the energy range 30 keV
- 4 MeV from fission of 233U, 235U and 239Pu induced by
thermal neutrons of WRS-M type reactor tangentional channel
have been measured by time-of-flight method with using of
NE-912 and NE-913 lithium glass as neutron detector and gas
scintillation counter for fission fragments. Prompt neutron

252spectrum from spontaneous fission of Cf has been measured
at the same experimental conditions as a standard.

The U, U and Pu isotopes are the main component
of nuclear fuel. Therefore, the study of the properties
especially that of the fission neutron spectra of these
nuclei is of great importance. A large amount of experimental
data has been accumulated on the spectra in the E>1 MeV
region, but there are very few data in the energy range below
1 MeV where approximately 25 % of the total number of fission
neutrons is observed |1,2|.

The extrapolation of data from the high energy range to
the low energy one on the basis of Maxwell's or Watt's distribu-

tions, as being done in nuclear reactor design calculation
is not sufficiently verified and some measurements indicate
significant deviations from these predictions at low energies.

We have studied the prompt neutron spectra from the
233 235 239thermal neutron induced fission of U, U and Pu

in the O.O.J-4 MeV energy range. The measurements have been
performed at a tangential beam of the Central Research
Institute for Physics WRM reactor using a special colli-
mator with quartz, and bismuth polycrystal filters.
The neutron detection was carried out with time-of-flight
techniques, using Li glass detectors.

The fission fragments were detected by a scintillation
counter filled with pure argon gas of 1 atm.

The construction of the fission chamber made is possible
to change the different fissile samples without any distor-
tion of the measuring conditions. To get an optimal pulse
ratio for fission fragments and a-particles a 0.6 mm thick
quartz plate of 65 mm diameter was placed at 9 mm and 41 mm
from the fissile sample and from the photocathode, respec-
tively. The experimental arrangement is shown in Fig. 1.

The diameter of all fissile samples was 45 mm, and
their thickness was 1 .0 mg/cm . The backings of the layers
were stainless steel foils of 0.1 mm thickness. The values
of the isotopic enrichment were 96 % for U and 90 % for
233 23°U and "" Pu- The fission fragment counting rates were
24.2-103s~1 for 252Cf, 5.4-103s~1 for 233U, 8.12•103s~1
for 235U and 7-103s~1 for 239Pu.

The lithium glasses NE912 and NE-913, 45 mm in dia-
meter and 9.5 mm thick, were used as fission neutron and
y-ray detectors, respectively. In order to reduce the random
coincidence background the neutron detector (or y-ray
detector) was surrounded by a shielding, consisting of paraffin,
Li hydride and lead.

In the present arrangement the neutron flight path,
channel width and the over-all time resolution (FWHM of
the y-ray peak) were 30.5 cm, 0.487 ns and 2.5 ns, respectively.
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Fig. 1. Experimental arrangement.

Table 1.

Number of registrated fission fragments ( 109)

\v Sample

Detectors,
configurations.

NE 912

NE 913

NE 912
with shedow

cone

NE 913
with shedow

cone

252Cf

15532

20456

45101

49.695

235u
15458

12713

12979

12287

233U

27011

22937

28487

15351

239Pu

16089

7.735

15.099

5953

313

The spectra of all three targets were measured with
both NE-912 and NEf-913 Li glass detectors, where the latter
was used to determine the y-ray contribution. For both
detectors measurements were carried out without and with a
12 cm long Cu shadow cone, in order to determine the back-
ground due to scattering by the detector environment. All
these measurements were carried out also for a Cf
sample having the same sizes as the fissile samples.
Table 1 shows the registrated fission numbers for each
sample in the above experimental configurations.

The experimental data for each sample were analysed in
the same mauner. All measured spectra were corrected for
the random coincidence background and after that normalized
to the measured fission number. The relative contribution
of the random coincidence background was about 130 % at
30 keV, 40 % at 60 keV and 20 % between 1 MeV and 2 MeV.
Due to the low counting rates the channel dependent
accidental coincidence background turned out to be neg-
ligible. In the next step we determined the y~ray back-
ground measured with the NE-913 glass and that of the
scattered neutrons. For the latter we have to note that the
shadow cone method gives good result only in the case of a
point like target. In the case of a finite target the cone
inhibits a part of those neutrons, which give the scattered
background. In order to determine this effect additional
measurements were performed with a small, 7 mm diameter
252Cf source. As a result we got that the measured scattered
background in this case was about 15 % higher than in the

252case of the large Cf source. This ratio was within +_ 5 %
energy independent in the range investigated. Therefore the
measured scattered background contributions for each sample
were corrected with this factor, and then subtracted to-
gether with the y background from the primary spectra.

In the last step the corrected neutron time-of-flight
spectra were transformed into energy scale. The evaluation



oi t of the shape of the neutron energy spectra for U, U
239 252and Pu was accomplished relative to that for Cf.

252Assuming that the fission neutron spectrum of Cf can
be described by a Maxwellian distribution of T=1 .42 MeV,
an effective detector efficiency was extracted from the measur-
ed spectrum. Making use of this efficiency we determined the
energy specta for the thermal neutron induced fission of

U, U and Pu. At this procedure we used the average
- -prompt neutron multiplicities v=3.757 for Cf, v=2.48

for 233U, v=2.42 for 235U and v=2.88 for 239Pu. Fig. 2
shows the ratios of the so determined spectra to Maxwellian
distributions with T=1.32 MeV for 233U, T=1.315 MeV for
235U and T=1.38 MeV for 239Pu.

It can be seen that the prompt neutron spectra of
these isotopes are satisfactorily described by these dis-
tributions in the energy range 30 keV<E <4 MeV within the
error limits.

Since these spectra contain the Cf neutron spectrum
as a reference we felt it important to carry out an absolute
determination for the latter. Therefore, the measured Cf
neutron spectrum was also evaluated using the measured
absolute neutron detection efficiency, described in |3|.
At this procedure we used the finite time resolution given
by the y-peak width and the response functions of the
neutron detector, calculated by Monte Carlo method.

The ratio of the resulting absolute fission neutron
spectrum, determined by using the measured fission number,
neutron multiplicity v=3.757 and £(II) from Ref.|3|.
to a Maxwellian distribution with T=1.42 MeV is shown in
Fig. 3. The error bars contain statistical errors and
the errors of the efficiency measurement. We note that the
absolute efficiency was determined experimentally only up
to the 1.2 MeV. For higher energies it was extrapolated
making use of the Li(n,a) cross sections from the file
ENDF/B-V. Therefore the data points in this region can be
subject of possible systematic uncertainities.
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Fig. 2. The experimental data for 233U, 235U and 239Pu
divided by Maxwellian distributions.

2HCf (1*142 I
» WITH EXPERIMENTAL EFFICIENCY
0 WITH EXTRAPOLATED EFFICIENCY

120-

2 110-
<a:

non-

îiJ- . ,,-K„iïL..: i•i- .
.°' « ° ' 0 ° ° » ' «

080-

as 10 15 20 25

252,

—i——————i—
30 35

E.(MeV)
Fig. 3. The experimental data for Cf divided by a

Maxwellian distribution.



252These results for the Cf fission neutron spectrum
are in agreement with those of Blinovet al |4'| , and of an
earlier measurement of us |5|, made at different experi-
mental conditions.
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NEUTRON EMISSION FROM THE SPONTANEOUS FISSION OF 252Cf

C. BUDTZ-J0RGENSEN, H.-H. KNITTER, R. VOGT
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Abstract

The gn'dded ion chambers developed at CBNM provide a powerful tool for
measurements of f iss ion fragment angle , kinet ic energy and mass distri-
butions s imul taneous ly with an angular efficiency close to 4ir. They can
also serve in measurements where f iss ion neutron spectra are studied as
function of these physical quanti t ies. Prel iminary tests have been made

252 3 -1with a fission chamber loaded with a Cf source of ~ 4 x 10 .s
The f iss ion neutrons were detected with a 4" x 1" plast ic scinti l lator
and conventional time-of-flight electronics. The coincidence resolution
between the neutron detector and the f ission chamber was < 2 ns. The

or oneutron detector was placed 2.05 m from the Cf source with a direction
normal to the chamber electrodes. The cosines of the angles #, between
this direction and the path of the light fission fragments were determined
using the chamber anode and cathode pulses. At higher neutron energies
it can be seen, that the neutrons are emitted mainly in the direction
of either the light or the heavy fragment, confirming that most of the
neutrons are emitted from the fully accelerated fragments.

INTRODUCTION

1 2\Several attempts ' ' have recently been made to give a theoretical
252description of the standard neutron spectrum of Cf. These models are

based on the assumption that the mechanism of neutron emission is the
evaporation from fully accelerated fragments. However, experimental
results ' on the prompt neutron anisotropy have led to the conclusion
that a fraction (~ 10 - 20 %) of the total number of fission neutrons is
emitted isotropically in the laboratory frame. In spite of many further



316 investigations the knowledge about the so-called scission neutron emission
is poor and partially contradictory. This is especially the case for
scission neutron yield as function of fragment mass-split (A, /A,,) and
fragment total kinetic energy (TKE). There is therefore a strong need not
only for precise neutron spectrum data, N(En), but also for double- or
multiple-differential measurements, N(En,t> ,A,TKE) which can help to
clarify the nature of the fission neutrons.

EXPERIMENTAL METHOD

252rAt present a multiple parameter measurement of the Cf prompt neutron
spectrum, N(E ,8 ,A,TKE) is being started at CBNM. The experimental set-up
is shown in Fig. 1. Fission fragment detection is made using the gridded
ion chambers developed at our lab with which fission fragment angle, kinetic
energy and mass can be determined simultaneously with an angular efficiency

FF DETECTOR n-DETECTOR

N( En,0n:A,TKE)

Fig. 1.
Experimental set-up.

close to 4<r steradian. Such a detector has been used in a recent measurement
of fission fragment mass, kinetic energy and angular distribution for235U(n,f) in the neutron energy range from thermal to 6 MeV on which a
report ' will be presented at the present meeting. The working principle
and the data processing procedures used in connection with these chambers
are described in réf. 5 - 10. The fission fragment kinetic energies (EL»En)
are determined using the anode pulses from the shown twin chamber. The
fission fragment energy resolution is ~ 0.5 MeV and the detector pulse-
height defect, which has been determined ' in a cooperation with Institute
of Physics, University of Aarhus, Denmark, is smaller than for conventional
Si detectors. The double energy information is used to derive the fission
masses. The angle information is determined as cosine of the angle #
between the normal of the electrodes and the path of the fission fragments.
The cos i? resolution is typically ~ 0.05. Timing is made with the pulses from
the common cathode.
The neutron detector is located on the centre axis of the ionization
chamber. At present a 4" x 1" plastic scintillator is in use, but will be
substituted by a NE 213 scintillator such that also pulse shape discrimination
can be applied in order to suppress r-rays. Neutron energies are determined
using conventional time-of-flight technique.
All 7 parameters are digitized and stored sequentially on tape for off-line
analysis.

TEST MEASUREMENTS

252,For the first test measurements a Cf source on a 0.5 mm thick stainless
steel backing was available. Since only one fragment could be detected per
fission event only one chamber half was operational. The source having an3 -1activity of ~ 4-10 fiss.s was prepared by electrolysis and the fragment
spectrum, shown in Fig. 2, was rather distorted due to energy absorption
in the source. This had as a consequence that only a rough distinction
could be made between light and heavy fragments.
Fig. 3 displays the angle integrated neutron time-of-flight spectrum measured
with the neutron detector placed at a distance of 2.05 m from the fission
chamber. The time resolution as determined from the r-peak is 2.2 ns and
the velocity resolution of 1.1 ns/m is a factor of 4 better than the one
employed in the fission neutron angular distribution measurement of réf. (3).
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Fig. 3.
Neutron time-of-flight spectrum integrated over all fission fragments.

Fig. 4.
Biparametric plot of the number of neutrons versus cos & and versus the
neutron time-of-flight. On the time-of-f light axis some equivalent neutron
energies are indicated.

The above spectrum was used to determine the relative efficiency of the
252neutron detector assuming that the Cf fission neutron spectrum is a

maxwel.lian distribution with a temperature of 1.42 MeV. However, since
r-rays suppression was not used in the present set-up, it was found that the
spectrum was influenced by a background contribution of delayed r-rays, rela-
tively most pronounced above - 7 MeV neutron energy.
The cosine of the angles <? between the neutron directions and the path of
the light fission fragment were determined using the recorded pulseheights
of the fission chamber anode- and cathode pulses. Fig. 4 displays a bipara-
metric plot of the number of neutrons versus cos tf and versus the neutron
time-of-flight. At higher neutron energies it can be seen that the neutrons
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Fig. 5.
Fission neutron angular distribution at
neutron energies of 2 MeV.
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Fig. 6L

Fission neutron angular distribution at
neutron energies of 7 MeV.
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Fig. 7.
Intensity ratio N(90°)/N(0°) as
function of neutron energy.

are emitted mainly in the direction of either the light or the heavy
fragment, confirming that most of the neutrons are emitted from the fully
accelerated fragments. It can also be seen that the energy spectrum for
neutrons with cos # a 0 is softer than that at cos i> = 1 or -1. This is
important for the use of the Cf fission neutron spectrum as a standard
spectrum since an inefficiency in fission fragment detection, e.g. due to
absorption losses, can result in measured spectra deviating from the angle252integrated Cf spectrum.
Figs. 5 and 6 show the neutron angular distribution at 2 MeV and 7 MeV,
respectively compared to the data of réf. (3). The agreement between the
two measurements is fairly good. However, it can be seen that the present

data show that more neutrons are emitted in the backward hemisphere
(cos i? < 0). The reason is, as mentioned above, that the distinction between
heavy and light fragments is rough and the sign of cos iî is therefore in
some cases not ambiguously determined.
The present angular distributions are at neutron energies above 5 MeV
somewhat more anisotropic than the data of réf. (3). This is illustrated on
Fig. 7 where the intensity ratios N(90°)/N(0°) are compared for the two
measurements. Also shown here as a full curve is a calculation of the
N(90°)/N(0°) intensity ratio based on the assumption that all neutrons are
emitted from the fully accelerated fission fragments and that they have a
maxwellian energy distribution in the fragment center of mass system» réf. (12)'



H. Märten, D. Neumann and D. Seeliger,
N(E,08) 2

The average fragment kinetic energy per nucléon was assumed to be E, = 0.75 MeV
and the fragment nuclear temperature was T = 0.94 MeV. Below 4 MeV this
simple model describes the trend of the measured anisotropies quite well,
whereas there is a pronounced discrepancy at higher neutron energies. This
behaviour confirms that a fraction of the fission neutrons are emitted
before the nascent fragments are fully accelerated and therefore more or

252less isotropic in the compound nucleus ( Cf) frame. However, part of this
contribution could also have experimental origin. As explained earlier neither
in the present nor in the measurement of réf. (3) 7-ray suppression was
applied. An additional component of delayed r-rays, which, of course are
emitted nearly isotropically in the laboratory frame, might explain why the
N(90°)/N(0°) intensity ratio does not decrease with energy according to the
evaporation model.

CONCLUSION

252rA multi differential measurement of the '"""Cf fission neutron spectrum as
function of fragment mass, kinetic energy and angle has been investigated.
A first test measurement showed that the proposed set-up yielded fission
neutron angular distributions agreeing with those known from the literature.
However, the experimental set-up has to include r-ray suppression before
the fraction of scission neutrons can be determined. The measurements will in

Orp pthe near future be continued using a Cf source on a thin (120 ̂g-cm" )
Ni -foil backing, which will allow that both fragments can be detected, such252that the Cf fission neutron spectrum can be investigated also as function
of fragment mass and kinetic energy.
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Abstract
—The absolute 235U fission cross section for
252Cf spontaneous fission neutrons is a normal-
ization datum for establishing the energy de-
pendent cross section for 2 3 5U fission. It is
also a measurement standard for deriving inte-
gral cross sections from ratio determinations
in benchmark neutron fields which serve reactor
physics and neutron dosimetry. The measure-
ments reported here were carried out with a
small volume 2S2Cf neutron source and two light-
weight double fission chambers in compensated
beam geometry. The•important characteristics
of the measurement are: 1) except for neutron
scattering corrections, the cross section ob-
tained depends only upon the source strength of
a natural neutron source, a distance measurement,
and the isotopic mass of four a35U deposits, and
2) for any credible departure of the 2s*Cf
fission neutron spectrum from its experimentally
determined shape, the cross section does not vary
more than 0.4%.

The present measurement represents an
extension of a previous measurement performed by
Heaton et al. at the NBS a decade ago. Since
then progress has been made in the character-
ization of fissionable deposit masses; in the
determination of the source strength of 252Cf
sources relative to the internationally compared
Ra-Be photoneutron standard neutron source NBS-I;
and in the ability to accurately measure the
distance between fission chambers in compensated
beam geometry and to determine the position of
the fissionable deposits inside the chambers.New calculational techniques have been developed
to determine the residual scattering corrections
for the fission chambers, deposit backings, and
neutron source. Finally, new experiments have
been performed to measure the effect of neutronreturn from the environment.
* Work performed while a Guest Worker from the National Institute of Metrology,

Berjing, China.

I. Introduction
The absolute *tf U fission cross section for •*•*"* Cf spontaneous fission neutrons
la a normalization datum for establishing the energy dependent cross section
for ttf U fission.* It is also a measurement standard for deriving integral
cross sections from ratio determinations in benchmark neutron fields which
serve reactor physics and neutron dosimetry.2 The measurements reported here
were carried out with a small volumeaft Ct fission neutron source and two
light-weight double fission chambers in compensated beam geometry. '»*'•*" The
important characteristics of the measurements are (1) except for neutron
scattering corrections, the cross section obtained depends only upon the source
strength of a natural neutron source, a distance measurement, and the isotopic
mass of four *tf U deposits and (2) for any credible departure of the'^Cf
fission neutron spectrum from its experimentally determined shape , the cross
section does not vary by more than O.t>.
The present measurement represents an extension of a previous measurement
performed by Heaton et al. ' at NBS a decade ago. Since then progress has
been made In the characterization of fissionable deposit masses; in the
determination of the source strength of *{* Cf sources relative to the
Internationally compared Ra-Be photo-neutron standard neutron source NBS-1; and
In the ability to accurately measure the distance between fission chambers in
"compensated beam geometry" and to determine the position of the fissionable
deposits Inside the chambers. New calculational techniques have been developed
to determine the residual scattering corrections for the fission chambers,
deposit backings and neutron source. Finally, new experiments have been
performed to measure the effect of neutron return from the environment. '
This document describes the main features of the measurement, including error
estimates. The final experimental value for the cross section will be reported
when the results of an international Cf source strength intercomparison are
available.

II. Experimental Procedure and Data Analysis
The present experiment was performed at the NBS 3rzCf Irradiation faclity
Two double **r U fission chambers* were symmetrically mounted, on a light
frame, on opposite sides of a •**"* Cf source. The "symmetric" placement of the
two chambers with respect to the source, makes the present measurement
independent of the exact position of the source and only dependent on the
distance between chambers. The advantage of this experimental arrangement,
(compensated geometry) is that it allows the distance between chambers to be
measured accurately with the tf*Cf source absent.
The experimental data were taken with the front face of each chamber facing
each other and also rotated by 180°. This rotation eliminates the need for
fission fragment mementum corrections and creates geometric symmetry for
neutron scattering in the fission chamber and in the fissionable deposit
backings. Distance measurements were performed before and after each
measurement.
The pulses from each, of the four chambers, after proper amplification
(charge-sensitive preamplifier and active filter shaping amplifier), were fed
simultaneously to two integral discriminators and to a multiplexer which



allowed the pulse-height distribution from each chamber to be displayed on a
multichannel pulse-height analyzer (PHA). The output of each discriminator was
fed to a printing sealer. The eight printing sealers were controlled by a
timer and recorded at preset intervals for analysis.
The raw data from each of the four fission chambers were computer analyzed.
This analysis entailed determining the ratio between the counts of the lower
and upper discriminators for each chamber and from this obtain an estimate of
the number of fission events present under the low energy tail i.e. the
extrapolation-to-zero. This allowed the calculation of the number of fission
events in each chamber. The extrapolated fission events, after proper
dead-time corrections, yielded a mean fission rate for each chamber. This is
the raw experimenal data from which an absolute fission rate can be obtained.

III. The Deposit Masses and Mass Fission Ratios
The four deposits used in the present experiment were selected from a number of
such deposits made at CBNM-Geel from tlfUF^ vacuum-evaporated by planetary
rotation on to polished stainless steel backings. All these are labeled with
the prefix 25A.

______ Thermal Fission Rate Ratios Corrected for ETZ, Dead-Time, Fission
Rate in Other Isotopes, and Neutron Absorption and Scattering (not corrected
for self-absorption of fragments within the deposit)

Mass Ratio
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Fission Rate Ratio

0.6556 + 0.05Ï

1.0336 + 0.05*

1.0032 + 0.05Ï

0.6111 * 0.05Ï

0.6310 + 0.05Ï

Deposit 25A-3-2 previously alpha - and fission-compared with deposit 25A-3-1
was employed to determine the mass ratios of the four deposits used in the
present experiment. This latter deposit was used in the re-evaluation of the
NBS *'rU standard fissionable deposit mass (25S-2-2) and then destructively
analyzed by IDMS. The standard deposit has been the subject of extensive
intercomparisons * and has an assigned mass of:

M(25S-2-2) - 216.14 ± O.SJ/fcgS

Furthermore, for the purpose of the present experiment the reference deposit
25A-3-2 was fission compared to 25S-2-2.
The fission ratios were obtained by placing pairs of deposits back-to-back in
an NBS fission chamber* and fission counting them in a beam from the NBS
Reactor thermal column. The fission counting was performed with essentially
the same equipment as that used with the **lCf source. The analysis of the
data follows along identical lines to those in the w*Cf fission counting. The
results of this analysis for the fission rate ratios are shown in Table I.

IV. Distance Measurements
The distance measurements consist of two separate determinations: a) the
measurement of the distance between the two fission chambers, and b) the
distance inside the fission chambers of the fissionable deposits with respect
to the face of the fission chambers themselves. Once the fissionable deposits
are mounted inside the chambers, a metallurgical microscope with an internal
vernier scale allows one to measure the distance between the top fissionable
deposit and the chamber face to better than 3x10"a cm. Since the average
distance between the two chamber faces is of the order of 10 cm, this
represents a percentage error of 6x10** in the flux density.
After the deposit distances were measured the chamber was closed and mounted on
a ring frame. A "dummy" source was then mounted in place of the *r*Cf source
and the chambers aligned mechanically using both distance and height gauges.
The ring frame containing the chambers was then rigidly mounted on an optical
bench which formed the base of a computer controlled digital cathetometer.
This optical instrument is capable of measuring the distance beween chambers to
better than 1 part in 10"a cm.
The distance measurements were performed before and after each run at the lf* Cf
irradiation facility to insure that no misalignment had occurred during the
course of the measurement. A typical measurement before and after an
irradiation yields for the average 93.170 ±_ 0.079 mm and 93.161 *_ 0.081 mm
respectively.
As the irradiations were performed with both chambers facing each other and
also rotated by 180*, after measuring the distances between chambers at the
conclusion of a run, the chambers were rotated 180* (this rotation was
mechanically designed into the ring holder) and the rotation verified by the
optical cathetometer prior to making new distance measurements. Lastly, a



322 series of measurements were performed on the chambers to Insure that the faces
of the chambers were parallel to each other. This was accomplished by
optically measuring at 3 mutually perpendicular positions (top and both sides
of the chamber) the respective distance between them.
V. The Fission Cross Section
If R denotes the experimental fission rate obtained in the fission chamber
from a given deposit, corrected for ET2, dead-time, fission rate in other
isotopes, neutron absorption and scattering, but not corrected for absorption
and scattering of fission fragments In the deposit itself, then the fully
corrected rate R is given by

R - R (1 + m«f)
where m Is the deposits mass thickness and f is a correction factor which
accounts for fission fragment absorption and scattering in the deposit. If one
further denotes by R , the fission rate from the ith deposit obtained from
measurements made at the thermal column and by R(c) , the fission rate from the
ith deposit in the californium field then the fully corrected fission rate, per
unit mass, obtained for the ith deposit in the *f* Cf field is given by

where M denotes the mass of the ith deposit and the suffixes r and s denote
the reference (or intermediate) deposit (25A-3-2) and the standard deposit
(25S-2-2) respectively.
The absolute value of the **" * Cf fission-spectrum-averaged *" U fission cross
section obtained from the ith deposit is then given by

<rt * Mi
where ̂ Di> is the average distance between the *rj Cf source and the ith
deposit, S Is the^^Cf source strength, N is Avogadro's number and A<-is the
atomic number of the ith fissionable deposit.
Thus, in order to obtain the desired cross-section, one needs to know;
a) The fission rate ratio between the reference deposit and each of the four
deposits and the fission ratio between the standard and reference deposits,
each of which are given in Table I, b) The mass of the standard deposit and
the fission fragment absorption and scattering corrections for the standard
deposit; c) The ̂ r*Cf source strength and the distance between the deposits and
the source.

VI. Fission Source Strength Calibration
The*r*Cf source (NS-100) used in the present experiment was calibrated in the
NBS Manganous Sulfate Bath Facility against the Internationally compared Ra-Be
photoneutron source NBS-1 . This source was last calibrated in 1961. The va).ue
obtained for this radium-beryllium (Y,n) natural neutron source agreed with
source strength calibrations carried out earlier and was assigned an
uncertainty of *_ 1.1$ based on a conservative propagation of systematic errors.
Source strength intercomparlsons undertaken with other laboratories agree to
much better than ̂  1$. If the propagation procedure for systematic errors
recommended by PTB, the German Standards Laboratory at Braunschweig, is applied
to the 1961 measurements, the total uncertainty for this determination would be
_* 0.5$. More recently, experiments completed in 1980 checked the neutron
emission rate of NBS-I against v , the average number of neutrons emitted per
fission for *ft Cf. Consistency with this quantity, which is known to ^ 0.2$,
is better than 0.5$. On the basis of this validation experiment, and the
agreement of source strength measurement capabilities at various laboratories,
the NBS continues to use the source strength value measured in 1961 but with an
uncertainty reduced to ̂  0.8$ (one standard deviation).
VII. Scattering Corrections
In order to determine the cross-section, it Is necessary to correct for the
scattering of the neutrons in the source capsule and in the fission chamber,
support structures, and deposit backings. Lastly, neutrons that scatter from
the walls of the NBS **"* Cf Irradiation Facility must also be accounted for.
Estimates of the five main scattering corrections and their corresponding
uncertainties are given In Table II.

Table II. Scattering Corrections
Fission Chamber
Deposit Backing
Source Capsule
Support Structures
Room Return
Net Scattering Correction

1.013
1.008
1.008
1.003
1.001
1.033

0.14$
0.06$
0.4 $
0.1 $
0.01$
0.44$



A resume of the corrections and errors Involved in the present measurement of
the fission cross section is given in Table III. References

Table III. Error Components in the Measurement of ̂ .(U235,X-f)

Fission Chamber Counts
Fissionable Deposit Mass
Cf Neutron Source Strength
Fission in Other Isotopes
Geometrical Measurements
Fissionable Deposit Separation
Deposit Diameter
Source Position

Correction

0.9973

1.0075
1 .001

Undetected Fission Fragments
Extrapolation to Zero Pulse Height 1.009
Absorption in Fissionable Deposit 1.0132
Neutron Scattering
Room Return
Source Capsule
Fission Chamber
Support Structures
Deposit Backing

TOTAL ERROR

0.9990
0.9921
0.9872
0.9970
0.9921

Percent Error in
Cross Section

1 0.3*i 0.1*
+ 0.1*

0.3*
0.2*

0.01*
0.1 *
0.14*
0.1*
0.06*
1.25*
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Abstract

Fluence determinations for 2.5, 5.0 and 14 MeV neutrons as performed in
standard laboratories have been compared. Two raetnoas of intercomparison
were used : One is based on the determination of a 7-rate ratio between
115m,.
51

In as induced by fast neutrons in an indium sample on one hand and
Cr from a calibrated source on the other hand and is used at all energies.

The second method is restricted to 14 - 15 MeV neutrons and is based on
measuring the Mb 7-activity induced in a niobium sample.
Results show that the uncertainty contribution from the transfer methods
does not essentially increase the overall uncertainty and that there is ge-
nerally consistency.

1 INTRODUCTION

International fast neutron fluence rate intercomparisons between standard-
izing laboratories (or the equivalent) of many countries are organized
under the auspices of CCEMRI/CIPM Section III. A first intercomparison took
place in the years 1973 - 1978 . A new series of intercomparisons consisting
of four branches is now under way as summarized in Table I.

Comité Consultatif pour les Etalons de Mesure des Rayonnements Ionisants/
Comité International des Poids et Mesures



TABLE I Summary of ongoing neutron fluence comparisons

transfer method

In(n,n') activ.
93Nb(n,2n) activ.

115In(n,7) activ.
U(n,f) fiss.chamb.

coordination

CBNM
NPL
NPL

AERE /NPL

neutron energy (MeV)
0.144 0.565 2.5 5.0

X X

X X
X X X X

14.8

X
X

X

In contrast to the earlier procedure the adopted four methods do not require
a scientist to accompany the transfer instrument. The two last mentioned
branches of the presently ongoing comparisons are performed sequentially
and are therefore not yet ended. The present paper describes the procedure
and the results for the two first mentioned branches which are performed in
parallel. This speeds up the procedure and helps to keep the intercomparison
blind.

2 TRANSFER METHODS

Both branches of fast neutron fluence rate intercomparisons presented here
are based on activation. Each participating laboratory was asked to produce
quasi-mono-energetic neutrons and to irradiate a provided sample. The

—2 —1neutron fluence rate < f > (cm s ) averaged over the sample volume and
over the irradiation time, and the resulting induced specific 7-activity
extrapolated to saturation A/S (s g ) had to be determined. Special care
was taken to keep the uncertainty contribution of A/S small such that the
consistency of the ratio

C = A / (S • < v> >) (g"'cm2)

TABLE II Relevant sample and decay data

1
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reaction

115T , ,NH5TIn(n,n ) In
93Nb(n,2n)92mNb

sample
dimension

(mm)

10 0 x 5
5 0 x 25

isotopic
abundance
(atom %)

95.7
100.0

half-life

(h)

4.486
243.6

7 -energy

(keV)

336
935

intensity

(%)

46
99

as obtained by different laborato-
ries reflects the consistency for
the determination of < f > . Evi-
dently, 7-activity determination
had not necessarily to occur on an
absolute scale, equal base for all
participants was sufficient. The
saturation factor S is given by

S = k-(l-exp(-X-T)) [2]
T being the irradiation time. Small
corrections (k) due to fluence-rate
variations during irradiation had
to be applied. The cross sections
for the involved activation
reactions In(n,n') In and
Nb(n,2n) mNb, are given in

Fig. 1. Table II summarizes other
relevant data. Due to the diffe-
rent half-lives involved, different ways to determine the specific 7-activity
(A) were followed :

n5T_,_ _,,115m_

FIG 1 Cross sections of
115In(n,n') and 93Nb(n,2n)

„2 .
The short half-life of In excluded 7-activity counting in the central
laboratory. 7-activity determination with Ge(Li)-detectors had to be per-
formed by each participating laboratory. However, to minimize uncertainties
in the efficiency calibration of the used Ge(Li)-detectors , the central la-
boratory (CBNM) provided Cr-sources. Their relative source strengths were
known with _+ 0.1 % accuracy. Cr has a sufficiently long half-life (27.70 d)
and emits a 320 keV 7-radiation, only 16 keV lower than that of mln.

1 33Efficiency extrapolation to 336 keV was performed using a Ba source which
delivers several 7-lines in the region of interest (276, 303, 356, 384 keV)
with known intensities. The metallic samples provided by CBNM were irradiated
typically at distances between 10 and 20 cm from the neutron source. Parti-
cipants used T(d,n) or D (d,n) -neutrons at 2.5 MeV, D (d,n) -neutrons at 5 MeV,
and T(d,n)-neutrons at 14.8 MeV. The applied fluences varied between

8 —2 9 —7l.l'lO cm and 5. 4' 10 cm . Irradiation times were generally 5 hours. In



1«C order to obtain the specific 7-activity at the end of irradiation the ob-
tained T-counting results had to be corrected for decay and divided by the
sample mass. More details can be found in Ref. 2.
2.2 93Nb(n.2n)92mNb

92m.,The relatively long half-life of Nb allowed ^-activity counting in a
central laboratory (NPL). The use of one common detector avoids the need for
each participating laboratory to set up its own calibrated detector and mi-
nimizes one possible source of random uncertainty. The samples provided by
the central laboratory were held in small Teflon holders in which they were
irradiated at distances of about 20 cm from the T(d,n)-neutron source. The
fluences varied between 1.5* 10 cm and 1.4-10 cm . Irradiation times were
generally between two and four hours, thus small compared to the ""Mb half-
life. The samples were sent back to NPL, generally arriving about six days
after activation, where the induced relative activity was measured in a well
type Ge(Li) detector at least twice over a period of about four days. The

137detector efficiency was checked using a Cs source and found to be con-
stant within +_ 0.4 %. More details can be found in Refs. 3,4.

3 PARTICIPATION AND FLUENCE DETERMINATION

In total 11 laboratories participated, although only three of them (CBNM
Geel, NPL Teddington and PTB Braunschweig) were able to participate at all
three energies. Details are given in Table III. If a laboratory was able to
participate at a given neutron energy, then the method to determine the
fluence rate is given by a two-letter-code :
PR Proton recoil counting. In all cases only proton recoils emitted inside

a certain forward cone were counted. With the exception of SSRL, all
laboratories used telescope counter devices. The standard n-p scatter-
ing cross section with an accuracy of ̂  0.9 to 1.0 % stems from phase
shift analysis work .

3 4AP Associated particle ( He or He) counting.
6LC Long counter . The shape of the efficiency curve is based on the zero-

degree yield and angular distributions of the neutron producing reac-
tion T(p,n) and on calculation. The absolute efficiency scale is based
on calibrations using radioactive neutron sources and was checked
with a proton recoil telescope.

27 24AL Al(n,i) activation. Absolute determination of the Na activity of
27aluminium foils. The standard Al(n,a) cross section (accuracy ̂ 0.6

was taken from a recent evaluation .
FE Fe(n,p) activation. Absolute determination of the Mn activity of •

iron foils. In the NPL work the standard Fe(n,p) cross section was
o

taken from a recent evaluation which quotes an accuracy of 0.6 %.
BARC used a value determined previously there.

TABLE III Participation

CBNM
BIPM
NPL
SSRL
PTB
ETL
VNIIM
IRK
NBS
IAE
BARC

(x)

Laboratory

Geel,
Sevres,
Teddington,
Studsvik,
Braunschweig
Tsuhuba,
Leningrad,
Vienna,
Washington,
Bei j ing,
Trombay,

indicates that

2.5 MeV 5.0 MeV 14.8 MeV 14.8 MeV
In(n.n') In(n.n') Nb(n,2n) In(n.n')

Belgium
France
U.K.
Sweden
,FR Germany
Japan
USSR
Austria
U.S.A.
PR China
India

PR
AP
LC
PR
PR
PR
AP
-
-
-
-

(2) PR (2)
(3)
(3) LC (3)
(2) PR (2)
(3) PR (3)
(11)
(2)

-
-
-
-

PR
AP
FE
-

PR

(1)
(1)
(2)

(1)
PR/APO)

-
AL
A?
AP
FE

(1)
(1)
(1)
(1)

PR
AP
FE
-

PR

(1)
(3)
(2)

(J)
PR/APOD
AP
-

AP
AP
FE

(4)

(1)
(1)
(7)

the measurement was performed x-times

RESULTS
H5TResults based on " In(n,n")-activation were adjusted for deviations from

the nominal energies 2.5, 5.0 and 14.8 MeV. This effect was essential only
for the results from VNIIM, which were obtained at 2.86 MeV instead of
2.50 MeV resulting in a (-2.1 + 1.0) % correction. The excitation function

93of the Nb(n,2n)-reaction is unusually flat over the relevant energy re-
gion between 14.1 and 14.8 MeV. Therefore, the effect appears unlikely to
exceed 1 % and results were not adjusted.



All involved uncertainties were interpreted as standard deviation and
combined quadratically. The short half-life of • In made it possible for
the participants to repeat their measurements and to check the reproducibi-
lity of their results. Table III indicates the number of measurements made.
Evidently, results from a given laboratory are correlated, not only for
results at a given energy, but also - to a lesser extent - for results at
different energies. When averaging, these correlations were taken into
account. Fig. 2 depicts the averaged results. Only the variation of the
results is relevant, not the absolute scale, because activity determinations
were not performed on an absolute scale. The central shaded portion of the
uncertainties indicates the contribution due to the fluence determination
only. Overall uncertainties vary typically between jf 1 and +_ 3 %, only two
results exceed the +_ 3 7, uncertainty level. Numerical values can be found
in Refs. 2,3. The reason for showing no 14 MeV results based on In(n,n')
will be discussed in Section 5. The results of SSRL at 2.5 and 5.0 MeV were
withdrawn. SSRL used a proton recoil device from another laboratory and,

103 -

097 -

103 -

097 -

103 -

097 -

2 5 MeV
In(n.n')

50 MeV
In(n n )

H MeV
Nb(n.2n)

Hg 2
RESULTS
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after the measurements were completed, they found a weakness in the con-
struction of this instrument which was not straightforward to correct for.

In case of the 14 MeV branch based on Nb(n,2n) Nb it was also
possible to obtain estimates of the neutron mean energy. The Teflon holder
as mentioned in Section 2.2 contained also a Zr-sample which was simulta-
neously activated. Mean neutron energies were obtained by analyzing the

89„
90
Zr/ mNb activity ratio, where the Zr activity stems from the reaction
Zr(n,2n). More details may be found in Refs. 3,4.

5 DISCUSSION
Obviously, the above described neutron fluence rate intercomparison is at
the same time a test of the transfer method. As may be seen from Fig. 2,
the uncertainty due to the transfer has not essentially increased the over-
all uncertainty. For 14 MeV results based on Nb(n,2n) the difference can
hardly be made visible.

At 2.5 MeV only the VNIIM value is inconsistent. This value, however,
has been obtained under conditions deviating in several aspects. While all
other results were obtained with neutrons of mean neutron energies very
near to 2.50 MeV and source-sample distances of at least 10 cm, this mea-
surement was performed with an extremely short source-sample distance of
* 3 cm and a mean neutron energy of 2.86 MeV. In addition, the T-counting
was not performed with a Ge(Li) detector but with a Nal(Tl) scintillator
and these measurements were made at a time when the Cr calibration source
had decayed, such that an interim Zn had to be used.

The results at 5.0 MeV are just consistent.
Concerning results at 14 MeV based on Nb(n,2n) six agree within their

estimated standard deviations. The two relatively high results (NBS and IA£)
are for 7-measurements made within a week of each other. No abnormal behav-
iour of the Ge(Li) detector was observed throughout the intercomparison and
therefore this coincidence is probably fortuitous. It is thought that the
IAE result was affected by adverse d-beam focusing conditions which resulted
in alpha particles produced in a part of the TiT target not being "seen" by
the surface-barrier detector. A second irradiation (not part of this inter-
comparison and without knowledge of the first result) made with tighter
collimation of the beam, gave a value more consistent with those of the



328 majority of the other participants. The result for BARC is thought to have
been significantly affected by lower-energy neutrons produced by scattering
from and reactions within the relatively massive water-cooled target mount.
The reported value is uncorrected for this effect.

Corrections for room-scattered and target-scattered neutrons of de-
graded energy are very important for results obtained at 14 MeV based on
In(n,n'). In activation such neutrons have an over-proportional effect, as
may be seen from the cross-section curve depicted in Fig. 2. Therefore, an
intercomparison at this neutron energy is not only a test of the applied
fluence determination method. It is, above all, a test of the cleanliness
of the 14 MeV source and the corresponding corrections. This fact lead to
withdrawals and remeasurements. Nevertheless, analysis of this effect on
equal base for all participants (sane set of nuclear input data, same me-
thod) is presently going on.
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Abstract

Among some important problems in the accurate determi-
nation of fluences of monoenergetic fast neutrons, the
interference of the 3He(d,p)a reaction in the associated a
particle counting for the d-T reaction is discussed in this
paper, which cannot be negligible in the accurate measure-
ments of fluences at neutron energies of 14 to 20 MeV.

There are some important problems in the accurate
determination of fluences of monoenergetic fast neutrons,
which include:
(1) Effect of non-parallel incident neutron beams on the
estimation of the effective volume in the recoil proton
proportional counter.
(2) Energy dependence of the W value for protons in CH,,
and/or Ha gases below several hundred keV.

(3) Accuracy in the determination of hydrogen content in
the polyethylene radiators used for the telescope.3)



(4) Contribution of the secondary neutrons produced in the
target backing (Cu) and Ti to the d-T neutron field in the
range of 14 to 20 MeV.4)

(5) Possible interference of the 3He(d,p)a reaction in the
associated a particle counting for the d-T reaction.

Among these problems/ present paper deals only with the
last problem No. 5.

The accumulation of 3He in the TiT target occurs due
to ß-decay of 3H with its half-life of 12. 3y. The amount of
'He increases by about 5% per year. The a particles from
the d-3He reaction occurring in the TiT target should be
taken into account in the fluence determination by the
associated a counting method. This is because the a
particles from the d-3He reaction have nearly the same
energy as those from d-T reaction, and therefore it is
difficult to distinguish between them.

The contribution of d-3He reaction may be assessed by
measuring directly the high energy protons emitted outside
from the TiT target with either the CR-39 track detector or
the Csl scintillation detector (used as the E-counter in our
telescope) . Our measurements were made at an angle of 0° to
the incident deuteron beams in the energy range of 0.33- to
3.3- MeV of deuterons. The TiT target used was manufactured
on January, 1983 by Amer sham International and therefore
from the half -life, about 10% of 3H was estimated to be

transformed to 3He. The target backing is 0.3 mm thick
copper plate.

Figure 1 shows the pulse height distributions of the
d+3He protons measured with the Csl scintillation detector.
From such measurements we have obtained the ratio of fluen-
ces of protons to that of neutrons, designated by $ /<t>_f at
the incident deuteron energies of 0.33 to 3.3 MeV. In this
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Fig. 1: Pulse height spectrum of d+3He protons emitted

outside from TiT target, as measured with the Csl
scintillator at an angle of 0" to incident deuteron
beams of energies from 0,59 to 3.25 MeV. Proton energy
is the kinetic energy of protons produced by 'He(d,p)a
reaction.



33Q case we used the recoil proton telescope for the determi-
nation of neutron fluences <f . The table shows the result
of the experiments.

Table: Results of measurements of d+!He proton and
d+T neutron fluences at angle of 0° to incident deuteron beam

Incident deuteron
energy
(MeV)

0.33
0.59
1.18
1.87
2.56
3.25

d+3He proton
fluence itP
(p-sr~'/PLO*

8.8 x 10'**
2.60 x 10s
2.55 x 103
2.28 x 10'
1.81 x 10s
9.5 xlO 2

d+T neutron
fluence *n
(n-sr"'/PLC)*

2.91 x 10»
2.99 x 10"
2.92 x 10»
2.65 x 10»
1.87 x 10»
9.65 x 103

Ratio * /*n
(*)

0.3
9.0
8.7
8.6
9.6
9.8

* These units designate neutron or proton fluences per one count of the polyethylene
long counter.

** This value was obtained with the CR-39 track detector.
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Fig. 2: 0° differential cross sections of T(d,n)o
and 'He(d,p)a reactions for deuteron energy in the
laboratory system. The data of T(d,n)a and 3He(d,p)a
reaction cross sections are based on Ref. (5) and (6)
respectively.

We obtained the following conclusions from the above
experiments;
(1) Contribution of a particles from the 3He(d,p)a reaction
is about 0.3% at the neutron energy of 15.2 MeV for our TiT
target which was 2 years old.
(2) The contribution increases at neutron energies higher
than 15.8 MeV (neutron energy of 15.8 MeV corresponds to the
deuteron energy of 0.5 MeV), and it was found to be 8 ~ 10%
at these energies.

These conclusions seem to be consistent with the shape
of the curves of the reaction cross section for deuteron
energy. As shown in Fig. 2, the reaction cross section of
the d-T reaction has its maximum at the deuteron energy of
approximately 110 keV and is two orders of magnitude larger
than that of the d-3He reaction in the lower deuteron energy
region. But, in the deuteron energy region above 400 keV,
the both reactions have nearly the same values of the cross
sections.
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Fig. 3: Calculated result of the ratio * /* as a function

of incident deuteron energy in three different cases
of JH and 'He depth-distributions in TiT layer having a
thickness of 430 yg-cm"2. Solid curve is Case 1 where
uniform depth-distribution in TiT is assumed, dotted
curve is Case 2 where concentrations of 3H and 3He in
first half layer are half of those in second half
layer, and broken curve is Case 3 where 3H and 'He are
present only in second half layer.

Finally, we'd like to point out the possibility of
determining the 3H depth-distribution in the TiT target from
the measurements of the ratio of fluences of protons to that

331 o± neutrons (<t>p/<l>n) • The 3H depth-distribution in the TiT

layer is important in the evaluation of the mean neutron
energy around 14 ~ 15 MeV. Figure 3 shows that the dependen-
cy of this ratio upon the incident deuteron energy is
sensitive to the 3H- and 3He- depth distributions in TiT
layer in the deuteron energy range below 1 MeV.

Further measurements at lower deuteron energies are now
in progress.

Acknowledgements: The authors wish to express their thanks
to Mr. S. Yasubuchi, Nagase-Landauer Ltd. for measuring
tracks of the CR-39, and to Dr. M. Yamashita to his kind
criticism on this manuscript.
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332 MEASUREMENT OF THE NBS BLACK NEUTRON DETECTOR
EFFICIENCY AT 2.3 MeV
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Abstract

The absolute efficiency of the National Bureau of Standards
(NBS) Black Neutron Detector at 2.3 MeV has been measured using
the time-correlated associated particle method. Until recently,
the NBS Black Neutron Detector had been utilized only in the
limited energy range of 0.2 to 1.2 MeV, where the efficiency deter-
mination from Monte Carlo calculations has been verified by experi-
ment. A result for the measured Black Neutron Detector efficiency
at 2.3 MeV has been obtained with an experimental uncertainty of
about ±1% and agrees well with the Monte Carlo calculated value.
The measurement extends the usefulness of the Black Neutron Detector
as an absolute neutron flux monitor to the higher energy region.

1. Introduction

A Black Neutron Detector (a large plastic scintillator
described in section 3), originally developed by W. P. Poenitz [1]
and further developed at the National Bureau of Standards (NBS) by
G. P. Lamaze and M. M. Meier, [2] has been utilized rather
extensively as an absolute neutron flux monitor in the energy range
of 0.2 to 1.2 MeV [3-6]. The high efficiency, peaked pulse height

and fast response make the Black Detector amenable to many different
experimental conditions. The Black Detector efficiency is
determined with a Monte Carlo calculation of neutron multiple
scattering in the scintillator. The accuracy of the efficiency
determination has been verified experimentally at several energies
below 900 keV with the use of the T(p,n)3He source reaction and the
time-correlated associated-particle method [7]. Recently, absolute
neutron flux measurements with the Black Detector have been required
in the neutron energy range up to 3.0 MeV. An efficiency measure-
ment at 2.3 MeV has been carried out as a check on the Monte Carlo
efficiency calculation at these higher neutron energies. The
measurement utilizes the time-correlated coincidence method along
with the D(d,n)3He source reaction. The details of the efficiency
measurement at 2.3 MeV and the results are presented.

2. Experimental setup

The time-correlated associated-particle method is a recognized
technique for measuring the absolute efficiency of active neutron
detectors. The primary advantage of this method is its independence
of factors involving the experimental geometry and the neutron
background which usually contribute to the efficiency measurement.
The only requirement is that the active portion of the neutron
detector totally subtend the time-correlated neutron cone.

The experimental geometry used for the measurement of the Black
Detector efficiency at 2.3 MeV is shown in Fig. 1. A continuous
500-keV molecular deuteron beam is incident on a thick titanium-
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0.3 mm x 1 mm
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Black NeutronDetector

Fig. 1. The experimental geometry used for the measurement of the
Black Neutron detector efficiency at 2.3 MeV.

deuteride (TiO) target. The deuteron beam is collimated to a 3-mm x
3-mm beam spot with an effective incident energy of 250 keV. The
TiD target is oriented at 17' with respect to the beam axis and the
associated particles from the D(d,n)3He source reaction are detected
at the forward angle of 45° with a silicon surface-barrier detector.
The associated 3He particles are collimated into a 4° cone with the
resulting neutron cone located at an angle of 123° and having
approximately a 20° full spread. The relatively large neutron cone
is a result of the reaction kinematics and the range of deuteron
energies obtained from stopping the 250-keV beam in the target. The

333 neutron cone is also shown subtending the reentrant hole of the
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Fig. 2. The pulse-height spectrum obtained with a s i l i con surface-
barrier detector behind a 0.23-mg/cm2 aluminized-mylar
foil. The window indicates the portion of the associated-
particle spectrum used to measure the 3He particle yield.

Black Detector. A thin 0.23-mg/cm2 aluminized-mylar foil is

positioned in front of the associated-particle detector to reduce

the high scattered deuteron rate in the surface-barrier detector.

3. Associated particle measurement

A typical associated-particle spectrum obtained from the

silicon surface barrier detector used in this setup is shown in Fig. 2.



334 The triton peak from the competing D(d,p)T reaction is also
observed. The proton events resulting from this reaction are at a
higher energy and are not shown. The low energy pileup edge of the
scattered deuteron contribution overlaps a portion of the 3He
associated-particle events, however, a window can be easily selected
above the pileup edge and sufficiently below the triton peak that
w i l l allow the 3He events to be counted with a minimum background
contribution. With approximately 1 pA of deuteron beam applied at
the target along with ice water cooling, the target yield and
associated-particle spectrum are stable for several hours.

The background contribution within the selected window of the
associated particle spectrum is obtained from a separate measurement
with an aluminized-mylar foil thick enough to eliminate the 3He
contribution without significantly altering the shape and position
of the triton peak. The background contributions are from neutron
interactions in the silicon surface-barrier detector and from the
extended tail of the triton peak. This background correction is
indicated in Table 1 as Kg.

4. Black Detector calibration at 2.3 MeV
The Black Detector is operated in coincidence with the

associated-particle events falling within the selected pulse-height
window. Since a one to one correspondence exists between the 3He
associated-particle events and the neutrons incident on the Black
Detector, the efficiency is simply the ratio of coincidence events
to associated-particle events. Corrections to the coincidence rate
were applied for neutron attenuation due to outscattering in the

Table 1
Summary of quantities that contribute to the measured Black
Detector efficiency at 2.3 MeV.

Quantity

Ratio of coincidence

3He,n /K w \
" 'He \K n K B / /

Value

0.699

Uncertainty

(*)

0.6
to associated particle
events 3He,n

Correction for time-correlated
neutrons extending beyond the
uniformly sensitive region of
the Black Detector K. .

1.005 0.5

Correction for time-correlated 0.933 0.6
neutrons scattered from the
beam K

Correction for background 0.991 0.6
in associated particle
singles Kß

Black Detector measured
efficiency e at a 30% bias

0.760 1.2

Neutron energy 2.29 MeV 0.015 MeV

Black Detector calculated 0.762
efficiency e' at a 30% bias
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target backing and for neutron events extending beyond the uniformly
sensitive region of the Black Detector (discussed in section 5).
The incident neutron energy is determined from the kinematical
relationships for the D(d,n)3He reaction.

The face of the Black Detector was positioned 6.9 cm from the
neutron source and aligned with the centroid of the time-correlated
neutron cone. This detector consists of a large NellO plastic
scintillator, 12.7 cm in diameter and 17.78-cm long, mounted on a
RCA 8854 photomultiplier tube. The front face of the detector
contains a reentrant hole 5.08 cm in diameter and 2.54-cm deep. The
reentrant hole was sufficiently large to subtend most of the time-
correlated neutron cone.

The data was acquired for the Black Detector in a 2-parameter
format by obtaining timing and pulse-height information
simultaneously. The time distribution between the associated
charged particle and neutron events in the Black Detector is shown
in Fig. 3. The selected time windows for counting "coincidence"
and "off-coincidence" (accidental) events are indicated. As a
result of the low rates used, the number of lost time-correlated
coincidence events due to uncorrelated stops in the time analyzer
(TAC) was negligible. Shown in Fig. 4 is the Black Detector pulse
height distribution obtained for events collected within the
"coincidence" time window. The shape of the measured pulse-height
distribution is in reasonable agreement with the distribution
produced from the Monte Carlo calculation which is shown as the
solid curve. The coincidence yield in the Black Detector is
obtained from an integration of the counts above a bias that is 30%

2,000
9>Ccra

c38 1,000

Fig. 3.

200 250
Channel

Coincidence Window

——I——————
3 nsec/Channel

300

Off-Coincidence
Window

The time distribution between the associated particles and
the neutron events in the Black Detector taken for a 2-
psec range. The "coincidence" and "off-coincidence"
windows are indicated

of the pulse-height peak position. Also recorded simultaneously is

the sealer sum of associated particles detected within the

designated pulse-height window. Typical detector rates are 1-3

counts per second in the associated-particle detector and 3,000

counts per second in the Black Detector.
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Fig. 4. The Black Neutron Detector pulse-height spectrum taken at
a neutron energy of 2.3 MeV. The curve is a Monte Carlo
calculated pulse-height distribution. The efficiency
determination is based on the integrated sum of the
counts taken above a bias of 30% of the peak position.

5. Results

A summary of the results of the Black Detector efficiency
determination at 2.3 MeV is given in Table 1. Presented is the
experimental' result and a list of the corrections applied with the
corresponding uncertainties. The correction for time-correlated
neutrons removed from the neutron cone (K ) was due to elastic and
non-elastic scattering in the target backing material. Since the
elastic scattering at 2.3 MeV is peaked in the forward direction, a

significant fraction of the scattered events are detected by the
Slack Detector. These neutrons have energies near the primary
energy and remain in coincidence with corresponding associated
particles and therefore are included in the efficiency measurement.
A correction is also applied for neutrons associated with the time-
correlated neutron cone that are incident on the Black Detector and
beyond the uniformly sensitive region of the detector (Kw). This
correction includes the effect of the additional spreading of the
neutron cone due to multiple scattering of the 3He associated
particles.

The Black Detector is designed to accept a collimated neutron
beam incident within the 5.08 cm diameter reentrant channel.
Neutrons incident on the detector beyond this region are not
necessarily processed by the detector in a manner consistent with
the multiple scattering model of the Monte Carlo calculation. This
consideration is particularly important in determining the Slack
Detector response to the elastically scattered neutrons that may be
incident anywhere on the detector face. The probability of
detecting neutrons incident outside of the uniformly sensitive
region of the Black Detector is based on the path length in the
scintillator. This approach is illustrated in Fig. 5.
Consideration of the angular distribution of the elastically
scattered neutrons and the sensitivity of the Black Detector across
the detector face allows the correction for neutrons removed from
the neutron cone (Kn) to be determined.

The Black Detector efficiency at 2.3 MeV has been determined to
be 0.760±1.25>.. This value is in good agreement with the Monte Carlo
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Correlated Neutron Cone

Elastically ScatteredNeutrons Kn
Fig. 5. An illustration of the Black Detector sensitivity across

the face of the detector and particularly beyond the
region of the reentrant channel. Also, shown in relation
to the detector sensitivity is the profile of the time-
correlated neutron cone. 8j and S2 are the angles
subtended by the reentrant hole and the Black Detector,
respectively.
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calculated efficiency of 0.762. The measured and calculated
efficiencies are determined for a bias that is 30% of the pulse-
height peak position.

6. Summary
A measurement of the Black Neutron Detector ef f ic iency at 2.3

MeV has been carried out using the time-correlated associated-

particle method and the D(d,n)3He source reaction. The eff ic iency

is determined from the measurement of the ratio of time-correlated

coincidence events to associated-part icle singles. The measured

eff ic iency is in good agreement with the calculated value. The

calculated efficiency curves can now be uti l ized in the higher

energy range wi th confidence.
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Abstract
The neutron measurements carried out at the Bureau Internattonal des
Poids et Mesures can be summarized as follows: measurement of the
emission rate of neutron sources with the manganese bath method,
measurement of neutron fluence rate (2.5 MeV and 14.65 MeV) with the
associated particle method, study of ionization chambers as reference
and transfer instruments for International comparisons of kerma
measurements, and calibration of the BIPM (d+T) neutron field in
terms of tissue kerma in free air.

1. Introduction

The Bureau International des Poids et Mesures (BIPM) is a coordinating
centre for national laboratories working in the field of metrology.
One of its principal tasks is to organize periodically international
comparisons in view of achieving uniformity on a world-wide scale and
a long-term basis.

The research work carried out at BIFM by the neutron measurement group
concerned firstly the measurement of the emission rate of neutron sources
with the manganese bath method and the measurement of neutron fluence rate
(2.50 MeV and 14.65 MeV) with the associated particle method. In recent
years, the orientation of the neutron standards program has been shifting
from neutron fluence measurements to include dosimetric quantities
as well [l].

2. Measurement of the emission rate of neutron sources
The BIPM has installed a laboratory for measuring neutron sources and

started by using the manganese sulphate bath method. A sphere of 1.0 m in
diameter containing the MnSO^ solution, was used to determine the emission
rate of the (a.n)-type neutron sources and a sphere of 0.50 m in diameter
was used for the (Y>n)-type neutron sources.

Thanks to the development of a technique for measuring the (y,n)-type
sources by circulation of the MnSO^ solution, the BIPM has been able
to determine experimentally the ratio of thermal neutron absorption
cross sections for hydrogen and manganese (aH/°Mn) *TOm measurements made
with various chemical concentrations of MnSO^ solution. The ratio OH/OĴ ,
is currently obtained with a standard deviation of 0.3 % [2], instead of

the value of 1 % quoted previously in the literature by using the
separated cross sections of cfy and ô n.

At present, the activity of the MnSOt solutions and the emission rates
of the (a,n)-type and (Y.n)-type neutron sources are determined with an
accuracy of 0.1 %, 1 % and 0.4 %, respectively.

3. Neutron fluence rate measurements

The BIPM has at its disposal two calibrated monoenergetic neutron
beams: 2.5 MeV neutrons produced by the 2H(d,n)3He reaction and 14.65 MeV
neutrons produced by the 3H(d,n)'*He reaction. The deuterons are
accelerated by a SAMES type electrostatic generator with a maximum energy
of 150 keV. The absolute measurement of the neutron fluence rates is made
using the associated particle method [3]. The present accuracy of
measurements is 1.5 % (standard deviation).

- 0.031 ±0.005

(1.058 ±0.020)107

.(1.OS310.01SI107

Fig. 1 - Measurement of neutron fluence. J • silicon surface barrier
detector; P » stilbene scintillator; A « amplifier;

PSD » pulse shape neutron-gamma discriminator; SCA • single channel
analyser; MCA - multichannel analyser; COINC « neutron- He coincidence
system; N̂ g. Nn, N„ and NC - numbers of counts for 3He (single channel),
neutrons, gamma rays and neutron-3He coincidence, respectively;
RHe " NHe/'NHet:» the ratio °* the partial 3He counting (corresponding tothat from single-channel analyser) to the total 3He counting;
e - efficiency of the stilbene scintillator; f » correction factor taking
into account neutron scattering, geometry effect, anisotropy and secondary
neutron source, etc.; Qn, Q^g " solid angles for stilbene scintillator
and silicon detector, respectively; kHe, ^ - solid angle transformation
factors from the centre-of-mass to laboratory system for 3He and neutrons,
respectively; $_ ™ fluence measured by the stilbene scintillator;
*^- fluence measured by the silicon detector (with the solid angle
subtended by the stilbene scintillator as a reference). The numerical
values given in the figure are obtained for a measuring time of 12 000 s.
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An example of research work carried out at BIPM in view of improving
the accuracy of neutron fluence rate measurements is given below.
It concerns the measurement of 2.5 MeV neutrons.

In addition to the associated particle method, a stilbene scintillator
with a neutron-gamma discrimination system, based on pulse shape, is also
used to measure the neutron fluence rate directly; the efficiency of this
neutron detector is determined using the coincidences between the neutrons
and the associated particles. The experimental set-up and the method of
evaluation are indicated on figure 1.

The results of an intercomparison between these two methods show a
very good agreement, so that Increased confidence has been obtained for
the absolute associated particle counting. Nevertheless, it should be
pointed out that the measurement made with the stilbene scintillator is
not a completely independent method and that the precision obtained is
limited by the determination of the correction factor, f, specially due
to the uncertainty in the evaluation of the scattered neutron and the
gamma-ray contributions.

4. Neutron dosimetry measurements

In the area of neutron dosimetry, the principal activity consists,
on the one hand, of the study of ionization chambers as reference and
transfer instruments for the coming international comparison of kerma
measurements and, on the other hand, of the calibration of the BIPM (d+T)
neutron field in terms of tissue kerraa in free air [4].

a) Study of ionization chambers

At the request of Section III (Mesures neutroniques) of the Comité
Consultatif pour les Etalons de Mesure des Rayonnements Ionisants
(CCEMRI), BIPM has carefully studied several types of ionization chamber
and has identified a suitable tissue-equivalent (TE) ionization chamber
(Exradin T2 type), and a suitable "neutron-insensitive" Mg/Ar ionization
chamber (Exradin MG2 type) for separating out the gamma-ray component.
The goal is for BIPM to provide an equipment capable of retaining
a calibration over a long period of time and to organize the coming
international comparison of kerma measurements by circulating some of
these instruments.

b) Measurement of tissue kerma in free air at 14.65 MeV
For the BIPM (d+T) neutron field, the tissue kerma in free air,

measured at 14.65 MeV with a TE ionization chamber (Exradin T2 type) and
a GM counter (ZP1311 type), is compared to the kerma calculated from the
measured fluence and using the Caswell-Coyne-Randolph kerma factors [s].

For the ionization chamber method [6,7], the neutron tissue kerma, K«,
and photon tissue kerma, Kg, in the mixed field, are treasured at the
reference point situated at a distance of 30 cm from the target and are

normalized to a neutron fluence of 105 cm"2 which is chosen as one unit of
monitor (u.m.). The results obtained are [4j

KN - (6.670 ± 0.370) 10~6 Gy/u.m. ,

KG - (0.071 ± 0.010) 10~6 Gy/u.m. ,
KG - (1.05 ± 0.15) 10"2 .

The fraction of photon component is only about 1 % of the total kerma in
the BIPM (d+T) neutron field.

By applying a fluence-to-kerma conversion factor of
6.726'IQ""*1 Gy/cm~2 (with a relative uncertainty of 3 %) taken from
Caswell et al. [s], the value of KN corresponding to a measured fluence of
10s cm~2, for 14.65 MeV neutrons, is calculated

KN = (6.726 ± 0.220) 10~6 Gy/u.m. ,

so that there is a good agreement between the two independent methods
(ionization chamber and fluence). A difference of only 0.8 % has been
observed.
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Abstract

Correction factors and the associated uncertainties have been
deduced for fluence determinations with a proton recoil
telescope (PRT). A Monte Carlo code taking into account the
properties of the deuteron beam, the deuterium gas target and
the telescope was used. The results are given for two neutron
energies of 6 MeV and 14 MeV. The main contributions of
uncertainties come from the H(n,n)H cross section and the
hydrogen content of the radiator. Other significant experimental
u n c e r t a i n t i e s can be reduced. The analyses shows that an
uncertainty of 2 % (standard deviation) can be obtained in
fluence measurements.

1 . In t roduct ion

The proton recoil telescope (PRT) (Los Alamos type) has been a
standard instrument for fluence measurements of fast neutrons
since it was first conceived by Same, Haddad et al. in 1957.
Cross section measurements were quite frequently based on fluenie
determination with a PRT. The significance of the instrument
became especially apparent in recent international
in tercompar i sons of fluence measurements for monoenergetic fast

2-4 )neutrons as also discussed at this meeting. The response of
a PRT has been compared to associated charged particle

C £ Ï

counting ' several times to establish the reliability.
Generally good agreement was found within the uncertainties for
either method. But no reduction of the uncertainties of the PRT

could be achieved in these measurements. It consequently appeared
worthwhile to carry out a more careful study of the properties of
a PRT including a detailed analysis of the uncertainties.

2. The Monte Carlo simulation

The PRT described here consists of a solid radiator of hydrogen-
containing material (tristearate or polyethylene), two
proportional counters and a surface barrier detector for the
spectroscopy of the recoil protons (fig. I). This instrument was
used for neutron fluence measurements from 6 to 14 MeV in
connection with a deuterium gas target. As the geometry of the
experimental situation could not easily be analyzed with the

E 0

Sketch of the proton recoil telescope. Background measurements are
carried out by turning the radiator assembly (B) through 180

A » Gas target
Radiator and radiator backing
Proportional counter

Defining aperture
S i l i c o'n detector



application of existing efficiency tables, a detailed study
became necessary. A Monte Carlo code (SINENA) was written to
give a full simulation of the experimental arrangement. It takes
into account the following effects
- the spatial extension of the accelerated deuteron beam
- the energy distribution of the deuteron beam
- the mean energy loss and angular and energy straggling of the

deuterons in the entrance foil of the gas target
- the energy loss of the individual deuteron in the deuterium gas

before the reaction takes place
- the angular distribution of the neutrons from the target
- the attenuation of the neutrons in the walls of the gas cell,

the walls of the PRT and the backing of the solid radiator
- the inscattering of neutrons from the material of the gas cell

and the radiator backing
- the angular distribution of the recoil protons
- the energy loss and straggling of protons within the radiator

of the PRT
- the energy loss of the protons in the counting gas of the pro-

portional counters of the PRT
- the interaction (energy loss, in and ou t scat t er ing) of the re-

coil protons with the wires of the proportional counters and
the partial transparency of the defining apertures in the PRT.

3 . Result s

Several test calculations were performed to establish the relia-
bility of the code. The values of the response given in the
tables by Bame were reproduced with appropriate simplifica-
tions in the input data. In addition, effects implemented in the
Monte Carlo code were individually compared with analytical
calculations. The results ascertain that the simulation of the

8 )experiment with the Monte Carlo method is adequate
On the other hand, experimental confirmation was sought in
different measurements. The influence of the neutron production

including the construction of the gas cell and the properties of
3 9 )the reaction D(d,n) He were investigated separately . The

results were in good agreement with the calculations and a suffi-
ciently realistic and accurate description of the target can be
assumed.
Fluence measurements were performed at neutron energies of
6.06 MeV and 13.76 MeV corresponding to a mean deuteron energy in
the gas target of 2.79 MeV and 10.71 MeV. The experimental
situation is characterized in table 1:

Table 1
Deuteron energy of the cyclotron beam: 3.31 MeV 1 1 . 0 6 MeV
O of intensity distribution (X Plane): 1 mm 1 mm
a of intensity distribution (Y Plane): 1 mm 1 mm
Beam divergence: 0.3 0.3
Length of target cell: 30 mm 30 mm
Diameter of target cell: 1 1 mm 1 1 mm
Thickness of target housing: 0.2 mm 0.2 mm
Thickness of entrance foil (Mo): 5.5 urn 5.5 urn
Thickness of beam stop (Au): 0.5 mm 0.5 mm
Deuterium gas pressure at 20°C: I. 1 0 - 1 0 Pa 1 . 1 0 - 1 0 Pa
Mean deuteron energy inside the target: 2.790 MeV 10.714 MeV
Mean neutron energy at 0°: 6.055 MeV 13.759 MeV
a of energy straggling distribution: 19.6 keV 19.6 keV
0 of angular straggling distribution: 2.36° 0.62°
Distance target-radiator: 240.9 mm 140.9 mm
Thickness of PRT entrance window (Al): 0.5 mm 0.5 mm
Thickness of radiator backing (Ta): 0.5 mm 0.5 mm

2 ?Mass per area of radiator: 10.085 mg/cm 10.085 mg/cnr
Radius of radiator: 13.99 mm 13.99 mm
Diameter of anode wires (W): 100 urn 100 urn
Distance radiator-defining aperture: 85.0 mm 85.0 mm
Radius of defining aperture: 10.48 mm 10.48 mm
Thickness of defining aperture disk(Ta): 1.0 mm 1.0 mm

Parameters of the deuteron beam the gas target and the PRT.
(a is the variance of an assumed Gaussian distribution)
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Comparison between experimental PRT spectrum and Monte Carlo
simulation using a deuterium gas target and a deuteron beam
energy of 11.06 MeV.

0 1.0 5.0 MeV 7.0

Comparison between experimental PRT spectrum and Monte Carlo
calculation using a deuterium gas target and a deuteron beam
energy of 3.3! MeV.

The spectral recoil proton distributions as measured with a
silicon surface barrier detector are given in fig. 2 for the
neutron energy of 13.76 MeV and in fig. 3 for 6.06 MeV. The
background resulting from the neutrons produced in the entrance
foil of the gas target and in the beam stop and the recoil
protons of the radiator backing was subtracted (the radiator
including backing turned 180 and the gas removed from the gas
cell). The spectral distributions as calculated with the Monte
Carlo code are also shown. The considerable discrepancies in the
spectral distributions at low energies are caused by the "break-up"
reaction D(d,np)D which was not considered in the calculation. Above
this energy the measurement is quite well described. The proton
events above the monoenergetic peak come from pile-up effects, as
could be verified experimentally. The region adiac e n t to the peak at
lower energies shows a difference between the c a l c u l a t i o n and the
experiment.lt is not explained by the calculation and contributes to
the overall uncertainty.

4. Correction factors and uncertainties

In the course of the Monte Carlo calculation different effects
are treated separately, so that their influences can be given
quantitatively. The resulting correction factors for the fluence
determination at the positon of the radiator as given by the
monoenergetic proton recoil peak are listed in table 2. These
factors correspond to the data given in table 1, considering only
the distance of 240.9 mm between gas target and radiator. Dead-
time and pile-up corrections must also be applied.



Table 2 E - 6 MeV E - 14 MeVn n

Neutron attenuation in the radiator I.016 1.013
backing and the outer skin of the
telescope
Proton angular straggling in the radiator 1.004 1.002
Proton interaction with the defining 0.999 0.999
aperture in front of the detector
Proton interaction with the anode 1.010 1.013
wires of the proportional counters
Efficiency of the silicon detector 1.000 1.004
Undefined events in the "foot" region 0.995 0.992

A typical set of correction factors for neutron fluence
determination at the position of the radiator

The uncertainties connected with the different effects are given
in table 3.

Many effects have small uncertainties. The main contributions
come from the total cross section and the angular cross section
of the reaction H(n,n)H, the hydrogen content of the radiator,
differences in the experimental and simulated spectral recoil
proton distributions adjacent to the peak and counting
statistics. The attempt to treat the target and the telescope in
separate calculations failed, as this led to a deviation of the
response values of the PRT of about I % when taking the
parameters of table 1. This problem could be avoided by taking
large distances, but the resulting poor counting statistics would
outweigh any improvement.

Table 3

Properties of the neutron source
D(d,n) He (angular source strength)
Determination and reproducibility of
the mean neutron energy at the
position of the radiator
Systematic uncertainties of the length
measurements
Distance radiator to neutron source
Neutron fluence attenuation by the
radiator backing
The total H(n,p)n cross section
Angular cross section of the reaction
H(n,p)n*
Total number of protons in the radiatorA*determined by mass
Determination of the mass per area of
protons (diameter of the radiator)
Angular straggling of protons inside
the radiator
Internal geometry of the telescope
including scattering by aperture and
anode wires
Efficiency of the silicon detector
discrimination between the "peak"
and the "foot" of proton recoil spectra
Difference between calculations and
experimental results in respect to
the "foot" region of the proton
recoil spectra
Deadline and pile-up effects
Statistical uncertainties of the
experimental data

• 6 MeV E - 14 MeVn
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List of uncertainties (standard deviations) for neutron fluence
determination
A According to IAEA Techn. Rep. Sev. Ho. 227 and réf. 8
AA Chemical analysis commissioned by CBNM, Geel



5. Conclusion

In the reduction of uncertainties at PRT fluence measurements, a
complete simulation of the experimental situation is necessary,
including the p a r t i c l e beam, the target and the PRT. The Monte
Carlo calculation gives correction factors and uncertainties
which result in a typical overall uncertainty of 2 7, (standard
deviation). Although several effects and correlated uncertainties
can be applied generally, individual calculations of the response
of the PRT are necessary for each target, geometry and neutron
energy. Examples have been given in this article. Further
calculations will be carried out for solid targets and the
neutron energy range from ! MeV to 20 MeV. We intend to give
lists of response values for the experimental situations most
frequently met with.
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FLUX MEASUREMENT TECHNIQUES
FOR WHITE NEUTRON SOURCES
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Abstract
Techniques for measuring the neutron spectra emitted by pulsed "white"

neutron sources in the energy region fro« thermal to 20 MeV are reviewed.
Developments since the 1977 Symposium on Neutron Standards and Applications are
emphasized. Neutron detection systems are discussed under two classifications:
detectors with a flat response to neutron energy, and detectors which rely for
their operation on standard neutron cross-sections.

1. INTRODUCTION

White spectrum neutron sources are, by optical analogy, sources which emit
neutrons with energies distributed continuously across a broad range. They can
be provided by nuclear reactors or charged particle accelerators and are used
extensively to measure microscopic neutron cross-sections from thermal energies
to several tens of MeV.

In a cross-section measurement, a sample of material is placed in a beam of
neutrons from the source and the rate of occurrence of a particular reaction is
observed. In the idealized case of a thin sample and the detection of every
reaction, the recorded count rate C(E) at neutron energy E will be given by,

C(E) - 0(E)nar(E),
0(E) being the incident neutron flux, n the number of nuclei per unit area
normal to the beam, and ar(E) the neutron reaction cross-section. The
determination of the neutron flux is clearly of central importance in a
cross-section measurement and it is often the largest source of error when high
accuracy is sought. The role of the standard cross-section in nuclear data
measurements is that it eliminates the difficult task of measuring the flux
directly. This is done by replacing the sample with one containing a nuclide
whose cross-section is a reference standard for the reaction being studied and
repeating the measurement.

The present paper discusses techniques which are available on white sources
for determining neutron flux in the energy range thermal to 20 MeV. Apart from
some comments on the measurement of background, the general problems of white
source neutron spectrometry will not be considered, and the discussion will

concentrate on neutron detection techniques. The review is not intended to be
comprehensive; most consideration will be given to detectors which are capable
of achieving the high accuracy required for measuring neutron standards, and
there will be an emphasis on developments since the 1977 Symposium on Neutron
Standards and Applications'^). Progress in the past few years has been
mainly confined to developing established techniques, and for detailed reviews
of neutron detectors reference should be made to various papers in the
Proceedings of the above Symposium, and to the articles by Harvey and
Hill(2) and Grosshoeg(3) published in 1979.

In the following sections, after a brief discussion of the relevant
properties of white neutron sources, the basic requirements of a neutron flux
detector are considered. The relative merits of systems in use today are then
discussed under two broad classifications: detectors with a flat response to
neutron energy, and detectors which are based on standard neutron
cross-sections.

2. DESIGN CRITERIA FOR WHITE SOURCE NEUTRON DETECTORS

The white spectrum sources which are used for nuclear data work, are
invariably pulsed, and the measurements are made by the Time-of-Flight method.
The sample under investigation is placed at some distance from the source and
the incident neutron energy is determined from the time it takes to traverse
this distance. The features of white sources which have to be taken into
account in designing the neutron detector are now discussed.
2.1 Properties of white neutron sources

The white sources can be classified into three types:
(i) High flux research reactors. These are either repetitively pulsed

as in the Russian IBR^*), or steady-state with the neutron
pulses provided by a mechanical "chopper". Pulse lengths range
from a few microseconds to tens of microseconds and nowadays
reactors are mainly used for specialized partial cross-section
measurements at the low energy end of the neutron "slowing-down"
spectrum.

(ii) Accelerator-based sources consisting of a heavy-mass target
bombarded by pulsed beams of electrons, protons or deuterons with
sufficient energy to produce an evaporation spectrum of neutrons.
Pulse lengths range from one nanosecond to several microseconds.
For very high energy resolution work it is possible to produce
sub-nanosecond pulses with an electron linac. The primary spectrum
of neutrons extends from a few keV to a few MeV. The neutron
intensity is enhanced at low energies by placing a moderator near
the target, and at high energies it is enhanced by raising the
projectile energy. Sources of this type include the electron
linacs ORELA^5), GELINA^6) and HELIOS('), and the
cyclotron at Karlsruhe^),



(111) Accelerator-based sources consisting of a low-mass thick target
bombarded by roonoenergetic protons or deuterons. The cont inuous
neutron spectrum so produced covers » limited energy range and
results f rom particle energy loss In the target. Pulse lengths
can be about one nanosecond. Auehaiapaugh^) has described an
Intense pulsed neutron source for use in the energy range 1 to
20 He? which is produced by bombarding a thick beryllium target
wi th 15 MeV deuterons trotn a tandem Van de G r a a f f ,

The sources in the second of the above classifications cover the largest
neutron energy range, and it is for this reason that they are the most widely
used in nuclear data work. Moet of the present considerations will be concerned
therefore wich this type of source.

A feature which is common to alt sources is the accompaniment of chs
neutrons by a prompt burst of gamma-radiation, the total f lux of which can be
many times greater than the total neutron f lux . For all but the electron linacs
this does not imposa too much constraint on the design of neutron detectors as
the hulk, of the radiation will be "soft" and its detection is automatically
removed in the tlrae-of~flight technique. Not so readily removed are the delayed
2,2 MeV gamma-rays produced by neutron capture when a hydrogenous moderator is
present. This can be a significant source of background but it is easily
identif ied, Ths prompt burst of brerasstrahlung which is produced in an electron
llnac target creates a severe problem in the design of detectors and their
associated electronics. This "gamma-flash" from a powerful electron linac can
easily deposit one GeV of energy in a detector, and the ability of the detector
and electronics to recover rapidly from its ef fec t determines the upper energy
at which a measurement can be made.

It has to be remembered that the neutrons in a part icular energy range of
interest will be preceded by a burst of faster neutrons. These laitter neutrons
can scatter out of the detector into the surrounding matsrials where after
th^rmalization they can be captured and appear as background in the measurement.
The background caused by shielding material which is placed around the detector
must therefore be given careful consideration.

Figure 1 shows neutron spectra which are typical of electron linac targets.

Fig. 1 The neutron spectrum
emitted by the Harwell
Neutron Booster Target,
as measured by Coates
et

The particular example is for the Harwell Booster target which is a sub-cr i t i ca l
multiplying assembly of enriched uranium surrounded by a natural uraoium
reflector. This target is unique amongst e lectron linacs in that the
gamma-flash is much reduced by se l f -sh ie ld ing in Che target assembly by
comparison wich a conventional non-multiplying assembly. The f igure shows that
both the moderated and the bare target spectra exhibit resonance structure
caused by the constructional mater ials . The Harwell Booster target produces ,1
pulse of about 100 nanoseconds duration as a result of Its m u l t i p l y i n g n a t u r e .

The resonance structure In the spectrum of a typical high resolution target
(pulse length of a few nanoseconds) of tantalum or uranium can be very
pronounced at low energies, and must be taken into account when comparing
neutron spectra obtained with detectors of d i f f e r i n g timing resolutions.

Some aspects of the fflosr. important characterist ics of a pulsed white source
neutron detector are now considered.

(1) Neutron detection efficiency.

This should vary slowly with neutron energy and maintain its valu«
over a aide energy range. In the past it has been common to
determine only the relative energy-dependence of the e f f ic iency and
this isay still be adequate if measurements can be raade at energies
such as thermal or 14 MeV where an absolute normalization can be
made. If such a normalization is not possible it is preferable Co
know the absolute efficiency. A high efficiency is not necessarily
desirable. Thus, a detector for neasuring a partial cross-section
can have an efficiency of say 10""^, and the use of a very e f f i c ien t
f l ux detector can give rise to the type of geometrical problem
which is discussed in section (6) below.

(2) Sensitivity to background.

Discrimination against the types of background mentioned in
section 2.1 requires the rejection of events caused by gamma-rays.
Detectors, such as the organic liquid scintillatora, which allow
discrimination between neutrons and gamaa-rays on the basis of
pulse shape can be used to advantage. Other types of background
which have to be considered are caused by natural radioactivity and
cosmic radiation, but unless the detector Is very large these
ef fec t s are not troublesome since they produce time-independent
background.

(3) Timing resolution.

In the MeV region a timing resolution of one nanosecond or less is
general ly required, while In the eV region a resolution of several
microseconds wil l be su f f i c i en t . In exploiting the sub-nanosecond
t iming capability of some accelerators, the timing resolution of
the neutron detector may well be the limiting factor In a high
resolut ion measurement,.
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(4) Sensitivity to gamma-flash from electron llnac target.
The enormous amount of energy which can be deposited in the
detector by the passage of the prompt gamma-radiation from an
electron linac target poses severe problems if high neutron
energies (and therefore short flight times) are to be studied. In
an ionization detector the large amount of charge which is released
will require restoring in as short a time as one microsecond before
measurements can commence. Special circuits have been designed to
enable rapid restoration of the charge'̂ ). In a
scintillation detector, the gamma-flash can excite long-lived decay
components which are otherwise unimportant. There may also be
problems with "after-pulsing" in photomultlpliers. Detectors with
fast timing capability help, buC on most targets it is found
necessary to use either a filter of heavy material in the beam or
mask the region of intense bremsStrahlung production with a
shadow-bar. In a precision measurement at high neutron energy full
recovery from the gamma-flash of the detector and its electronics
needs to be demonstrated experimentally. The technique used by
Carl«on and Pàtrick(^) for this purpose is to be commended.
They placed a strong radioactive source close to their detector and
observed the detector pulses as a function of time after the
gamma-flash.

(5) Geometrical effects.
It was noted above that the detector which is used to observe a
reaction may have a very different efficiency from that used to
measure the neutron flux. Counting rate considerations may dictate
the use of different flight path lengths and this can have two
effects. Firstly, each measurement will have a different energy
resolution, and proper allowance must be made for this if there is
structure in the incident spectrum. Secondly, the collimation must
be designed so that each detector "sees" all regions of the neutron
source with the same weight, otherwise it is possible that
different neutron spectra will pertain to each measurement. In
general, it is preferable to make the flux and reaction rate
measurements at the same flight path position. The effects of
collimation also need careful consideration if the area of neutron
beam required by each detector is different.

(6) Pulse height resolution.
Although it is not essential to use a detector whose pulse height
distribution is characteristic of the energy of the incident
neutron, a peaked distribution with modest pulse height resolution
(~10%) can be used to advantage. If, for example, the two
parameters time-of-flight and pulse amplitude are recorded in the
measurement, the amplitude spectra may yield information on the
background which is present at a particular incident neutron
energy. Another advantage of a peaked as opposed to a
quasi-rectangular distribution, is a more accurate extrapolation
below the detector bias to zero amplitude, with a corresponding
improvement in the accuracy to which the detector efficiency is
known.

The majority of detectors which are used for measuring neutron flux on
white spectrum sources are conveniently classified into the following types:-

(i) Flat response detectors. These are detectors with an efficiency
(normally ̂ 90%) which varies slowly with incident neutron energy.
The efficiency is relatively insensitive to the cross-sections of
its constituents and so it can be calculated with some confidence.
For convenience included under this heading are the small organic
scintillators which are used in the MeV region and for accurate
flux measurements require a calibration of efficiency.

(ii)

l,f).
Standard cross-section detectors. These are detectors which rely
for their operation on the recording of one of the neutron
cross-section standards: H(n,n)H, •'Heifn.p)!, 6Li(n,t)'*He,
10B(n,<r)7Li, 10B(n,OY) 7Li, C(n,n)C, 197Au(n,Y)198Au, and 5:The 3He(n,p) reaction has a large and smoothly varying
cross-section over the whole energy region of interest. However,
the present uncertainty in the value of the cross-section at the
higher neutron energies, and difficulties in making practical
detectors, preclude its use for accurate neutron flux measurements.
The C(n,n) reaction is suitable as a standard for scattering
measurements but not as the basis for a flux detector. The
197Au(n,y) reaction is not known with sufficient accuracy to
justify its use as a flux detector and like the C'n.n) reaction
will not be considered any further.

Detectors are discussed under the above headings in the following
sections.

3. FLAT RESPONSE DETECTORS

These can be broadly divided into two categories: thick liquid or plastic
scintillators which rely on proton recoil detection, and systems in which the
capture gamma-rays are detected after the neutrons have been slowed down in a
moderating medium. Because of their slow time response the latter are only
suited to neutron energies below ~1 MeV on a white spectrum source.
3.1 Thick scintillator detectors

(1) The Argonne black detector.
The expression "black neutron detector" was coined by

Poenitz(13) to describe a large hydrogenous scintillator for detecting MeV
neutrons which was designed and built at the Argonne National Laboratory. By
virtue of its size, incident neutrons lose most of their energy before escaping
from the scintillator or falling below the detector bias, and the resulting
pulse height distribution has the desirable peaked shape (section 2.2). This is
illustrated in Fig. 2 in comparison with the response of a small conventional
hydrogenous scintillator. The advantages of the large detector are two-fold:

(i) The extrapolation below the experimental bias level of the observed
pulse height distribution to zero pulse height is small, and
therefore the absolute total number of counts are determined
accurately,



348 and (ti) Since the detection efficiency is high, its dependence on the
differential neutron cross-sections of hydrogen and carbon is not
large, and the efficiency can, accordingly, be calculated with some
confidence.

(2) The NBS black detector.

MULTIPLIERS
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NEUTRON
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MULTIPLIERS

ENERGY SPECTRA ENERGY SPECTRA
Fig. 2 Schematic comparison of a conventional scintillation detector (left) and

the "black neutron detector", from

Detailed Monte Carlo calculations were made to optimize the design taking into
account neutron efficiency, gamma-ray sensitivity, light attenuation, and timing
resolution. The chosen dimensions were: a cylinder 40 cm long and 26 cm in
diameter, with a 2.5 cm diameter channel 15 cm deep. The threshold neutron
energy for this instrument is set at 0.3 MeV and its useful energy range is 1 to
10 MeV. The calculated neutron detection efficiency was estimated to be
accurate to ~1%, and its value deviates by no more than 5% throughout the
operating range from an average efficiency of 95%. The timing resolution of the
system has a full width at half maximum of 4 nanoseconds but there is an
appreciable tail extending to ~10 nanoseconds. A disadvantage of the large size
of this detector is that its sensitivity to gamma-ray background requires it to
be surrounded by a lead shield. The presence of the shield has to be considered
in calculating the efficiency. The shield can also give rise to a
time-dependent gamma-ray background from the capture of slow neutrons which
escape from the scintillator.

The detector which has just been described was designed for use on
a monoenergetic accelerator in the MeV region. With a white neutron source, the
effective flight path length uncertainty introduced In the detection of incident
neutrons of these energies with this system could appreciably affect the eutron
energy resolution of a measurement. In the past few years the National Bureau
of Standards have developed a smaller black detector which was designed to have
an efficiency greater than 95% in the energy range 0.25 to 1 Mevt1^ The
properties of this detector have been studied extensively and it has been used
to measure cross-sections on both the NBS electron linac and Van de Graaff
accelerators. Recently its use has been extended to 3 MeV(^). The
detector consists of a 12.5 cm diameter plastic scintlllator 19 cm in length
which is coupled directly to a 12.5 cm diameter photomultiplier tube. A
re-entrant channel 5 cm in diameter and 2.5 cm in depth increases the efficiency
of the device.

The efficiency of the NBS detector was calculated with a version of
Poenitz's original Monte Carlo program(^) which was modified to include
the Poisson statisticsO6) for the small number of photoelectrons released
from the photocathode at low neutron energy. Neutrons of 250 keV, for example,
produce only about 9 photoelectrons. Figure 3 shows the excellent agreement
which is obtained between measured and calculated pulse-height distributions for
neutrons of energy 540 keV. Similar agreement is found at other energies. The
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shape of the spectrum is determined mainly by the non-linearity in scintillator
light output for proton and carbon recoils, and by the Poisson statistics. The
calculated efficiency of the detector at a particular electronic bias is defined
as the number of detected events divided by the number of neutrons incident on
the re-entrant channel. The electronic bias, which has to be imposed to reject
noise pulses, is typically 10% of the pulse height at the peak of the spectrum.



It Is found that the number of Incident neutrons determined from the calculated
efficiency is very insensitive to the fraction-of the spectrum which is recorded
(i.e. to the bias). This indicates that both the light responses and the
Poisson description of photoelectron production which are used are valid in a
relative sense over the neutron energy range of interest. The uncertainty in
the derived number of neutrons which is assigned Co allow for error in fitting
the observed pulse height spectrum is ~0.2%. For a bias of 10% of the peak
position the calculated efficiency falls from 99% to 91% in the 0.2 to 1.2 MeV
energy region.

Although the agreement between measured and calculated pulse height spectra
is very good, it is important to confirm the calculated efficiency
experimentally. This has been done by Meier^17) in the 0.5 to 0.9 MeV
region who used the associated particle technique to determine the number of
incident neutrons. The comparison is shown in Fig. 4 where it can be seen that
there is reasonable agreement. On the basis of this comparison, and a
consideration of the accuracy of the calculation, the calculated efficiency
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Calculated and measured efficiency of the National Bureau of Standards
black detector for three neutron energies. The error bars show the 1.4%
systematic uncertainty in the associated particle method.

is conservatively assigned an uncertainty of 1.0%. The error in determining the
number of neutrons incident on the detector consists of the 1.0% uncertainty in
the efficiency calculation and the ~0.2% in the pulse height spectrum fitting
procedure.

(3) The Oak Ridge black detector.
The NBS black detector is limited by the noise of the

photomultipller and the transparency of the scintillator to a lowest neutron
energy of ~200 keV. At the Oak Ridge National Laboratory, a detector has been
developed'^) which can be used in the energy region 80 keV to ~1 MeV. The
detector consists of a cylinder of NE 110 plastic scintillator, 10.2 cm diameter
and 7.6 cm deep coupled directly to the face of an RCA 8854 photomultiplier.
The neutron beam is collimated to a diameter of ~2 cm and is incident on the
plane face of the scintillator. A re-entrant channel for the incident beam was
not used because it causes larger variations in light collection and also it
restricts the diameter of the neutron beams which can be measured. Pulse height
distributions were measured for 13 neutron energies provided by a thick iron
filter placed in the white neutron beam from the Oak Ridge linac, ORELA.
Comparisons were made with computed distributions using the Monte Carlo 05S
code^'^ modified to include Gaussian smearing arising from variations in
light collection and photomultiplier gain as well as Poisson smearing for the
number of photoelectrons produced, and excellent agreement was obtained. In the
energy region 80 to 500 keV the efficiency is ~95% and is constant to ~0.5%.
The absolute efficiency is accurate to ~1.0% in this energy region.

(4) Calibrated organic scintillators.
Although not strictly coming under the heading of "flat response

detectors", mention should be made of the many medium sized detectors of
efficiency ~15% which have been used to measure neutron flux in the MeV region.
Neither "black" as the above detector, nor "thin" so that their efficiencies are
simply related to the H(n,n) cross-section, accurate calculation of their
efficiencies is difficult. Thus the number of events falling below the
electronic bias will be inaccurately computed because the pulse height
distributions are no longer peaked. Moreover, at energies above 2 MeV, where it
is usual to use this type of detector, the efficiency will show structure due to
the presence of carbon: apart from elastic scattering resonances, other
reactions become possible such as 12C(n,n')12C* above 4.8 MaV, 12C(n,a)9Be
above 6.2 MeV, 12C(n,n')3a above 8.3 MeV and 12C(n,p)12B above 13.6 MeV. The
light yields for carbon recoils and alphas are poorly known and the pulse height
distributions cannot be calculated with confidence. Nevertheless, for all but
the highest precision measurements, this type of detector is worthy of
consideration. They are capable of very fast timing resolution and because they
can be made of modest sized liquid scintillators, pulse shape discrimination
(PSD) can be used to reject events caused by gamma-rays. The technique of PSD
cannot be applied to the black detectors not only because they are generally
made of plastic scintillator, but also because of their size, light dispersion
effects distort the scintillation pulse shape. Harvey and Hill(2) give a
detailed discussion of small inorganic scintillators for neutron detection.
More recently, Dietze and Klein^O) at p^B Braunschweig have made extensive
studies of the response functions of small liquid scintillators for flux
measurements in the MeV region. For the most accurate flux measurements, it is
essential to calibrate the neutron detection efficiency of this type of detector
experimentally, preferably by use of the associated particle method.
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As an example of what can be achieved, Fig. 5 shows a comparison of the
efficiency of a 5 cm diameter 3.8 cm thick NE 213 scintillator as measured by
the associated particle technique(2O and calculated with two Monte Carlo
codes( 19,22), Agreement is found to within ~3%. The uncertainty in the
measured efficiency is about ±2%. This detector has been used by J. L. Fowler
and co-workers to measure flux on the Harwell tandem Van de Graaff accelerator,
but it is equally suited for measurements on a white neutron source in the
energy region 1.5 to 25 MeV.
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A similar system which is capable of being used up to a neutron energy of
-1 MeV on a white source has been described by Coates and Hart(25). This
is known as the Boron-Vaseline Sphere detector and it was developed for
measuring flux on the 45 MeV electron linac at Harwell. The poor timing
resolution of the Poenitz detector arises from the use of a large weakly
capturing medium. The Coates detector uses a small strongly capturing medium to
achieve faster time response. It consists of one kg of ^B homogeneously mixed
with vaseline (effectively CH2.05) and contained in a thin spherical shell
of aluminium 24 cm in diameter, A radial channel 8 cm deep and 2.5 cm in
diameter allows a parallel neutron beam to fall on the inner end near the centre
of the sphere.

Neutrons are moderated and captured in 10B to produce 478 keV gamma-rays which
are detected at the surface of the sphere in four Nal scintillation counters.
Calculations with a Monte Carlo code showed that the efficiency varies by less
than 4% over the energy range 10 eV to 0.7 MeV. At higher energies, neutrons
are no longer totally absorbed in the sphere, and gamma-rays are produced in the
Nal crystals by the inelastic scattering of leakage neutrons. These gamma-rays
cannot be distinguished from the 478 keV 10B gamma-rays and the efficiency can
no longer be calculated with confidence. The neutron lifetime in the detector,
defined as the time taken to capture 99% of the high energy incident neutrons,
was calculated to be 0.7 microseconds.

It was demonstrated that the calculated efficiency in the region 10 eV to
0.7 MeV was insensitive to reasonable changes in the input nuclear data. The
energy-dependence of the efficiency at low energies was confirmed on the 45 MeV
linac by comparison with the °Li(n,ot) cross—section and in the energy region 68
keV to 700 keV by comparison with the Harwell long counter'26) using the
Van de Graaff accelerator IBIS as the neutron source. In the region 0.7 to 2
MeV the IBIS measurements provide a calibration of the detector efficiency. As
a result of these measurements it is considered that the relative efficiency has
been established to ±2%.

Although the modest timing resolution of the Boron-Vaseline Sphere requires
the use of a flight path length of at least 200 m if the highest neutron o have
energies are to be measured, it is unique amongst flat-response detectors in he
being able to cover the very wide energy range from thermal to 2 MeV. This ed
avoids the problem, which occurs with detectors of more limited energy range, of
normalization in the regions of energy overlap.

Fig. 5 Calculated and measured central efficiency of a 5 cm diameter, 3.8 cm
thick NE213 liquid scintillator for three settings of the electronic
bias.

3.2 Moderated neutron detectors
Poenitz(23) has described a "grey neutron detector" which is in effect

a manganese bath(24) adapted to give semi-prompt timing. The detector
consists of a moderator with an entrance channel for a collimated neutron beam.
The neutrons are thermalized and captured in hydrogen and the subsequent 2.2 MeV
capture gamma-rays are detected in a Nal detector as they leave the surface of
the moderator. This system, however, has poor timing resolution and is really
only suitable for use on a monoenergetlc accelerator.

4. STANDARD CROSS-SECTION DETECTORS

For an up to date and comprehensive resume of detector systems based on the
neutron standard cross-sections reference should be made to the review by
Carlson(27). xhe accuracies to which the standard cross-sections are
presently known are given in the reviews in reference 52.

4.1 H(n,n)H detectors
The scattering cross-section of hydrogen is the most accurately known of

the neutron standards. At energies below 20 MeV the total cross—section is
known to 0.5-1.0%. The angular distribution is Isotropie up to a few MeV, but
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at the higher energies it is known with less accuracy than the total
cross-section. For example, even at 14 MeV the .uncertainty in the angular
distribution is about 2%. For the most accurate work up to the highest energies
reliance must therefore be placed on detectors which record the proton recoils
into the whole forward hemisphere. Above ~100 keV the total cross-section falls
rapidly with increasing energy which makes an accurate measurement of the
incident neutron energy and the energy resolution essential when using the
cross-section to determine flux.

(1) 2 it-detectors.

All detectors of this type will suffer from the problem of
calculating the fraction of events which fall below the lowest observed pulse
height, since the pulse height distribution will be quasi-rectangular. When
carbon is present, as is usually the case, allowance will have to be made for
the carbon recoils.

Gas proportional counters have been described by Friesenhahn et al(28)
and Wasson et al(29). Timing resolution restricts this type of detector to
below 1 MeV, even with long flight paths (~200 m). The lowest energy at which
they can be used is determined by gamma-ray background and the presence of
carbon recoils if methane is used. The counter described by Wasson et
al(29) uses hydrogen gas, and it can be used down to an energy of 5 keV.
The accuracy with which relative neutron flux can be determined with this
detector is ~2% at the higher energies.

A "thin" hydrogeneous scintillator backed by a photomultiplier is at first
sight a convenient way of utilizing the hydrogen total cross-section. A neutron
detection efficiency of a few per cent at 1 MeV would be achieved which is
considerably higher than the efficiency of a proportional counter. Several
effects have to be considered in calculating the response of a scintillator,
however, and some of these have been mentioned in part (4) of section 3.1.
Harvey and Hill(2) consider the problem in detail. When the scintillator
is thin, the effect of multiple neutron scattering can be neglected, and the
probability of an incident neutron producing a proton recoil will be accurately
proportional to the product of the hydrogen density and the hydrogen total
scattering cross-section. Unfortunately, in practice, many protons will escape
from the surface without detection because the light they produce will fall
below the imposed electronic bias. Czirr(30) has suggested a simple way of
overcoming this effect. This is to back a thin plastic scintillator with enough
7Li-glass scintillator to detect the most energetic recoil protons which escape
from the plastic. A rather more elegant way of tackling the problem has
recently been implemented at the National Bureau of Standards (Dias et
al(31)). A dual thin scintillator configuration is used as shown in
Fig. 6. The scintillators are NE110 2.54 mm in thickness; one is 47 mm in
diameter and the other 49 mm in diameter. Each scintillator is coupled through
perspex light guides to a pair of photomultipliers and is optically separated
from its partner. Signals are processed to accept single events from
scintillator 1 and coincident events between the two scintillators. Single
events from scintillator 2 are rejected. Thus an accepted single event and no
coincident event means the recoil proton was totally absorbed in scintillator 1,
and a coincident event means the recoil proton originated in scintillator 1 but
escaped from the surface. Very few recoils from scintillator 1 escape detection
since the scintillator thickness is approximately the same as the range of a 15
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Fig. 6 The "dual thin scintillator" neutron flux monitor used at the National
Bureau of Standards

MeV proton. The detector, in effect, behaves like a single 2.54 mm thick
scintillator in which all proton recoils with energies above the bias are
detected. The experimental bias has to be used to reject carbon recoils. This
detector has been calibrated by the associated particle technique at 2.44 and
14.1 MeV. Theoretical Monte Carlo calculations have been made of the efficiency
and pulse-height distributions to extend the region over which the efficiency is
known to other energies between 1 and 15 MeV. It is considered that the
accuracy of the detection efficiency is 1-2% in this range.

(2) Proton-recoil telescopes.
Proton-recoil telescopes have been used to measure neutron flux on

white spectrum sources at Karlsruhe(32)t LivermoreO3',
Oak Ridge(34) and the National Bureau of Standards(12). For these
detectors the probability of detecting a neutron is proportional to the product
of the hydrogen density in the radiator foil and the cross-section for n-p
scattering into the appropriate solid angle of the system. As mentioned
earlier, because of the uncertainty in the differential cross-section,
telescopes are not capable of giving as high an accuracy for flux determination
as 2it-detectors. Figure 7 shows the arrangement used by Sidhu and
Czirr(33). Recoil protons from an annular polythene radiator foil are
incident on a solid state detector which is protected from the incident neutron
beam by a lead shadow bar. A similar arrangement has been used by Carlson and
Patrick 2̂).



352 -Pb shield Co1lima ted
neutron beam

r 12.7-cm diam,
Si(Li)semiconductor detector

-Thin wire
supports 45 cm

Fig. 7 The proton-recoil telescope used at the Lawrence Livermore Laboratory.

4.2 6Li(n,t)'*He detectors
The cross-section for the 6Li(n,t)'tHe reaction is known with an accuracy of

between 0.5 and 2.0% below 100 keV. The large Q-value of 4.78 MeV which is
available for neutron detection makes this one of the most widely used standards
for flux measurement at low energies. At higher energies the presence of the
resonance at ~240 keV and large uncertainties in the value of the cross-section,
particularly above the resonance, make this reaction unsuitable as the basis for
accurate neutron flux determination. At neutron energies above ~100 eV, the
emitted tritons show a forward peaking in the laboratory system which increases
with energy up to at least 100 keV. A neutron flux detector based on the
6Li(n,t)'*He reaction must either account correctly for this energy dependent
angular distribution or not be affected by it. Detector systems for using the
6Li(n,t)'4He reaction have been reviewed by Weston(35)( Lamaze'36) and
Harvey and

(1) 6Li scintillators.
Early applications used 6LiI(Eu) detectors, but these are now

rarely used because of resonance structure and neutron activation in the iodine.
Cerium activated 6Li loaded glass scintillators have been used in most
laboratories since the early sixties. The reviews of Lamaze and Weston deal
comprehensively with the special problems of 6Li glass so only a brief
description will be given.

The °Li glasses have high neutron detection efficiency and are capable of
fast timing, although when thick glasses and light pipes are used neutron
moderation can severely affect the timing resolution \2). Multiple
scattering effects can be kept small and calculable if a thickness of <1 mm is
used. However, resonances in the materials of the glass can be troublesome,
particularly if elements are being studied with resonances at the same energy.
Again, to reduce multiple scattering to a minimum the photoraultiplier should be
kept out of the neutron beam. Figure 8 shows an arrangement designed by M. C.
Moxon which has been used on the Harwell linaĉ 7). por absolute flux
measurements the actual value of the 6Li content, its distribution across the
glass and its stability need to be checked. One of the chief drawbacks is the
high sensitivity of the glasses to gamma-radiation. Pulse-shape discrimination
to reject gamma-ray events has not been applied very successfully. With
electron linacs the effect of the gamma-flash can be very serious as it excites
long-term phosphorescence in the glass. Fortunately the main area of
application is at the lower neutron energies and after ~10̂ s the slow component
of light will generally have decayed sufficiently to fall below the electronic
bias.

In spite of the above comments, the ^Li-glasses provide one of the most
convenient ways of measuring neutron flux below 100 keV. They are generally
more suitable for relative rather than absolute measurements. The uncertainty
in the neutron detection efficiency can be as low as 2-3% below 100 keV.
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Fig. 8 A 6Li-gla'ss neutron flux monitor designed to minimise the effects of
multiple neutron scattering.



(2) 2it-ionization chambers.
Gas ionization chambers employing electrodes coated with 6Li

compounds are very insensitive to gamma-radiation and they can have timing
resolutions of ~10 nanoseconds. Their chief drawbacks are their low neutron
detection efficiency and the complicated nature of their pulse height spectra.

The response of a chamber is affected by a number of factors, including loss of
reaction products in the 6Li layer and Incomplete energy deposition in the
chamber gas (for fast timing the electrode separation has to be made much
smaller than the triton range). In the region above a few keV the response will
also be affected by the dependence of the angular distribution of the 6Li
reaction on neutron energy. With a simple parallel plate chamber the pulse
height is very dependent on the orientation of the particle and the observed
distribution will be broad. The pulse height distribution is much improved by
employing a chamber with a Frisch grid with a consequent improvement in the
accuracy of determining the neutron detection efficiency. Such a detector has
been described by Friesenhahn et al̂ S).

During the past few years, Knitter and Budtz-Jrfrgensen at the Geel
laboratory have exploited the properties of a gridded ionization chamber very
effectively(39). This enables them to determine both the energy of a
charged particle emitted from a source deposited on the cathode, and the angle
of emission with respect to the normal of the cathode. It is thus possible to
identify events which are unaffected by backscattering or self-absorption in the
deposit. If the particles are produced by neutron—induced reactions in the
source deposit, the number of interactions for particles within a given range of
emission angle and energy can be determined precisely. Extrapolation to all
angles and energies provides an accurate means of measuring neutron flux if a
6Li deposit is used. Knitter et al̂ )̂ describe such a chamber for
measuring the angular distributions of the 6Li(n,t) "*He reaction in the energy
region 10 eV to 325 keV.

(3) Solid-state detectors.
Solid state detectors can be used to detect the reaction products

emerging from a thin 6Li deposit placed close by. The arrangement in which the
detector is positioned outside the neutron beam is sensitive to the angular
distribution of the reaction. It can therefore only be used for accurate flux
measurements below ~100 eV. The efficiency of this type of system is limited by
the available solid angle for detecting the emergent particles.
Wagemans(^) has described such a detector (see also Fig. 12 and
section 4.3, (3)).

The detection efficiency can be increased by mounting the 6Li layer in
contact with the detector. Since the detector is now in the neutron beam, the
arrangement suffers from the serious disadvantage that (n,charged particle)
reactions will create background problems if neutrons with energy above ~5 MeV
are present. This type of detector appears to have no advantage over a gaseous
ionization chamber and will not be considered any further.

4.3 10B(n,a)7Ll and 10B(n,aiy)7Li detectors
The 10B(n,ct)7Li cross-section is defined here as the sum of the

cross-sections for the reactions 10B(n,ao)7Li and 10B(n,aiY)7Li whichhave Q-values respectively of 2.79 and 2.31 MeV. The gamma-ray emitted in the
latter reaction has an energy of 478 keV. Both cross-sections are known with an
uncertainty of less than 0.8% below 100 keV and therefore provide a more
accurate basis for flux determination in this region than the Li(n,t)'*He
cross—section. With improved nuclear data, the *"B standards would be useful up
to at least 0.5 MeV. Above 0.5 MeV the cross-sections fall rapidly with
increasing energy. Instruments for using ^B as a standard have been reviewedby Carlson^42).

(1) Gamma-ray detectors.
More than thirty years ago Rae and BoweyC*3) described a flux

monitor in which the 478 keV gamma-rays from a 10B sample mounted in the neutron
beam were detected in Nal crystals placed outside the beam. Since that time
several variants of this basic arrangement have been used to measure white
neutron spectra. Figure 9 shows a typical detector. The gamma-rays have been
detected with Ge(Li) diodes and with deuterated benzene (CgD^)
scintillators. The application of CgDg scintillators to this type of
detector is mainly of specialized use when measuring capture cross-sections. In
a typical capture measurement in which the prompt gamma-rays are detected in
CgDg scintillators^) it is usual to measure the incident
neutron spectrum by replacing the sample under study with a B sample.
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Fig. 9 Arrangement used at Harwell to detect the 478 keV gamma-rays from the
<HY) reaction.
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354 Deuterated benzene is very insensitive to scattered neutron background, but the
pulse height resolution is poor and it is not suitable for general accurate flux
measurements. With Nal crystals, on the other hand, high efficiency and modest
resolution is obtained, but the sensitivity to neutrons scattered out of the 10B
sample is high. Not only do the scattered neutrons activate the iodine, but at
higher energies gamma-rays which cannot be distinguished from the required
478 keV events are produced by inelastic scattering of the neutrons in the
crystal. This is illustrated in Fig. 10 where it can be seen that at 510 keV
incident neutron energy a broad peak in the pulse height spectrum is produced by
inelastic neutron scattering. The scattered neutron background renders Nal
crystals unsuitable for this type of flux measurement above about 300 keV.
However, in the region below 100 keV where the 10B(najY) reaction is a good
standard, the NaI-*0B combination provides a convenient and reasonably accurate
means of determining flux. In general this arrangement has been used to measure
the shapes, rather than the absolute values, of white source spectra. The
detection efficiency can be calibrated absolutely by replacing the 10B sample
with a sample of equal area containing a known amount of Be (which emits a
478 keV gamma-ray). The application of Ge(Li) diodes to this type of detector
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Fig. 10 Pulse height distributions obtained with a detector similar to that
shown in Fig. 9 for incident 510 keV neutrons. The lower curve was
obtained with a carbon sample replacing the 10B. The arrows show the
positions of gamma-rays from inelastic neutron scattering in Na and I.
From reference 42.

allows good discrimination of sources of gamma-ray background at the expense of
lower overall efficiency. A bismuth germanate crystal (BGO) can also be used as
an alternative to Nal. The gamma-ray energy resolution of BGO is inferior to
Nal, but it is somewhat less sensitive to scattered neutrons, nor does it suffer
(as Nal) from the excitation of long-lived decay components in its light
emission.

(2) 2it~lonization chambers.
Detection of the charged particle reaction products from the 10B

reactions in a 2it-gridded lonization chamber containing a 10B-coated cathode
provides one of the most accurate ways of measuring neutron flux below 100 keV.
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Fig. 11 The anode and cathode pulse height spectra obtained from
ionizatiori chamber.
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The considerations in section 4.2 with regard to detection of the 6Li(n,t)'*He
reaction products apply equally to the 10B reactions. The lower Q-values in the
latter, however, require the 10B deposit to be thinner to avoid loss of
particles at ~90° to the incident beam, with a consequent reduction in neutron
detection efficiency. Friesenhahn^S) has described a chamber which
employs eleven similar modules to obtain adequate efficiency.

Knitter et al(*5) have reported a 108-chamber, similar to that
mentioned in section 4.2, which Is currently being used to measure the shape of
the neutron spectrum from the Geel linac, GELINA. Two 30 (ig/cm2 layers of 10B
are mounted back-to-back on a common cathode of two chambers so that the
reaction products in the whole 4it-solid angle are detected. Pulse height
distributions obtained on the linac with this detector are shown in Fig. 11.
can be seen that the 7Li and the two alpha groups are well separated from
electronic noise and neutron-induced recoils in the counter gas. The timing
resolution of this detector is ~20 nanoseconds.

It

(3) Solid-state detectors.
The detection of the 6Li(n,t)'*He reaction products with solid state

detectors was discussed in section 4.2. Figure 12 shows the arrangement of
Wagemans and Deruytter to measure the 235U fission cross-section relative to the
10B(n,a)7Li cross-section in the region 5 eV to 30 keV(41>. The solid
state detectors are protected from the neutron beam by collimators.
Measurements were also made with a ^Li deposit, but the final 23i*U cross-section
relied on the *"ß measurement because of its more Isotropie angular
distribution. The systematic errors in this measurement are ~1%.
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Fig. 12 The detector geometry employed on the Geel linac to measure the
235U(n,f) cross-section relative to the 10B(n,oc) cross-section.

For the reasons mentioned earlier, solid state detectors in 2Tt-geometry are
not favoured for accurate measurements.

(4) Proportional counters.
Proportional counters filled with 10BF3 gas have been used for

many years to detect neutrons. Carlson(^) discusses their main features.
For white source measurements the timing resolution which can be achieved limits
their application to the lower neutron energies. The additional problems of
"wall-" and "end-effects" introduce systematic uncertainties of 1 to 3% in
determining the detection efficiency.
4.4 23SU(n,f) detectors

The 235U fission cross-section provides a standard in the energy range
100 keV to 20 MeV which is known to an accuracy of between 2 and 3%, In high
resolution measurements below ~1 MeV it is important to take account of the
structure which is present in the cross-section. The most direct way of using
the standard is to detect the heavily—ionizing fission fragments but fission
neutron detection provides an alternative. For fission cross-section
measurements above 100 keV it is an obvious standard to use but the H(n,n)H
cross-section is preferable because It is more accurately known.

(1) Fission fragment detectors.
As with the 6Li and *-°B reactions, the inherently most accurate way

of detecting the fragments is to use a gaseous ionization chamber. The
energetic fragments give pulses which are well removed from pulses caused by
alpha background and electronic noise, provided deposit thicknesses no greater
than ~100ug/cm2 are used. The actual mass of 235U in the fissile deposit can be
assayed with an accuracy of ~l/3%('*6) amj the systematic uncertainty in the
absolute number of fission events in the chamber can be as low as ~l/2%. The
neutron detection efficiencies of these chambers are essentially known as
accurately as the 235U cross-section itself. At the highest level of accuracy,
problems still exist in calculating the loss of fragments in the deposit because
of poorly known fragment ranges in the materials used. The gridded ionization
chamber technique used by Knitter and co-workers(39)( which was described
in section 4.2, is capable of the highest precision.

For measurements below ~1 MeV the solid state detector arrangement shown in
Fig. 12 is capable of the same accuracy as a gaseous ionization chamber, but at
higher energies inadequate knowledge of the fragment angular distribution will
lead to larger uncertainty in the detection efficiency. For absolute flux
measurements it is also necessary to determine the solid angle of fragment
detection.

Gas scintillation detectors for fission fragments have been
8). These are capable of very fast timing (~1 nanosecond)

but generally have poorer pulse height resolutions and therefore less accurately
known efficiencies than Ionization chambers.

355



356 (2) Fission neutron detectors.
A problem with fragment detection is that the thin deposits which

have to be used in accurate flux measurements mean inevitably that the neutron
detection efficiency is low. On white sources, it is common to use multi-plate
chambers, but the number of elements is limited, and a detection efficiency in
the region of ~1 MeV of ~10~5 is typical. Much higher efficiency can be
achieved if fission neutrons rather than fragments are detected. There is no
longer a need to use thin deposits and fissile samples of ~10 g can be used with
only small corrections for self-shielding and multiple scattering. The fission
neutrons are usually detected in organic liquid scintillators placed around a
235U sample but out of the incident neutron beam. Gayther et al 9̂)
describe such an arrangement with a detection efficiency of ~1%. Gamma-rays
from neutron capture or inelastic scattering are rejected by pulse shape
discrimination. The scintillators are biassed to reject neutrons below 1.5 MeV,
and so neutrons below this energy which are incident on the sample cannot be
detected after a scattering collision. The response of the detector is
proportional to the product of the average number of neutrons per fission,
v, end the fission cross-section, and hence the energy-dependence of \)
must be taken into account when determining the efficiency. Neutron flux can be
determined with this type of detector up to 1.5 MeV incident energy with a
systematic uncertainty of ~3%, most of which is attributable to the uncertainty
in the 235U fission cross-section.

5. SOME COMMENTS ON BACKGROUND

The determination of the time-dependent component of background is one of
the most difficult problems in a time-of-flight measurement on a white spectrum
source. In the measurement of a neutron reaction cross-section, incident
neutrons can be detected with an efficiency which is known to possibly better
than 1%, and the uncertainty in determining the background can be the principal
source of error.

The background in a time-of-flight measurement can be divided into three
components :

(i) Time constant background produced by environmental effects such as
cosmic radiation and inherent detector background such as alpha-
particle events or electronic noise,

(ii) Time dependent background produced by radiation from the target
which is emitted outside the collimated neutron beam,

and (iii) Time dependent background which accompanies the collimated neutron
beam. This is produced by neutron interactions in the target
structure and other nearby materials, in flight tube collimators
and windows, and in the sample or detector Itself.

If an adequate "overlap filter" is used, the neutron beam intensity at the
sample is reduced to a negligible value at some time before the machine pulse
occurs, at which time a background gate can be used to determine the first
component. The second component can be measured by blocking off the beam close

to the target. In most experiments the shielding will be sufficient to make
this component small. The third component can be difficult to measure and it is
this which will now be considered.

At the lower neutron energies it is usual to employ the "black resonance"
or "notch filter" technique. Filters are placed in the beam which have
negligible transmission at energies corresponding to isolated strong resonances.
Measurements are made with several thicknesses and a suitable extrapolation is
made to obtain the background with no filter present. The background is assumed
to vary slowly and smoothly with time-of-flight to obtain the value between and
beyond the energies of the black resonances. It can be shown that the method is
only valid if the concept of an effective removal cross-section can be applied
to the background radiation. If very different components make up the
background, for example gamma- and neutron-radiation, then the derived
background will be incorrect. Detectors, such as the 6Li-glasses, which are
highly sensitive to gamma-radiation can suffer from this problem. In applying
the technique it is instructive to analyze the data to obtain cross-sections
from runs with the filters in the beam. These cross-sections which can, of
course, only be obtained for selected energy regions between the black
resonances should be consistent with the open-beam results. Indeed the most
reliable cross-sections are obtained at the lower energies with black filters
permanently present. Syme(50) has proposed a new method of background
determination which uses black resonance filter data both on and off resonance
which is valid when more than one component is present in the background field.
In applying the black resonance technique it is important to know the timing
resolution function of the experiment, particularly at the higher energies to
determine whether or not the resonance is "black". A full shape analysis of the
resonance would give some insight into the background. The distinction between
a tail on the timing resolution function and an actual background is not always
clear.

The black resonance method cannot be applied above ~1 MeV because of the
lack of suitable resonances. In the absence of any other information it will be
necessary to extrapolate the background obtained at the lower energies.
Fortunately, the ratio of the background to the open beam events generally falls
with decreasing time-of-flight and if this ratio is already small its
extrapolation should not introduce serious systematic error.

The above discussion shows that when the most accurate measurements are
being undertaken, the black resonance method of measuring background is not
entirely satisfactory. It is therefore necessary to either reduce the
background to a negligible proportion by experimental design, or understand more
clearly the nature of the components which go to make up the background.

A simple way of eliminating electronically the component of background in
the NBS black detector which results from neutrons scattering from the detector
and capturing in the surrounding shield is described by Carlson and
Behrens(51). in this method, data are accumulated in a one count per
machine pulse mode and events produced by the most energetic neutrons from the
target are included. Since a neutron which scatters from the detector has
already been recorded its subsequent capture cannot also be recorded. This
method can only be used on proton recoil detectors. In general, shielding
materials should be' placed as far away from the detector as possible to minimize
scattered neutron background. In a totally absorbing detector like the



Boron-Vaseline Sphere, few neutrons leak out and localized background is small.
If it is possible to transport the detector and 'its shield to a pulsed Van de
Graaff accelerator then a time-of-flight measurement will reveal the extent of
the background produced by neutron scattering from the sample.

The desirability of good pulse height resolution in a detector as a means
of identifying background was mentioned in section 2.2. If the detector pulse
height depends on neutron energy, as in a 6Li-glass detector, then if pulse
height as well as time-of-flight is recorded, background due to scattered
neutrons will be seen as a tail in the distribution. Equally, a two-parameter
data recording system will allow identification of background caused by
particular gamma-rays, as for example the 2.2 MeV capture gamma-ray from
hydrogen.

Neutron scattering in the flight path, collimators, and in materials near
the target and the detector can be studied with Monte-Carlo methods. This
technique is now sufficiently powerful to represent the experimental geometry in
adequate detail to further help identify sources of background.

CONCLUSIONS
Figure 13 illustrates two of the main features of a selection of the

neutron detectors discussed in this paper. Not shown in the figure is the
uncertainty introduced in the actual measurement of the flux by other effects
such as the determination of background. If these other effects are ignored,
then it Is clear that, at the present time, the highest accuracy which can be
achieved in measuring neutron flux with a single detector is 1% (one standard
deviation) in certain restricted energy ranges. For the highest accuracy to be
attained over the complete energy range from thermal to 20 MeV, measurements
with at least three different detectors are required. If only the shape of the
neutron spectrum is being determined then inevitably the accuracy will suffer
from the normalization procedure in the regions of energy in which the different
measurements overlap. On the other hand, when absolute measurements are made,
agreement in overlapping regions will increase confidence in the accuracy of the
final spectrum.

The uncertainty in the neutron detection efficiency for the systems which
rely for their operation on standard neutron cross-sections can be dominated by
the uncertainty in the cross-section itself, as in the case of 235U(n,f)
detectors. As the fission cross-section of 235U becomes better known, a 235U
fission chamber becomes an increasingly attractive way of measuring neutron flux
above ~100 keV, provided due allowance is made for fine structure in the
cross-section.

It is difficult to see how, with present techniques, the uncertainty in
measuring a white source neutron spectrum over the whole energy range up to
20 MeV can be reduced much below 1Z. Further improvement in accuracy is likely
to come from a combination of developments, including:

(i) Greater understanding of, and therefore better allowance for,
time-dependent background.

ÏK- IONIZATION CHAMBER

10 10 10 10°
NEUTRON ENERGY (eV)

10'

Fig. 13 Comparison of energy range and accuracy of neutron detection
efficiency for a selection of (a) standard cross-section detectors and
(b) flat response detectors. The vertical scale is only intended to
give an approximate idea of the accuracy which can be achieved. The
uncertainties shown for the Boron-Vaseline Sphere and the hydrogen
proportional counter are for a relative (shape) measurement of flux;
for the other detectors the uncertainty in the absolute efficiency is
shown. The energy bounds for the application of the standard cross-
sections are based on the reviews in reference 52.



Ojjo (ii) More reliance on experimental confirmation of the calculated
efficiencies of flat-response detectors, particularly using the
time-correlated associated particle method. Also, extending the
energy range of usefulness of this type of detector by experimental
calibration.

(iii) Increased energy range of application and accuracy of the standard
cross-section detectors as improved nuclear data become available.
A single 2-n-fission chamber containing 10B and 235U in a
back-to-back configuration would be capable of covering the entire
energy range of interest. The detection efficiency of such an
arrangement would be low, but adequate timing resolution should be
available to allow a short flight path to be used provided the
effect of gamma-flash caused no problem.

(iv) Further development of new detectors such as the MBS dual thin
scintillator and the gridded ionization chambers used at Geel.
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Abstract

Pulse ionization chambers loaded with LiF-, B- and U-layers and a
B loaded parallel plate avalanche detector were simultaneously exposed

to the same neutron beam of GELINA, successively at distances of about
8 m and 32 m from the neutron producing target. The neutron spectra and
neutron spectral ratios, measured with these detectors by the time-of-
flight method, '.were analyzed in order to determine the consistency of the
detector responses. The studied neutron energy range extended from 0.7 eV
to 200 keV.

I. INTRODUCTION

In neutron cross section measurements with a pulsed white neutron
source it is necessary to determine :

a) the relative neutron flux as function of the neutron energy (shape
measurement) and find the cross section normalization in any
other way,
or to determine

b) the absolute neutron flux as function of neutron energy.
For the measurement of type a) one needs to ensure that the relative

detection efficiencies of detectors are known as function of the neutron
energy. This can be already in some cases a rather stringent demand. For the
case b) the neutron detection efficiency is to be known in absolute terms
as function of the neutron energy.

To check critically our abilities to perform at least a measurement
of type a), four different detectors were positioned together in the same

GELINA neutron beam and this successively at about 8 and 32 ra distance
from the neutron producing target. The spectrum measurements were performed
simultaneously. If each of the measured spectra is divided by the relative
neutron detection efficiency of the corresponding detector, then the ratio
between two of these spectra must give a constant value in all the neutron
energy range, since the detectors see the same neutron beam. This is however
only true, if the three detectors which are nearest to the source have a
high transparency for neutrons and do therefore not change the neutron
spectrum.

II DESCRIPTION OF DETECTORS

The four neutron detectors which were compared with each other are
ionization chambers loaded with LiF- B- and U-layers, and a B-loaded
parallel plate avalanche detector.
1) Ionization chamber with LiF deposits.

This ionization chamber is shown in the left part of fig. 1 and its
working is based on the reaction Li(n,t) He + 4.786 MeV. The detector consists
of a cylindrical container which contains the electrodes and the two 4.5 cm
diameter and 245 fig/cm thick LiF deposits. A gas mixture of 95 % Ar and
5 % C02 was flowing with 0.1 l.min" through the chamber at a nominal
pressure of 1 bar. The neutron entrance and exit windows have a diameter
of 9 cm and consist of 0.06 mm aluminium foils. Also the electrodes and
the supports of the LiF-deposits are made with 0.06 mm thick aluminium
foils which are spanned on stainless steel annuli with an inside and outside
diameter of 9 and 12 cm respectively. The spacers between the electrodes
are of teflon. The distance between the electrodes was chosen to 12 mm, so
that the energy loss in the counter gas of the tritons emitted vertical
with respect to the electrodes is about 300 keV. The threshold for the
timing signals was put in the valley between the noise from the preampli-
fier plus detector and the pulses from the tritons and alphas. However,
still a few percent of events are missed, because of loss of energy of
alphas and tritons in the LiF-layers. This is also reflected in the imper-
fect valley between noise and pulses from the emitted particles. In this



detector design it is not straight-forward possible to correct for lost
events. Therefore this detector can serve only for neutron spectrum shape
measurements, and even this with some reservation at higher neutron energy.
The timing resolution of this detector is 46 ns when a slow branch with a
timing single channel analyzer of type Canberra 2035 A is used to generate
the timing signals.
2) lonization chamber with B and UF. deposits.

The set-up of this chamber is shown in the right part of fig. 1 and
its working is based on the reactions B(n,a0a! ) Li Li* + 2.793, 2.315 MeV235 10 2and U(n,f). The two B-deposits of 4.5 cm diameter and 30 fig/cm thickness

\

GELINA
Neutron beam

Pulse ionization chambers loaded with 6L1F, 10B and 235UF4-layers. The 10B-
chamber contains Frisch grids to obtain energy proportional signals front the anodes.

are positioned back to back in the centre of the detector housing. In this
design of the B-chamber part, Frisch grids are inserted on each side of
the two B-layers at distances long enough to stop the reaction products
in the gas volume. The insertion of Frisch grids allows to obtain energy
proportional signals from the anodes, and one has therefore the possibility
of a well determined positioning and control of the threshold for the timing
signals obtained from the common cathode. The timing resolution of this
detector is 32 ns when the same electronic setup is used as for the Li F
detector. Fig. 2 shows a pulse height spectrum measured with this detector
at a neutron f l ight path length of 7.653 m. Gas mixture, flow and pressure
were the same as for the LiF-chamber. Also the electrodes, entrance and
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1on chamber.



362 exit windows and 10B- and UF.-supports are constructed the same way as
10in the previous chamber. The B-detector can certainly be used to measure

the neutron fluence absolutely. 235The detector housing contains also two evaporated UF. layers of
rt OOC "4.5 cm diameter and 193.5 »g/cm U thickness, which form together with

another electrode two parallel plate ionization chambers. One detector is
positioned before and the other behind the B-detector. Due to the high
energetic fission fragments, the timing signal can be well separated from
the random alpha particle pulses. The timing resolution of this UF4
detector is better than 4 ns using a timing filter amplifier and a constant
fraction discriminator to generate the timing signals.
3) Avalanche detector with 10B-deposit.

The parallel plate proportional counter shown in fig. 3 consists of
3 parallel electrodes. The outer electrodes are of 0.02 mm aluminium

10 2supporting each a B deposit of 7.5 cm 0 and 1.28 mg/cm thickness. They

\

Qg.J

Design of B-loaded parallel plate avalanche detector.

are placed at a distance of 3 mm from the middle electrode. The electrodes
are parallel within 0.015 mm.

OThe middle electrode is a 500 Mg/cm mylar foil, covered on both
sides with 20 Mg/cm2 gold to make it conducting. Since the alphas from
the ^B + n * a + Li reaction will pass the middle electrode, the 2 counters
thus formed may be operated in coincidence or as single detectors.

The gas is 30 mbar aceton vapour, which flows at a rate of 10 to 20 g/h.
At the stated pressure and distances the counter is operated with 1775 V.
The neutron beam is entering and leaving the housing of the detector througho26 mg/cm mylar windows.

The detector has a timing resolution of 8 ns, but due to the geometry
and the thick B-layers it can be used only as a neutron spectrum shape
detector, as long as the response is proportional to the B(n,a0a,) Li Li
cross section.
4) Electronic circuit

The block diagram of the electronics is shown in Fig. 4.
The 2 signals from the avalanche detector are fed via 2 preamplifiers,

2 timing filter amplifiers and 2 discriminators to a coincidence-gate to
generate a stop pulse. The time resolution of this gate is 10 ns. In parallel,
the outputs from the preamplifiers are fed via 2 spectroscopy-amplifiers and
a summer to a discriminator, which serves as a lower level discriminator
for the avalanche detector stop pulse.

The outputs from the 3 ion chambers are fed via 3 preamplifiers,
3 main amplifiers and 3 timing discriminators to generate the stop pulses.

An anticoincidence removes the stop pulses generated by the 7-flashes.oocThis precaution is not necessary for the U-detector where the r-flash
is too low to pass the discriminator.

To be sure that the stop pulses from the 4 detectors "see" the same
dead time in the analyzer the 4 stop pulses are fed through 4 anticoincidence
gates which are all cTosed during 3.5 MS after any stop pulse has arrived
in the time-coder.

The time-coder has 21 bits output, which are identical for Tnl and
Tn2. Tn2 sets an additional routing bit (bit 22). There is a separate
routing input which acts on bit 23.

3 OR-gates and an one-shot (1 MS) transmit the stop pulses to these
3 inputs, accumulating 4 independent T.O.F.-spectra in the analyzer.
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Block diagramme of the electronics.

Ill MEASUREMENTS AT~ 8 M FLIGHT PATH LENGTH

The detectors were installed at flight path 2 as near as possible
to the bunker wall as shown in fig. 5. The neutron beam was collimated to
a diameter of 4.5 cm by one copper and two lead collimators, each of 100 mm
length. Sulfur, sodium and gold black resonance filters were positioned
between the lead and copper collfmators in order to measure the background
level at each of the black resonance energies. A Cd-sheet was used as
overlap neutron cut-off filter. Moreover, a 1 cm thick lead disk was put
in the neutron beam to reduce the pulse amplitude induced by the -y-flash
in the detectors.

,, Taroet Om
Flg.,5 ~~ —*- —

Setup of the detectors at flight path Nr. 2 at about 8 m distance from the
neutron source.

In such a simultaneous measurement of neutron time-of-flight spectra
the flight path lengths to the different detectors must be obviously
different. In order to obtain immediately comparable spectra, the data
were on-line processed to give time-of-flight spectra as if all detectors
were positioned at the place of the LiF-ionization chamber and also such



that the time zero was moved to channel zero. This on-line processor defined
also 5 zones of time compressions always changing the time per channel by
a factor of four. Since the timing résolution for the LiF- and B-loaded
ionization chamber was 46 and 32 ns respectively, the first high energy
zone from channel 1 to 128 channels was chosen with a channel width of
32 ns. The fifth group then, from channel 513 to 640 had a channel width
of 8192 ns. In fig. 6, 7 and 8 the raw time-of-f1ight spectra of the
avalanche-, the B- and the LiF-ionization chamber detector are shown
respectively. The background seen by these detectors and In the geometry
of the setup as shown in fig. 5 was about 15 %, 9 % and 8 % at the lowest
energy black resonance for the avalanche, B and Li-detector respectively.
This relative high background could not substantially be reduced by wrapping
the detectors with Cd sheets.
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Neutron ttme-of-f1ight spectrum of avalanche detector measured at 8.606 m and
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The spectrum measured with the Li-chamber, was multiplied by 1000 and
divided fay the avalanche detector spectrum and also by the B ionization
chamber spectrum, without any further treatment. Both spectra are shown
in fig. 9 and 10 and they give a rough idea of their compatability. In a
more quantitative analysis the background levels at the three black resonances
were fitted vrith an expression

B = aa + ai/t
where B is the background and t is the neutron flight time. This background
was subtracted from the time-of-flight spectra. Then the time-of-flight
spectra were converted to energy spectra and were divided by the standard
cross sections of the Li(n,t) He or the B(n,a0ai ) Li Li* reactions,
depending with which detector the spectrum was measured. The standard cross
sections were taken from réf. 1. Fig. 11 shows the ratio of the neutron
spectrum measured with the Li- and the B-ionization chambers in an
energy range from 0.7 eV to 100 keV. In an energy range from 0.7 eV to 1 keV
this ratio stays constant within a band of about 2 %. Up to 10 keV the
deviation from a constant stays within j- 5 %, whereas at higher neutron
energies the deviation from a constant increases steadily. This deviation
at neutron energies above 10 keV is probably due to improper subtraction
of the backgrounds, but also due to the influence of the 7-flash on the
detector thresholds.

Fig. 12 shows the ratio of the neutron fluxes measured with the Li-
ionization chamber and with the B-avalanche detector evaluated in the same
way as the previous ratio. In the energy range from 0.7 eV to 0.7 keV this
ratio stays within a band of + 3 3>; however there seems to be a small

197~systematic step below the Au black resonance at 4.9 eV. Up to about
10 keV also this ratio stays within a margin of +_ 5 %, whereas at higher
neutron energies the deviation from a constant value increases. This deviation
has probably the same reasons as in the previous ratio of fig. 11.

As critics to these measurements one must say that the Cd overlap
neutron cut-off filter deteriorates the spectrum very much from a few eV
up to the keV-range by all the resonance structure. A neutron beam with
such a structured energy spectrum would not be wanted for many experiments.
The background at this flight path and these detector positions was high.
The influence of the 7-flash on the detectors can be seen up to a few /as
after its appearance.

200 £00
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600

Ratto of raw neutron time-of-flight spectra measured with L1F-1on1zat1on
chamber and B-avalanche detector multiplied by 1000.
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chamber and B-ionization chamber multiplied by 1000.
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Neutron fluence ratio measured with 6L1F ionlzatlon chamber and 10B-avalanche
detector at about 8 m distance from the neutron source.

IV MEASUREMENTS AT ~ 32 M FLIGHT PATH LENGTH

The detectors of the previous measurements at about 8 m flight path
length were now installed at flight path 6 of GELINA at a distance of about
32 m from the target. The most relevant dimensions of the setup are shown
in fig. 13. The overlap neutron cut-off filter is now a B.C-filter of

20.419 g.cm thickness. The electronic setup as well as the on-line
processing was the same as at the 8 m measurements. One measuring run
without any black resonance filter was carried out for a period of 1 week.
A second measurement with a sulfur, sodium and a gold resonance filter
was made over a period of three days. The relative backgrounds at the
lowest (Au) and at the highest (S) black resonance neutron energies are
14 % and 3.7 % for the 6LiF-fonization chamber, 15 % and 3.3 % for the

B-iom'zatton chamber and 36 % and 4.6 % for the B-avalanche detector.
If one, however, subtracts a constant background as obtained from the
region where the cut-off filter is black, then one can show that the back-
ground which is then left under the black resonances is very small and pro-
portional to the number of counts one would have in the spectrum at these
positions, if the filters were not in the beam. Therefore in the present
analysis only a constant background was subtracted, since the response ratio
of the detectors is not affected by a countrate proportional background.
The constant background was obtained by fitting the neutron energy spectrum
only at the energies below 40 eV and leaving the background, the parameter
in the exponential absorption terra for the cut-off filter effect and a
normalization factor as free parameters for the spectrum description in
this low energy end of the neutron spectrum. The general spectrum shape
which is given by E^~ °'85 + °-0003-^E) f ^ere E has to be in eV, was
kept fixed in these fits over the limited energy range. This is justified
since in thts spectrum region the spectrum shape is essentially only dependent
on the cut-off filter effect e and on the background B. The following
values were obtained :

for the °LiF-chamber

for the 10B-chamber

for the B-avalanche

B

R

_ J.03U J.

8192
1937 ±
8192

1146 ±

t

6

4

ns *

ns'1

n,"1
8192

a = 10.72 ± 0.04 eV1/2

a = 10.75 ± 0.05 eV1/2

a = 9.72 ± 0.09 eV1/2
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10,B.C filter constant betweenThere seems to be a small inconsistency in the
the two first detectors and the last one. From the metrological data which
are written on the 10B,C filter one calculates a nominal value of the filter

367 constant of a = 11.78 eV1/2

Since also the masses and the areas of the LiF- and of the B-layers
in the ioniza'tion chambers are known, the number *(E) of neutrons which have

Opassed the detector per MeV and cm during the measuring time is calculated
as function of the neutron energy, according to :

*(E) (N(t) - B)-A-dt
2-m-F-L-ff(E)-dE

Here N(t) stands for the number of counts measured per ns at times t, B is
the according background, A is the molecular or atomic mass of the according2layer material in the detector, mis the mass per cm , F the area of the
layers, L the Avogadro number and <r(E) are the Li(n,t) He or the
B(n,aea,) Li Li* standard cross sections which were taken from réf. 1.

Figs. 14 and 15 show the neutron energy spectra on an absolute scale as
measured with the LiF- and B-ionization chamber respectively. No correction
was made for losses in the layers and for losses below the detection thres-
holds. These corrections are estimated to be of the order of a few percent.
Fig. 16 shows the same spectrum measured with the avalanche detector, however
on an arbitrary scale.

The least squares fits were made through each spectrum covering a
neutron energy range from 8 eV to 30 keV and from 8 eV to 200 keV. The
function used to fit the data was :

*(E) =

The parameters of these fits, their errors and the x -value are given in
table 1 and the fits are plotted as full lines in Fig. 14 - 16. In the fits
from 8 eV to 30 keV the most important parameters P(2) and P(4) of the
spectra measured with the LiF-and B-ionization chambers are in agreement
with each other within their statistical errors. A small deviation of these
two results with the fit to the spectrum with the B-avalanche detector
is observed. These differences are three times and six times their errors
for the P(2) and P(4) parameter respectively. For the fits in the region
between 8 eV and 200 keV the x has somewhat increased and the fits are less
perfect at the low energy end of the spectra. This indicates that one should
add a further term for the spectrum representation.
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Fig. 17 shows the experimental ratio of the neutron energy spectra as
measured with the LiF and B-ionization chambers. The two lines through
the experimental data are obtained from fits with a function

R(E) = P(2)-E

with E in MeV, covering two different neutron energy ranges. The parameters
and their errors are P(l) = 0.9823 ± 0.0023, P(2) = - 1.067 ± 0.078

and P(l) = 0.9800 ± 0.0013, P(2) = - 0.634 ± 0.039
for the fit from 8 eV to 70 keV and from 8 eV to 150 keV respectively.
In the fit up to 70 keV the deviation from the ratio at 8 eV is 0.1 %, 1.1 %
and 3.4 % at 1 keV, 10 keV and 30 keV respectively. The ratio with respect
to the B-avalanche detector as shown in fig. 18 is somewhat worse, especially
at the ends of the spectrum. For the low energy end this is already reflected
in the P(4)-parameter as given in table 1.

At this distance of about 32 m also the time-of-f light spectrum with
one of the U-ionization chambers was measured. The threshold for the
timing signals was put just above the pulses from the spontaneous alpha decay.235However the count rate of this U-detector was about a factor 12 smaller
than in the LiF- and B-ionization chamber and a factor 4.4 smaller than
in the B-avalanche detector. Therefore the statistical accuracy obtained
1n this one week run is rather poor. It was however possible to calculate
from the experimental data the average cross sections for certain energy
Intervals. For this purpose the detection efficiencies for the reaction
products from the B(n,aca, ) Li Li* and the U(n,f) reactions were esti-

Û.OÛ5 respectively. The masses of themated to be 0.915
UF^-layers which enter in the cross section determination are
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0.010 and 0.980
B and

known with an accuracy of only 5 % and 1.5 % respectively. No correction
was applied, other than a rather rough background subtraction. The same
neutron energy intervals were chosen as in the measurement of Wagemans and
Deruytter ^ ' in order to be able to make a direct comparison with these
measurements. This comparison is shown as ratio between the present and their
measured average cross sections in fig. 19 in the neutron energy interval
from 50 eV to 30 keV. Below 50 eV the present measurements have a too smalloocnumber of counts in the U-spectrum to make a comparison senseful . In the
neutron energy range from 30 keV to 200 keV this comparison is continued

0.S
0.01 100

ENERGY CkeV]

The ratio of the fluences as measured with the LiF-ionization chamber and
the B-avalanche detector Is plotted versus the incident neutron energy.
The full monotonie lines represent fits to the data.

TABLE 1

Results of least squares fits to measured neutron energy spectra

fcULUSl
30 keV - 8 eV

200 keV - 8 eV

1Û-B [1C)
30 keV - 8 eV

200 keV - 8 eV

10-B {AV}
30 keV - 8 eV

200 keV - 8 eV

P(l)

7.885 1013

5.635 1013

8.025 1013

5.360 ID13

4.034 1013

3.402 1013

AP(1)

1.4 1012

0.9 1012

1.4 1012

1.1 1012

1.2 1012

7.4 1011

P(2)

- 0.8523

- 0.8009

- 0.8522

- 0.7891

- 0.8361

- 0.8112

AP(2)

0.0025

0.0021

0.0025

0.0025

0.0042

0.0028

P(3)

2.69 10"4

1.18 10"4

2.87 10~4

1.06 10"4

2.40 10"4

1.84 10"4

AP(3)

7 l(f6

2 10'6

7 10'6

3 10'6

12 Kf6

310-6

P(4)

10.550

9.651

10.550

9.435

10.002

9.511

AP(4)

0.053

0.061

0.053

0.071

0.092

0.082

x2

0.6846

1.9517

0.8680

3.1508

0.5931

0.9875
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The ratios of average U fission cross sections of the present experiment
to those of other authors are plotted versus the incident neutron energy.

strict back to back geometry. These results encourage to try in an improved
setup and with less background to measure the Li/ B and B/ U cross
section ratios in a back to back arrangement, recording also the energy
signals for energy dependent detector efficiency corrections.
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with evaluated data of Poenitz and Guenther^ '. The ratios center around a
value of 1.015 with a scatter of maximum HK 3.5 %. This result is very well
within the error limits of the present experiment.

V. CONCLUSIONS

The presented data show that the Li F and B-ionization chambers give
a spectral ratio which is constant within 1.1 % and 3.4 % in an incident
neutron energy range from 8 eV to 10 keV and from 8 eV to 30 keV respectively.
The measurement of 235U(n,f) with respect to 10B(n,a0a, )7Li7Li* delivered235average fission cross sections of U for certain energy intervals in the
neutron energy range from 50 eV to 200 keV which compare well within a few
percent with data of others, although the ratios were not measured in a
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Abstract

An intercomparison of highly efficient neutron flux detectors is under
way. The neutron spectrum investigated is that emitted from the modera-
tor surrounding the neutron producing target of the Geel electron Linae
and the energy of interest ranges from thermal to about 1 MeV. The results
of two intercomparisons are reported here: one deals with a thin Li-glass
scintillator and a B ionization chamber. The second is concerned with

fi 2̂ cthe same Li-glass and a multiplate U fission chamber. Good agreement
is obtained in the first case for the range 4 eV to 2 KeV and in the
second case from 8 eV to 100 keV.

Table 1 : Main parameters of the high efficiency neutron flux'detectors
under study

Detector type

1. Multi-plate fission
chamber

2. Au t = 0.6 mm +
two C,D, scint.o o

3. B slab t - 0.6 mm
+ two C,D, scint.0 b
1 C\4. 1UB slab t - 3 mm
+ two C,D, scint.

5. Li glass t - 0.5 mm
6. B ionization

chamber

Size
(cm)

0 = 9.0

0 = 9.0

0 - 8.0

9.0 x 9.0

0 - 9.0
0 = 8.4

Thickness
N(at/b)

0.10 x 10~3

3.58 x 10~3

6 x 10~3

0.03

0.84 x 10~3

4.1 1 x 10~6

Reaction

235U(n,f)

Au(n,r)

10B(n,a?)

IOB(n,ar)

6Li(n,T)
10B(n,a)

Standard
range (MeV)

0.1 - 20

0.2 - 3.5

THERM.- 0.2

THERM.- 0.2

THERM.- 0.1
THERM.- 0.2
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1. Introduction
In order to check the accuracy with which the relative neutron flux at the
Linac is known, an intercomparison of neutron flux detectors is under way.
The detectors considered are typically two orders of magnitude more efficient
than those considered in the low efficiency intercomparison : if placed at
flight distances between 30 and 60 m, they can deliver a spectrum with good
statistics is a few hours.
The types of flux detectors,sample size, thickness in at/b of the isotope con-
cerned, the reaction involved and the energy region in which it is considered
as a standard are listed in Table). Detectors 1 to 5 are the high efficiency
detectors under study while nb.6 should be considered rather as a transfer
instrument, to ensure a connection with the low efficiency intercomparison.
In the following we report the results of an intercomparison between detectors
nb. 5 and nb. 6 and between detectors nb. 5 and nb. 1.

2. Intercomparison between a Li-glass and a B ionization chamber
Detector nb. 6 is a double gridded ionization chamber having a cathode with

10 2back-to-back deposits of B of thickness 40 Mg/cm each. The design of the
chamber is shown in Fig. 1: cathode, anodes and windows are made of Al foils
30 n thick, while the grids consist of a mesh of stainless steel wires of
0.1 mm diameter. This light construction was chosen in order to minimize any
perturbation of the neutron flux so that the chamber can be used in transmission.
The chamber is of the.continuous gas flow type and uses a mixture of 95% argon
and 5% C0„ at atmospheric pressure. The amplitude spectrum of the anode pulses' 7is shown in Fig. 2. The bias is set below the Li pulses: this choice together
with the back-to-back configuration rules out any possibility of efficiency-
variation with neutron energy due to changes in the backward-to-forward emission
ratio.
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0.0

Cross section through the B double grid ionization chamber.

Fig. 1

Detector nb. 5 consists of a Li-glass scintillator 0.5 mm thick, enriched to
952 Li. The glass lies in air and is viewed by two XP 2040 photomultipliers
which are outside the neutron beam: light reflection and light tightness is
ensured by a 0.05 mm thick Al foil wrapped around the two PM containers.
The experimental set up is shown in Fig. 3: both detectors were placed at a 28 m
flight path in a neutron beam collimated down to a diameter of about 8 cm.
A Cd filter 0.5 mm thick absorbed slow neutrons from previous cycles. The two
detectors were operated simultaneously and the background was separately measured
with "black resonance" filters of Na, Co, W and Ag.Data were taken in the
range from 2.6 eV to 50 keV: for Li-glass, the background-to-signal ratio
doesn't exceed 1% over the whole energy range. For the B-chamber it goes from

SO 100 150 200 2SO
CHANNELS

Fig. 2 Amplitude spectrum of the pulses from the anodes of the B
chamber.

Table 2 : Description of the fission chamber

Number of aluminium plates
Thickness of aluminium plates
Thickness of end windows
Filling gas
Diameter of back-to-back U,0_
coatings
Average thickness of coatings
235U enrichment
Impurities: 234

236u
238U

Total mass of U
Average plate spacing
Efficiency

21
30 M
50 M

methane

9.0 cm
1.18 mg/cm
99.508 %
0.169 %
0.026 %
0.301 %
2.549 g
0.2 cm
0.739



235Table 3 : Average U cross sections

keV

0.1 - 0.2
0.2 - 0.3
0.3 - 0.4
0.4 - 0.5
0.5 - 0.6
0.6 - 0.7
0.7 - 0.8
0.8 - 0.9
0.9 - 1.0

barn

20.37
20.16
12.80
13.18
14.88
11.24
10.83
8.051
7.322

E, - E2
keV

1 - 2
2 - 3
3 - 4
4 - 5
5 - 6
6 - 7
7 - 8
8 - 9
9 - 1 0

barn

7.178
5.231
4.684
4.157
3.813
3.235
3.148
2.937
3.080

El -E2
keV

10 - 20
20 - 30
30 - 40
40 - 50
50 - 60
60 - 70
70 - 80
80 - 90
90 - 100

barn

2.460
2.104
1.975
1 .835
1.781
1.727
1.652
1.580
1.532
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GRIPPED IQNIZ. CHiMBER

J°B I^Uiua/cm2 lack-lo-t
(»=84)

— L = 27.718m

Linac Frequency = 100 hz
Anti - overlapping Filter: Cd t =0.5 mm

Background measured with "black" filters
of Na, Co.W. Ag.

L = 28.582 m

Li cilia DETECTOR I« =90 L

0.7Z at 1 keV' to 2.17. at 5 eV. In order to derive the neutron flux, the counting
rates, after background subtraction, were divided by the relative detecting
efficiencies taken equal to e (E) * N.tf.(E) where N. are the thicknesses in
at/b given in Table 1 and a. are the relevant ENDF/B-V cross sections. In the

£ 1

case of the Li-glass, a small multiple scattering effect of the order of 27,
and self-shielding corrections at low energy have also been taken into account.
The results are given in Figs.4 and 5 in units of neutrons per second and per
4 ns time-of-flight channel. The ratio r of the two spectra is plotted vs
energy in Fig. 6.
The following comments can be made:
a) the absolute values of the two fluxes agree very well since the quantity r

is centered around unity (at least in its constant part);
b) the fluctuations observed in r below 1000 eV correspond to the Cd resonances

and are only due to a slight mismatch of neutron energies and resolution
functions;

c) apart from the fluctuations discussed in b), the quantity r is constant within
about _+ 1.5% in the range from 4 to 2000 eV;

d) a slight increase of r at low energy is noted, probably due to incorrect
background extrapolation below the 5 eV black resonance of silver;

e) as a result of our previuos experience in comparing Li-glass measurements
performed in different experimental set ups, we found out that the detector
malfunctions at relatively short flight path and time-of-flight values.
This effect, which results always in a lack of counts at high neutron energy,
is probably due to the influence of the 7-flash. We believe therefore that the
strong decrease of the ratio r at high energy visible in Fig. 6, is due to
such an effect;

f) in the range from 2 eV to 10000 eV the relative flux of the Li-glass has
been fitted by the following function:

A , v ̂ a
n
 + ai ' V E)0T " K-E o I

where
a = 0.6210 + 0.0002o - _3a j » (0.190 +_ 0.002) «10 J

and E is expressed in eV.

Fig. 3 Experimental set up of the first intercomparison.
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ft o <3 C3. Intercomparison of a Li-glass and a U multiplate fission chamber
235The characteristics of the U multiplate fission chamber are given in Table 2.

The fission chamber was placed at a 28 m flight path and its counting rate as a
function of the energy was compared to that of the thin Li-glass placed on the
same flight path but at a distance of about 58 m. The recording of the two detec-
tors was not performed simultaneously but one after the other and the fission
chamber was removed when measuring with the Li-glass. The investigated energy
range spanned from a few eV up to 100 keV. Knowing the relative efficiency of
the Li-glass as a function of energy it was possible to convert the yield of
the U fission chamber into fission cross sections by normalizing at low
energy. In fact, the normalization was carried out in two steps: first, a run
was performed covering the range from few eV to several keV. Normalizing the
data to the ENDF/B-V value of the low energy fission integral I ' e

241.2-b-eV, we obtained for the range 100-1000 eV the value
7.8

1000 eV
100 =• 1.1890-10 b-eV (which is in excellent agreement with ENDF/B-V).
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values obtained using the neutron flux from the
Li-glass, compared to ENDF-B/V values. Our data have been

11 eVnormalized to the value I 7.8 eV - 241.2 b-eV.

This last value was the.one actually used to normalize our main run.
Values of ä for decimal intervals going from 0.1 to 100 keV are given in
Table 3. Statistical errors are negligible while systematic errors mainly associa-
ted to uncertainties in the background evaluation of the two runs are estimated
to be less or equal to 2.6%. The ratios of the present values to the ENDF-B/V
ones are plotted in Fig. 7: the agreement is good over the whole energy range.
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Abstract
Recent publications on the determination of neutron energy are briefly

reviewed and the table of neutron energy standards, originally formulated by
an INDC sub-group, is revised by changes to three of the standard energies and
the addition of an oscillator level at 0 12 eV to the list Work required to
improve these standards is indicated

1. Introduction

Neutron energy standards help to ensure that all neutron spectrometers produce data
on energy scales that agree to within the estimated errors of measurement This greatly
reduces the problems of data mtercompanson, evaluation, compilation and analysis Such
standards can also be used to establish an energy scale for spectrometers when, for
experimental reasons, the basic data required to construct an absolute energy scale cannot
be determined In time, improved or additional energy measurements become available
and it becomes necessary to consider a revision of the table of recommended energies This
paper presents and considers the results and publications concerned with neutron energy
determination which have come to my notice since the establishment" and revision2' of a
table of recommended neutron energy standards

A table of neutron energies'1, over the energy range 0 6 eV to 121 MeV, for
forty-one narrow resonances suitable as energy standards was drawn up on the advice of an
INDC sub-group on neutron energies in 1977 Some of these energies were later revised2'
The new information which has become available since this revision and its effect on the
recommended standards may be summarised as follows Neutron energy measurements
above 3 MeV are, at present, dominated by the accurate values measured with ultra-high
resolution by Cierjacks et al 3 4) at Karlsruhe These results lead to a revision of the two
highest resonance energies given in the table of recommended values At the other energy
extreme, it has been suggested3' that the very sharp first oscillator level in the neutron total
cross-section of protons bound in zicomum hydride would provide an excellent low-energy
calibration point at 0 12 eV This suggestion is adopted Energy values for five of the listed
resonances have become available ' from work on the 387 713 m flight-path of the
150 MeV linear accelerator at CBMN, Geel It will be seen that, except for the level near
2 Mev in the carbon transmission, these values do not agree well with the values in the
table The nature of this disagreement is examined and, although the results obtained by
combining these resonance energies with the the values m the table are presented, users
should be aware of this discrepancy which can be resolved only by further investigation
Finally, a detailed study of the determination of experimental neutron energies on the
ORELA flight path 1 has been published8' No resonance energy values are given but the
nature of the report is noted



The data to be considered in revising the table of recommended neutron resonance
energies are presented and discussed in sect 2, and the revised energies are given in
sect 3 The conclusions of this survey and the indications which they give for future work
are summarised in sect 4

2. Presentation and discussion of data

The data to be considered in revising the table of recommended neutron energies are
presented in table 1 and discussed in the following sub-sections For resonances for which
new information is available, table 1 gives the energy listed in the table of standards2', the
new energy value, the weighted mean of these two values, the external error in the
weighted mean, derived from the spread of the data, and the internal error, derived from
the assigned error values Details on how to derive these quantities are given, for instance,
by Topping9'

Table 1

Isotope

Fe-56
S-32
S-32
O-16
C-12
C-12
C-12

Energy
Standard

keV
266 766 ± 0 033
412330 ±0060
818 720 ± 0 13

1651 0 ±20
2078 05 ± 0 32
6293 00 ± 5 0

12100 ± 9

Additional
Value
keV

267 035 ± 0 035
412 68 ± 0 07
81935

1652 01
207860
6296 82

12087

± 0 17
± 0 4 5
± 0 6 3
±039
± 9

Ref

(7)
(6)
(6)
(7)
(7)
(3)
(4)

Weighted External Internal
Mean Error Error
keV keV keV

266892
41248
81895

1651 96
2078 12
629680

12087

0 134
017
030
022
023
032
1 2

0024
0045
0 10
044
039
039
90

2.1 Data from Karlsruhe

The work of Cierjacks et a l 3 > in the determination of neutron resonance energies by
transmission measurements employing the neutron time-of-flight spectrometer of the
Karlsruhe isochronous cyclotron represents a signal advance in the accurate measurement
of neutron energy The measurements presented are on carbon and oxygen in the energy
range 3 MeV to 30 MeV and were made with an energy resolution of 5 5 ps m"1 They
allowed neutron resonance energies of some narrow resonances to be determined to a
relative accuracy of 1 2x lO~ 5 and in many cases are more accurate than previously
published values by two orders of magnitude These authors present two sets of data
suitable as high precision energy standards One is a table of seven resonance energies in
the range 3 2 MeV to 6 1 MeV which are suitable for ultra-high resolution measurements
and comprise resonances with ratios of resonance width to neutron energy below 10 3 The
other is a table of thirteen resonances in the energy range 3 7 MeV to 7 8^ MeV with a
ratio of resonance width to neutron energy in the range 10~3 to 10~2 These are
recommended for the more usual high resolution measurements Only one of these
resonances is already in the table of recommended values It is at 6296 82 i 0 39 keV and
is listed in table 1 The error quoted is more than an order of magnitude smaller than the
error given in the table of standard energies The two energy values agree to within this
larger error
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The energy of the resonance

Karlsruhe4' and is included in table 1
at 12087 ± 9 keV has also been measured at

2.2 Data from Geel

Table 1 snows the energies for five resonances found by transmission measurements
on a 387.713 m flight-path of the 150 MeV electron linear accelerator at CBNM Geel
The minimum timing channel width used is 4 ns and the burst width is 4 5 ns The
thickness of the neutron source is 10 mm and of the detector, 12 5 mm It is estimated that
resonance peak positions are known to ± 2 ns and that the initial delay can also be
measured to this accuracy" The energy for the resonance at 2078 60 ± 0 63 keV in the
transmission of carbon agrees with the value given in the table of standards to within its
own error of measurement The incorporation of this value into the recommended
standard is discussed in the next sub-section

The other four energy values from Geel do not agree well with the recommended
energy values and show a discrepancy which inceases with decreasing energy from about
one standard deviation at 1651 keV to eight standard deviations at 267 keV The energy
behaviour of this discrepancy is illustrated in fig 1 Such behaviour could be interpreted as
errors in flight-path length and initial time delay either for the spectrometer at Geel, or for
the three flight paths involved in the the determination of the four energies given in the
table of recommended energies Equally it may be due to unsuspected errors at all four
laboratories This discrepancy can only be resolved by further investigation or when
further measurements become available Although table 1 gives the results of combining
the Geel data with the recommended energy values, it is suggested that the recommended

10005 r

10000
10

,/ET - 1/2 50

Fig 1 An illustration of the energy dependence of the ratio of the square root of the^resonance
energy measured at Geel, EG, to that in the table of recommended energies2', ET



yjt energy values should remain unchanged until the discrepancy illustrated in fig. 2 is
resolved.

Since the data from Geel were measured, the spectrometer has been improved by a
reduction minimum burst width to 0.7 ns and by the availability of 1 ns timing channels.

DAVIS £ NODA

'HEATON

POORTMANS
JAMES

MEADOWS

PEREY
BÖCKHOFF

CIERJACKS

WEIGHTED MEAN OVERALL
WEIGHTED MEAN OF

CENTRAL VALUES

2075
E - keV

2080

Fig. 2. The energy of the carbon resonance at 2078.43 ± 0.14 keV as measured in eight
laboratories. The weighted mean value overall and the weighted mean value of the four
more accurately specified central values are shown. For these mean values both the
internal and external errors are indicated. They are set by limits shown above and below
the error bar respectively.

2.3 The resonance in carbon at 2078.43 ± 0.14 keV

From mesurements on the 387 m flight-path at Geel, Poortmans7> has provided the
value 2078.60 ± 0.63 keV for the the energy of a resonance in the transmission of carbon.
This value is illustrated in fig. 2 together with the seven energy values considered
previously1'. The weighted mean overall values is 2078.01 ± 0.24 keV. Here the error
derived from the spread of the data is given. The error derived from the quoted errors is
0-.41 keV. The four central values and their errors are quoted more precisely than the
others. Taken alone these values have a weighted mean of 2078.43 ± 0.14 keV. Again the
error given is derived from the spread of the data. The error derived from the quoted
errors is 0.48 keV. It is suggested that this energy value which embodies the results with
more precisely quoted values each with a precisely quoted, although not always lower,
error should now be the recommended energy.

2.4 The oscillator level at 0.12 eV

It has been suggested by Priesmeyer5' that the very sharp first oscillator level in the
neutron total cross-section of protons bound in zirconium hydride would provide an
excellent energy calibration point at about 0.12 eV. This cross-section is shown in fig. 3
which is taken from the work of Podewils and Priesmeyer'01. The figure also shows a
theoretical expression for the cross-section based on the work of Fermi. Experiments show
that the cross-|ection minimum near 0.12 eV remains at the same energy independent of
sample temperature over the range 25 °C to 890 °C. Further investigations are required to
formulate a method of defining the position of this minimum and thus establish accurately
the energy at which it occurs. This method may be based on the Fermi theory or may rely
on some other mathematical expression taken to represent the data adequately in a narrow
energy range close to the cross-section minumum.

30

8.

20

00 E - eV 0-5

Fig. 3.
The total cross-section per proton of ZrHi.œ at 77.4 K compared with the Fermi theory.
This figure is derived from fig. 3 of Podewils and Priesmeyer'01.

2.5 ORELA Hight path 1

Flight path 1 at ORELA is nominally 200 m in length and has been used extensively
for transmission and scattering measurements. The effective flight path length varies with
neutron energy, due to moderation effects in the neutron producing target and to the finite
thickness of the neutron detector, and Larson et al.8) have made a detailed study of this
variation. Their analysis enables them to develop a distribution function for the
time-of-flight energy. The mean time-of-flight energy is the first moment of this
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Fig. 4. An illustration of the energy dependence of the mean flight path length of ORELA
flight path 1 as given in fig. 5 of Larson et al.8). Only the sum li ± b of two end
corrections is shown. The dashed line illustrates the energy independent value which
would be obtained in the absence of the analysis undertaken by Larson et al.

Table 2

Revised Standard Energies

Isotope

H(ZrH,92)
C-12
C-12
C-12

Energy
eV

Error
eV

1.2 E-01
2.07843E 06 4.8E 02
6.29680E 06 3.9E 02
1.2087 E 07 9. E 03

4. Conclusion

From a consideration of data and information on neutron resonance energies and
their determination, it is recommended that three of the standard energies should be
revised and that the oscillator level near 0.12 eV should be added to the list. There is a
need to establish the energy of this oscillator level more accurately from a careful analysis
of the cross section data from which it is determined. The discrepancies noted in the four
resonances between 266 keV and 1652 keV listed in table 1 will need to be resolved and
work on spectrometers capable of helping to resolve this problem should be encouraged. It
is suggested, not for the first time1', that whenever changes are made to a spectrometer
which could lead to a change of energy scale the energy of at least one resonance from the
list of recommended energies should be confirmed and published. Indeed the confirmation
of two widely spaced resonance energies would allow an even better assessment of the
quality of the energy scale of a spectrometer.
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distribution and the width of the energy resolution function is identified with the second
moment. It is found that there is approximately a 20 mm difference in the mean effective
flight path length as a function of neutron energy. This difference, illustrated in fig. 4, is
much larger than the uncertainty in the flight path length at any energy.
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3. Revision of recommended standard energies

As a result of the above discussion, it is recommended that three of the energies in
the table of recommended energies should be revised and that the oscillator level at about
0.12 eV should be added to the list. These revised values are listed in table 2.
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Abstract

This paper aims at a discussion of the technique for
time (energy) calibrating a neutron time-of-flight spectro-
meter that is used to measure continuous fission neutron
spectra. Such a calibration requires a number of neutron
lines of well-known energies in the whole energy interval of
the fission spectrum, i.e. up to 15 to 20 MeV. The
T(p,n) He, T(d,n) He, and Be(d,n) B reactions are suitable
as such neutron line generators. Sources influencing the
accuracy of the energy determination of these lines are
discussed. By using a large number of well defined refe-
rence points in the whole energy interval covered by a
fission neutron spectrum, a calibration function can be
deduced which expresses the neutron flight time per metre
(equivalent to energy) for each channel number of the
spectrometer. Such a calibration function is very versatile
for the calculation of the energy of any point of a recorded
fission neutron spectrum.

1 . Introduction
The neutron energy scale problem was discussed a few

years ago by James [1], who briefly reviewed the basic
methods of determining neutron energies, i.e. that based on
direct measurement by time-of-flight and that based on the
production of mono-energetic neutron beams generated by
mono-energetic charged particles. James also discussed data
for neutron resonances and gave a list of a number of narrow

resonances which would be useful as standards from 0.6 eV to
12.1 MeV. As James pointed out, discrepancies sometimes
seem to exist between the neutron energy scales of neutron
spectrometers of different laboratories. This necessarily
requires check-ups and refinements of existing techniques
and apparatus.

The present paper concerns the specific problem of
making the energy calibration for an accelerator based
time-of-flight spectrometer used to measure neutron
spectra. Neutron spectra from nuclear reactions consist of
.either discrete lines, resolvable or not by the spectro-
meter, or continuous distributions as for instance from
fission processes. In either case there is a need to
measure the energies of the neutron components and their
intensities. The determination of the energies of a line
spectrum can often rely on a few discrete calibration lines
with well known energies. However, this paper will be aimed
at the discussion of the energy calibration problems asso-
ciated with the study and measurement of continuous fission
neutron spectra, the study of which has been on the Studsvik
program for a number of years [2]. The accurate analysis of
a continuous distribution such as that of a fission neutron
spectrum would require a detailed knowledge of the energy
response of the spectrometer in the whole energy interval of
the fission spectrum which extends from the eV range up to
15 to 20 MeV. It would be advantageous to be able to
measure the whole spectrum in a single run, but the experi-
mentally observable low energy limit is usually as high as
about 100 keV, which is an effect mainly attributable to the
scintillator detector properties of the time-of-flight
spectrometer. The calibration is evidently a problem of
generating a spectrum of neutron lines of well-known ener-
gies in the required interval.

The energy calibration procedure for the neutron
time-of-flight spectrometer will be discussed in some detail
and some viewpoints will be outlined. Results of a calibra-
tion of the 'energy interval 0.4 to 16 MeV will be shown.



2. The Complexity of Energy Determination for Calibration
Neutron Lines

The precision with which the energy determination of a
charged particle produced neutron beam can be determined
will be influenced by a number of effects:

1. The accuracy with which the energy of the' accelerator
beam is determined
a. The energy calibration of the accelerator ana-

lyzing magnet
b. The precision of the standard reaction data, if

used, for calibration of the analyzing magnet

2. The uncertainties of the nuclear masses used to
calculate the energy of a neutron emitted in a
reaction.

3. The estimation of the mean target thickness.

4. The estimation of the ion energy loss in the target
window (if used to separate gas targets from the
vacuum system).

5. The estimation of the ion beam energy loss in target
surface deposits.

6. The beam energy modulation introduced by external
klystron bunching.

7. The determination of the emission angle of a neutron
from the target.

The energy determination is heavily dependent on a
careful calibration of the analyzing magnet, which in turn
is usually done starting from a number of accurately known

*iiH 7 7381 reaction energy standards such as the Li(p,n) Be threshold.

If the magnetic field is measured by a nuclear magnetic
resonance device one arrives at the energy-frequency rela-
tion

E = k(f)
M 2Mc

(E = energy, M = mass, Z = charge, f = frequency, k(f) = a
frequency dependent function).
The factor k(f) can sometimes be considered a constant.

However, if the analyzing magnet of the 6 MeV Studsvik Van
de Graaff accelerator is taken as an example there will be a
20 keV error in the energy determination at a. deuteron
energy of 3 MeV if the magnet is calibrated by observing
only one calibration point, i.e. the Li(p,n) threshold at
1.8806 MeV.

The energy standards which are used to calibrate
accelerators may be considered well enough known that their
uncertainty does not contribute significantly to the un-
certainty in the calibration.

Nuclear mass uncertainties are so small that errors in
kinematically calculated neutron energies are negligible at
the present status of neutron physics measurements.

Neutron time-of-flight measurements with long flight
paths often require relatively thick neutron producing
targets because of intensity reasons. The energy loss of
the incoming ion beam will not be negligible and has thus to
be estimated in one way or another. There are also some
other effects contributing to a slowing down of the energy
of the ions, and these require precautions to be taken.
These are related to the preparation and use of the targets.
A neutron beam with well specified data cannot be obtained
without a careful control of the manufacture of the target
with regard to thickness and purity of target material,
backing, window (if for a gas target), deposit build up on.
target surface during preparation, deposit build up on
target surface when stored in the reaction chamber connected



««A to the accelerator vacuum system, deposit on target surface
during ion bombardment, etc. The total'target thickness is
thus defined not only by the specified target material but
also by uncontrollable deposits on the target surface and
chemical changes (for instance oxidation) of the target
material which contribute to the energy reduction of the
incoming charged particle beam and to an increased energy
spread that effects the energy characteristics of the
neutrons produced. Both the beam energy and the spread are
easy to calculate with satisfactory accuracy for an ideal
target of specified surface density but are difficult or
even impossible to estimate in practice, at least if the
experimental conditions influencing the target material and
causing surface deposits are out of control. The most
straightforward way to overcome these difficulties is to
have as clean conditions as possible when preparing and
storing the target and during the ion irradiations in the
experiment. The deposit thickness can in unfavourable
conditions be several keV or tens of keV depending on the
energy range and the estimate of the thickness could
probably only be considered as a crude guess.

Klystron bunchers are frequently used to produce short
intense ion pulses. More than one unit can be put in tandem
in order to improve the pulse time characteristics. One
technique chosen is to have a pre-buncher on the ion source
side of the accelerator, for instance a Van de Graaff, and a
post-buncher operating on the accelerated and momentum
analyzed beam [3]. This beam thus gets a time modulation,
the effect of which has to be taken into account since it
may not be negligible.

The determination of the emission angle of the
neutrons from the target is a problem associated with the
definition of the direction of the ion beam and the defini-
tion of the neutron detector angle. It is recommended that
the energy of the neutron beam should be observed at
emission angles to the "left" and to the "right" relative to

the direction of the charged particle beam, in order- to get
an accurate definition of the zero degree angle and to
cancel built-in asymmetry effects in the neutron detector -
arrangement [4].

Kinematically calculated energies of neutrons emitted
by a typical accelerator target are suitably checked by a
time-of-flight spectrometer tailored for precision measure-
ments of neutron energies. A spectrometer of sufficient
resolution should give information about the total target
thickness, including the effects of contamination. Esti-
mates or guesses of effects of ion beam energy degradation
due to target surface contamination are thus eliminated.
However, the design and use of such an instrument is a
separate topic.

3 Energy resolution of time-of-flight spectrometer
The energy resolution of a neutron time-of-flight

spectrometer is expressed by the relation

AE.
„ = Constant ' • EEn L n

1/2

where At is the total time spread and L is the flight path.

The total time spread can be split up into a number of
contributing components :

1. Energy spread in the accelerator beam.

2. Target thickness resulting in charged particle energy
loss and straggling.

3. Time spread in a non-zero length target because of
finite flight times of accelerator beam charged par-
ticles and of neutrons within target space.

4. Time duration of accelerator beam pulse



5. Neutron detection time uncertainty because of a detector
of non-zero length (which contributes to the flight path
length determination uncertainty).

6. Neutron time spread due to a detector with a non-zero
solid angle (which contributes to the flight path length
determination uncertainty).

7. Energy spread due to target emission of neutrons in a
non-zero solid angle subtended by the target-detector
system.

The time duration of the neutron pulse is evidently
the result of the processes of items 1 to 4 but the total
time uncertainty is also influenced by those of items 5 to
7.

The energy spread in the accelerator beam can reaso-
nably well be neglected at least when it has been cleaned up
by an analyzing magnet with data characteristics as for the
one usually used in connection with a Van de Graaff.

Neglecting impurity problems of different kinds, which
have already been considered in a previous paragraph, the
choice of target thickness is made so as to get a satis-
factory yield of the lines of the neutron spectrum, enabling
observation with good statistics with the proper flight
path.

The target length is a parameter which has only to be
considered in the case of gas target cells and can be
neglected for short solid targets.

The time duration of the accelerator beam pulse is of
course of vital importance in time-of-flight measurements. A
pulse length of the order of 1 ns contributes significantly
to the spectrometer resolution for instance at the high
energies of a fission neutron spectrum, but is of little
importance at the lower end. This is the trivial dilemma
with all neutron time-of-flight measurements which cover a

wide energy range that the resolution is strongly de-
graded, with increasing energy.

The detection time uncertainty cannot be made negli-
gibly small over the whole time range of a detector which
has to cover the energy interval of a fission neutron
spectrum. The detection time uncertainty depends on the
neutron energy as well as on the detector size (length),
which is one factor influencing the efficiency. The need
for efficiency is coupled to the neutron source strength at
one's disposal. The problem is to find optimum values of
all parameters.

The angular dependence of the energy of the neutrons
emitted in a reaction contributes to the energy spread
within an angle defined by the detector opening. The choice
of solid angle is evidently associated with the neutron
flux, detector efficiency, and the neutron energy spread
problems. Ideally the detector opening should be so small
that its energy spread contribution will be negligible.

It can be difficult to give a proper definition for
the flight path length in the case of a detector whose size
is not small. These problems have been discussed in some
detail by James [ 1 ].

4. Time-shifts in neutron time-of-flight spectra
The electronic start or stop pulse of a time-of-flight

spectrometer is often obtained from a pick-off device placed
somewhere in the path of the accelerator beam and generating
a signal each time an ion pulse passes. Since more than one
type of ion specimen and also different energies are used in
an energy calibration measurement there will be different
flight times for the ions from the pick-off to the target.
This results in time-shifts in the recordings of the indivi-
dual spectra and has to be corrected for. The spectrum shift
can be calculated when the ion energy and the pick-off-to- .
target distance are known. This shift can also be calcula-
ted by reference to spectrum lines associated with the gamma



production in the target. These corrections may contribute
to the introduction of some uncertainty in the time-scale.

5. Neutron calibration line sources
The energy calibration of a neutron detector requires

sources emitting neutrons that are well defined with respect
to energy and energy spread. A spectrum of neutron energies
covering the energy range of & fission neutron spectrum is

3 4suitably obtained for example from the T(p,n) He, T(d,n) He,
9 1Oand Be(d,n) B reactions which have the advantage of

9 10requiring only a modest accelerator energy. The Be(d,n) B
reaction has the advantage of emitting several neutron
groups at the same bombarding energy. Appropriate neutron
energies are selected either by varying the bombarding
energy or by observing the neutrons at selected emission
angles.

The Li(p,n) Be and D(d,n) He reactions are also
convenient sources of monoenergetic neutrons or groups of
neutrons. However, the laboratory having an accelerator
capable to produce up to 12 MeV deuterons in pulses of short
duration (< 1 ns) and a time-of-flight spectrometer capable
to resolve most of the neutron groups associated with
excited states in B would preferably use the Be(d,n) B
reaction to calibrate its neutron spectrometer in the whole
energy interval making use of the advantage of a target of
high quality made in situ at the ordinary target position.

Table 1 gives examples of the choice of angular
intervals for the T-p, T-d, and Be-d reactions at an energy
of 3 MeV in order to get a large number of calibration lines
between 0.43 and 15.9 MeV, i.e. in the energy range of the
fission neutron spectrum. The energy spread per degree
(i.e. for a linear detector opening of + 1°) is given at a
few neutron energies and emission angles in Table 2. The
data of the table show a relative energy spread of the order
of 0.5 per cent per degree or less.

Table 1

Neutron energy ranges covered with the T(p,n) He,
Be(d,n) B, and T(d,n) He reactions in specified neutron
emission angular intervals at a reaction energy of 3 MeV.

Reaction Angular
interval
MeV

Neutron
energy range
MeV

T(p,n)JHe
9Be(d,n)10B
T(d,n)4He

0°-150°

80°-150°

2.216- 0.430
7.35 - 1.26*

15.90 -12.23

«Excited states in 10B: 0.718, 1.740, 2.154, 3.587, 4.774,
5. 110, 5.920, 6.127 MeV.

Table 2

Neutron energy spread per degree for the T(p,n) He,
4 4 10T(d,n) He, and Be(d,n) B reactions at a charged particle

energy of 3 MeV and at the neutron emission angles O) of
20*- 85 , and 20 , respectively.

Reaction
degrees

n
MeV

AEn/AG AEn/En/A6
MeV/degree Percent/degree

T(p,n)JHe
T(d,n)4He
9Be(d,n)10B

20
85
20

2.11
15.55
7.27

0.01
0.07
0.01

0.5
0.5
0.2



6. Energy calibration of a specific time-of-flight spectro-
meter.

The results of an energy calibration of a time-of-
flight spectrometer will be briefly reported as an illustra-
tion of the previous discussions.

The spectrometer was the one at the Studsvik 6 MeV Van
de Graaff machine with a klystron buncher in the high
voltage terminal [5] The ion pulse width was typically 1.5
ns The energies of the ions were measured by a magnet with
a magnetic resonance spectrometer. The threshold energy of

7 7the Li(p,n) Be reaction was used as one reference point for
the magnet calibration. The neutron detector was a plastic
scintillator 10 cm in diameter by 5 cm thick. The flight
path was 3 m

The neutron calibration lines were obtained by the
T-p, T-d (at 3.0 MeV), and Be-d reactions (at 3.0, 4.0, and
5.0 MeV. Targets of T-Ti and of beryllium evaporated on
tantalum were used. The thicknesses of the individual
targets were 14, 28, and 16 keV, respectively, at 3.0 MeV
charged particle energy. A neutron spectrum represen-9 intative of the Be(d,n) B reaction at 3.0 MeV is shown in
Fig. 1 The target is evidently somewhat contaminated since

12 13neutron lines attributable to the C(d,n) N and
0(d,n) F reactions are also present.

The main contributions to the time spread in the
calibration lines come in this measurement from the ion
pulse width and the energy dependent neutron time detection
uncertainty in the scintillation detector. The target
thickness has only a marginal effect, if any, on the total
time spread, i.e about 0.8 ns as a maximum (at 430 keV
neutron energy) at the pertinent flight path

The uncertainties in the accelerator ion beam energies
are negligible. Since all the targets were relatively thin
the charged particle energy loss is so small that the
contributions to neutron energy uncertainties can be con-

385 sidered small relative to the main error sources. A time

uncertainty introduced by a 0 1 degree error in the
positioning of the detector should be small or negligible.

Fig. 2 shows typical results of a calibration mea-
surement giving the spectrometer channel number versus
neutron flight time in nanoseconds per metre Polynomials
of first and second order have been fitted to the experi-
mental data and the coefficients have been calculated by the
least squares procedure giving the following results-

T = 166.38 - 0.16741C
and
T » 162.35 - 0.15441C - 9.833'10~6C2

(r:ns/m, C.channel number, CX1000)

The solid line represents the fitting to the points.
On the scale of the figure it is not possible to distinguish
the two polynomials. The calibrated time region is equi-
valent to the energy interval 0.4 to 16 MeV

The second order polynomial fits the experimental data
somewhat better than the first order one, as indicated by

2 2the minimum values of the expression x = W(x„„ -x„,. )exp caic
(W represents the weight; x and x , are the experi-
mental and calculated data values, respectively). This is
also illustrated by the data of Table 3 which compares the
energies of some of the experimental calibration lines with
those calculated with the polynomials. The data of the
table show clearly that the parabolic function gives the
best fit. The relative differences are positive up to 8.255
MeV but negative above this value for the linear case
contrary to th.e fitting of the second order polynomial which
gives a more random distribution of positive and negative
values.

The calibration procedure of the Studsvik spectrometer
will be described in detail in a forthcoming paper [6 3
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Table 3

Comparison of some experimental calibration neutron
energies and energies calculated from polynomials fitted to
the experimental ones. Also given are the relative diffe-
rences (in percentages).

En(exp)
MeV

0.435
0.518
0.920
1.632
2. 199
3.593
4.650
7.542
8.255
12.545
13.411
15.209
15.548

Linear
En(calc.)

MeV

0.433
0.514
0.918
1.641
2.239
3.649
4.673
7.491
8.219
12. 164
13.064
14.950
15.336

function
Relative
difference

0.5
0.8
0.2
0.6
1.8
1 .6
0.5
0.7
0.4
-3.0
-2.6
-1.7
-1.4

Parabolic
En(calc.)

MeV

0.439
0.519
0.915
1 .646
2.216
3.618
4.645
7.506
8.252
12.345
13.291
15.281
15.692

function
Relative
difference

0.9
0.2

-0.5
-0.4
0.8
0.7
-0.1
-0.5
-0.04
1.6

-0.9
0.5
0.9

8. Concluding Remarks
The energy calibration procedure for an accelerator

based neutron -time-of-flight spectrometer has been discussed
primarily with regard to its use for measuring continuous
neutron spectra, i.e. fission neutron spectra in the energy
interval 0.4 to 16 MeV. This interval can be covered by a'
spectrum of calibration lines which are generated by the

3 4 4 10reactions T{p,n) He, T(d,n) He, and Be(d,n) B. Numerous
energy reference points make possible the deduction of a



function that describes well the neutron flight time per
metre (equivalent to energy) to each spectrometer channel
number, i.e. the neutron energy can be calculated for any
channel number desired for the analyses of a. fission neutron
spectrum.
In conclusion: Some of the experimental criteria necessary
for optimum energy calibration accuracy of a tirae-of-flight
spectrometer are: targets with well defined data, accurate
charged particle energy determination, clean vacuum target
chamber conditions, extreme time resolution obtained by
short neutron pulses and small detector time spread, and
accurate angular positioning of the neutron detector.

4. T. Wiedling, NIM 173 (1980) 335.

5. P. Tykesson and T. Wiedling, NIM 77 (1970) 277

6. P-I. Johansson, B. Holmqvist, and T. Wiedling, NIM.
Accepted for publication.
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NEUTRON ENERGIES SELECTED BY ISO FOR THE
CALIBRATION OF RADIATION PROTECTION INSTRUMENTS

M.COSACK
Physikalisch-Technische Bundesanstalt,
Braunschweig, Federal Republic of Germany

Abstract
ISO/TC 85/SC 2/WG 2 has chosen a number of radionuclide neutron
sources with broad spectral neutron distributions for routine
calibrations of radiation protection instruments. For the
determination of the response as a function of neutron energy
several energies were fixed at which nearly monoenergetic neutrons
can be produced.

1 . Radionuclide Sources

The working group ISO/TC 85/SC 2/WG 2 (Technical Committee: Nuclear
Energy; Subcommittee: Radiation Protection; Working Group:
Reference Radiation) recently selected a few radionuclide neutron
sources with broad spectral distributions as reference fields .
The following sources were taken: '""'Cf, moderated '""'Cf (a

241spherical heavy-water moderator of diameter 30 cm), AmBe(a,n)
241and AmB( a ,n). The criteria for this choice were the

availability of reasonable source data and the covering of a range
of different spectral distributions and source strengths. The aim
was to make calibrations carried out at different laboratories and
facilities comparable. The recommendation of a set of sources may,
in addition, initiate further investigations which will lead to an
improved knowledge of these fields.

2. Monoenergetic Neutrons

Besides radionuclide neutron sources, monoenergetic neutrons are
needed in radiation protection for determining the response of

Table 1

Neutron Energy
MeV

2.5x10"8 (thermal)

0.001

0.002

0.021

0.024

0.144

0.25
0.565
1.2
2.5
3.2
5.0
14.8
19.0

Method of Production

moderated reactor neutron beam
or accelerator produced moderated
neutrons
Sb-Be(Y,n) radionuolide source
water moderated
•Scandium filtered reactor neutron
beam or reaction
l45Sc(p,n)45Ti with accelerator
Sb-Be(Y,n) radionuclide source or
reaction 1(5Sc(p,n)'45Ti with
accelerator
Iron-aluminium filtered reactor
neutron beam or reaction
'*5Sc(p,n)'l5Ti with accelerator
Silicon-filtered reactor beam,
accelerator-produced neutrons
from reactions
T(p,n)3He; 7Li(p,n)7Be
T(p,n)3He; 7Li(p,n)7Be
T(p,n)3He; 7Li(p,n)7Be
T(p,n)3He
T(p,n)3He
D(d,n)3He
D(d,n)3He
T(d,n)1|He
T(d,n)4He

1)

Remarks 1)

I
I,P

I
L
I
I.P.L

The symbols designate the following:

instruments as a function of neutron energy2) In the past,

I: One or more international intercomparisons of fluence determinations
for monoenergetic- neutrons were performed-5' ' (see also other
contributions to this meeting).

P: There is a maximum of the reaction cross section for the neutron
production.

L: These energies can be produced in particular with accelerators with a
voltage of a few hundred kV.



energies were chosen rather arbitrarily, and different measurements
could only be compared applying interpolations introducing
additional uncertainties. This is why the ISO working group decided
to compile a list of neutron energies which should preferably be
used in neutron detector calibrations (see table 1).

The following points were considered when thé energies for this
table were selected:

- availability of reactor filters
- cross sections of neutron producing reactions
- neutron cross sections of air (absorption and scattering! and
materials frequently used

- possibility of using low-energy particle accelerators
- international intercomparison of fluence measurements for mono-

energetic neutrons.

3. Discussion

Of course, the international intercomparisons had already allowed
for the above criteria. Taking the energies already used in an
international intercomparison offers the advantage of experimental
evidence for the accuracy of the fluence measurements in the
participating standard laboratories. In consequence, problems in
fluence determinations or calibrations which occurred in the
evaluation of the intercomparisons were generally solved at the
particular laboratory.

With the experience gained in connection with the properties of the
neutron fields at specific energies, calibrations of instruments
became more reliable. On the other hand large systematic
uncertainties may be introduced if the neutron energy is changed to
values other than those given in the table. The reason is, of
course, the rapidly changing cross sections of the neutron
producing reactions or the neutron-induced reactions for relevant
materials.

The reasons why ISO compiled a table of energies may also be valid
in other • fields of research with monoenergetic neutrons. The
possibility of a direct intercomparison of measurements and an
interchange of data without interpolation or extrapolation is an
advantage and may lead to smaller uncertainties and improved
reliability.
With regard to the question of what energies should be recommended,
there are already a number of energies which have been used quite
frequently, as for instance 14.8 MeV or 3.2 MeV, for reasons which
are -well known. However, to satisfy the needs encountered in
different experiments other energies should be added. One proposal
is to take the table compiled by ISO covering the energy range from
thermal to 19 MeV, but this should perhaps be discussed by this
advisory group.
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390 ACTINIDE HALF-LIVES AS STANDARDS FOR NUCLEAR DATA
MEASUREMENTS: CURRENT STATUS

C.W. REICH
Idaho National Engineering Laboratory,
EG&G Idaho Inc.,
Idaho Falls, Idaho,
United States of America

SESSION IX Abstract
The present status of the half-life data 1s summarized for a number

of long-lived actlnlde nuclldes useful as standards for nuclear data
measurements and reactor research and technology. The half-life
Information given draws heavily from the file of recommended decay data
generated over a number of years through the activities of an IAEA
Coordinated Research Program on the measurement and evaluation of
transact1n1um-1sotope nuclear decay data, whose work has recently been
completed.

1.

One of the more Important properties of any radioactive nucllde 1s
Its half-life. In addition to Its relevance to basic nuclear physics,
knowledge of the half-life 1s required for any application 1n which
quantitative assay of material for radlonucHde content 1s desired. In
fission-reactor research and technology, for example, accurate half-life
data are required for many areas related to the safeguarding of special
nuclear materials. In the precise measurement of neutron-Induced reaction
cross sections Important for studies of fast-reactor fuel cycles, such
data are necessary for the accurate mass assay of, and the correction for
nucllde decay 1n, the samples utilized. Half-lives thus represent an
Important subset of that large body of knowledge commonly referred to as
"Nuclear Data". As such, the development of highly accurate values of
actlnlde-nucllde half-lives for use as standards In nuclear research and
technology Is an Important task.
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Unfortunately, until roughly the past decade, the status of the
half-life data on the longer-lived actlnlde nuclldes was rather poor,
especially for those of Importance 1n fast-reactor research. Although
many half-life measurements were reported 1n the literature for a number
of these nuclldes, the results often differed by many times the quoted
(and frequently quite small) errors. The user of such Information was
confronted with the frustrating and difficult task of trying to choose
from among these a reliable value to use for his particular need.

Fortunately, this situation has changed considerably In the past
several years. This Improvement has resulted 1n part from the
availability and use of Improved experimental techniques and a better
understanding of all aspects of the measurement process, especially the
elucidation of systematic errors 1n the results. This has led to the
production of an Impressive body of more accurate half-life Information
for the longer-lived actlnldes. In some Instances, several measurement
groups have joined together 1n a cooperative effort to arrive at a
"recommended" half-life value for selected nuclldes through an extensive
measurement program employing a variety of different experimental
approaches, coupled with a careful evaluation of the resulting data. A
good example of this collaborative approach 1s provided by the U. S.
Half-Life Evaluation Committee, consisting of groups from six
laboratories, which for several years carried out an extensive measurement
program on the longer-lived Pu Isotopes Important for safeguards-related
applications. (For a description of this effort, see, for example, Refs.
[1,2].) In addition to the measurement activities, careful evaluations of
the available half-life data for several of the Important actlnldes have
been published and "best" values recommended, with an emphasis on
consideration of systematic sources of error. (See, for example, Refs.
[3-53 and additional papers submitted to this conference by N. E. Holden).

Of particular current relevance for the half-lives of actlnlde
nuclldes 1s the IAEA Coordinated Research Program (CRP) on the Measurement
and Evaluation of Transact1n1um Isotope Nuclear Data. Established 1n
1977, this CRP has as Its primary objective the production of a consistent
set of transact1n1um-nuc!1de decay data (specifically, half-lives,
branching fractions and <*- and y-ray emission probabilities) which satisfy
the rather stringent accuracy requirements Identified at the first two
IAEA Advisory Group Meetings on Transact1n1um Isotope Nuclear Data, held

at Karlsruhe 1n 1975 [6] and at Cadarache 1n 1979 [73. The participants
1n this CRP, representing five measurement groups around the world, have
pursued'thls objective through an active, coordinated program of precise
data measurements, supplemented by the critical evaluation of selected
data from within the CRP and from other laboratories. Several reports
describing the history, objectives and accomplishments of this CRP have
been published [8-103. The final research coordination meeting of the CRP
participants has just concluded, and the preparation of a report
summarizing the results of this endeavor Is presently underway. This
report will Include, among other things, recommended values for the
half-lives (both total and partial) for all the Important actlnlde
nuclldes and the members of their decay chains. Since one Important
aspect of the work of this CRP has been to keep abreast of measurement and
evaluation activities around the world, 1t 1s believed that the
Information contained 1n this report will be reasonably complete and up to
date. In drawing up the lists of the data to be Included 1n this report,
considerable use has been made of the following files of evaluated decay
data:

ENSDF, the Evaluated Nuclear Structure Data File, resulting from the
evaluation effort of the International Nuclear Structure and Decay
Data Evaluation Network. This file represents the base of evaluated
nuclear Information associated with the preparation of the Nuclear
Data Sheets;

the file of evaluated actlnlde decay data at the Idaho National
Engineering Laboratory, which forms the source of decay data for the

Actlnlde File of ENDF/B, the Evaluated Nuclear Data F1le/B, used
within the U.S. reactor research and technology program; and

the U.K. Chemical Nuclear Data Committee Heavy Element Decay Data
File, prepared at the AEE W1nfr1th Laboratory.

Where no new measurements or evaluations have appeared which would
supersede the Information 1n these files, these data are those which have
been Incorporated Into the listings 1n the CRP summary report.



In the present paper, the current status of act1n1de-nuc11de half-
lives, useful as standards In nuclear-data measurements, Is summarized.
The coverage of nuclldes and the categories of half-life data considered
(namely, total and partial) follows that given by Vanlnbroukx and Lorenz
Ell]. In Section 2» the total and partial half-life values are given
together with their uncertainties. These data are those to be recommended
by the IAEA decay-data CRP 1n Its final report. In some Instances, they
are the same as those Included 1n the most recent version of the 11st of
proposed recommended heavy-element decay data [123, which has been updated
and Issued on a continuing basis by the CRP participants. In Section 3,
comments regarding specific values are given, which provide additional
Information regarding the listed values and point out outstanding problems
which require further study for their resolution.

2. SUMMARY OF HALF-LIFE DATA

In Table 1, the recommended half-life values for those actlnlde
nuclldes suitable for nuclear-data standards are given. These data have
been carefully considered by the participants 1n the IAEA CRP for Inclusion
1n the final report summarizing their conclusions and recommendations
regarding the current status of act1n1de-nucl1de decay data. A detailed
discussion of all the bases for the choice of these particular values 1s
beyond the scope of the present paper. Additional Information regarding
these 1s to be given 1n the summary report.

Values 1n Table 1 for which no footnotes are given are ones that
appear 1n existing data files and for which no changes are recommended by
the CRP participants.

3. COMENTS. REGARD ING -CERTAIN OF THE HALF-LIFE VALUES

TABLE 1

RECOMMENDED HALF-LIFE DATA FOR SELECTED ACTINIDES
Nucllde
233u

234u

238u

237Np

239pu

240Pu

241Pu

242pu

244Pu

Decay Mode
a
S.F.
a
S.F.
a
S.F.
a
S.F.
a
S.F.
a
S.F.
a
S.F.

a
S.F.
a
S.F.
Totala
S.F.

Ha If -Life
(1.592 ± 0.002) x 105 y
>2.7 x 1017 y
(2.4S7 ± O.OOS) x
(1.42 ± 0.08) x
(7.037 ± 0.007) x 108 y
(9.8 ± 2.8) x 1018 y
(4.468 + 0.005) x 109 y
(8.2 ± 0.1) x 101S y
(2.14 ± 0.01) x 106 y
>1. x lui8 y
(2.411 ± 0.003) x 104 y

5.5 x 1015 y
(6,563. ± 7.) y
(1.16 ± 0.04) x 1011 y
(14.4 ± 0.1) y
(6.00 ± 0.05) x 10s y
(3.735 ± 0.022) x 10s y
(6.8 ± 0.1) x 1010 y
(8.00 ± 0.09) x 107 y
(6.7 ± 0.3) x 1010 y
(2.645 ± 0.008) y
(2.73 ± 0.01) y
(85.5 ± 0.3) y

The total half-life value Is that recommended by Holden [4] from
a critical evaluation of the available data up through 1980. Two recent
analyses [16, 17], which had as their objective the production of a

a) See the discussion 1n Section 3 for additional comments.
b) Measured value reported In Ref. [13].
c) Value recommended from the evaluation 1n Ref. [4].
d) Value recommended from the evaluation 1n Ref. [14].
e) Value recommended from the evaluation 1n Ref. [15].

Notes



consistent set of thermal neutron constants (e.g.» 2200 m/s cross
sections, Hestcott g-factors and fission neutron yields) from an overall
least squares fit to the available experimental data on several actlnlde
nuclldes, yield values for the 233u half-Hfe. Dlvadeenam and Stehn
[16] derive the value (1.59124 ± 0.00163) x 10s y for this quantity,
while Axton [17] obtains the value (1.5906 ± 0.0019) x 10s y from his
analysis. Both of these values are 1n good agreement with the recommended
value given 1n Table 1.

The spontaneous-fission half-life value 1s that reported by
von Gunten At al. C13], It differs significantly from the value
(1.2 ± 0.3) x 1017 y [183, which Is the one presently given In most
files of decay data.

This nucllde 1s an Important contaminant In samples of
and an accurate knowledge of Its half-life 1s required 1n order to achieve
reliable mass assays of 235y content 1n such samples when alpha-particle
detection techniques are employed. The total half-life value given 1n
Table 1 was derived from the same base of data as that used by Holden [4],
except that the value reported by Meadows was excluded since It has been
withdrawn by Its author [H. P. Poenltz, private communication (1984)1. In
addition, the uncertainties associated with the remaining values were
those given by their respective authors. This recommended value 1s In
excellent agreement with the results from two recent analyses [16, 17] of
the available neutron nuclear data which had as their objective the
production of a consistent set of thermal neutron constants for several
actlnlde nuclldes. From their analysis, Dlvadeenam and Stehn [16] derive
the value (2.45749 ± 0.00504) x 10s y for the 234U half-life, and
Axton [17] obtains (2.4580 ± 0.0051) x 10s y for this quantity.

From an extensive determination and Intel-comparison of masses of a
number of 23 s U samples obtained from several laboratories, Poenltz and
Meadows [19] have been able to deduce a value of (2.457 ± 0.005) x 10** y
for the 23*U half-life, also 1n excellent agreement with the value given
1n Table 1.

1n part, by the Importance of the 23{5u spontaneous-fission decay mode 1n
the geochronology of mineral samples. In addition to geological dating
utilizing fission-track detection, the uranium-ruthenium technique 1s a
sensitive Indicator of fission 1n uranium deposits. This 1s due to the
relative geochemlcal stability of ruthenium. Its low natural abundance 1n
the earth's crust and the fact that the Ru 1sotop1c yields from 238u
spontaneous fission are quite different from those 1n naturally occurring
Ru. (For a more detailed discussion, see, e.g., Refs. [20, 21].)
Although at one time measurements of the spontaneous-fission half-life of
23<Hj differed widely (a factor of -20), 1n recent years the measured
values have tended to be concentrated 1n two general regions, viz.
-10. x 10*5 y and -8. x 10^ y. The "true" value 1s now believed
to He In the latter region, and Holden and Zucker [5] have recently
recommended the value of (8.2 ± 0.1) x 1015 y. With an additional 5 new
measurements Included In the data base, this latest recommendation 1s only
slightly different from the value (8.08 ± 0.26) x 10̂ 5 y, proposed by
Holden 1n an earlier evaluation [4].

A large body of published Information exists on the
393 spontaneous-fission half-life of 238U. This has been prompted, at least

the difficulty with the presently accepted value of the 237Np
half-life 1s that It 1s based on the result of only one measurement with a
good quoted precision (-0.5 *). Confirmation of this value 1s highly
desirable. Some Indication that this value may be significantly 1n error
has recently been given by Meadows C22] from a measurement of the 237Np
fission cross section (1n the MeV region) relative to that of 235|j.

Meadows found that his results exhibited a systematic difference of -4% from
those of other experimenters over a considerable range of neutron energy. One
potential source of this discrepancy arises from the mass assay of the 237Np
samples, which depends ultimately on the 237Np half-life. A satisfactory
resolution of this discrepancy would help support the use of 237Np as a
neutron flux standard 1n the MeV region.

239PU, The many reported values of the half-life of this nucllde have
exhibited a variation much larger than the quoted errors of the different
measurements, the range being from -2.40 x 104 y to -2.44 x 104 y.
However, over the past 5 to 6 years the reported values have exhibited a much
higher degree of agreement and now tend to cluster around -2.41 x 104 y.



3JU The value given 1n Table 1 1s the one recommended by the participants 1n the
CRP and 1s based on an evaluation at CBNM [53]» which takes Into account the
measurements of the participating laboratories 1n the U. S. Half-Life
Evaluation Committee [1] (who recommend the value (24,119 ± 26) y) and the
value (24,100 ± 30) y, measured at CBNM [24].

The recommended value also agrees well with the values 24,101.1 ± 11.7 y
and 24,129 ± 29 y quite recently obtained by Dlvadeenam and Stehn [16] and by
Axton [17], respectively, 1n their derivations of a consistent set of thermal
neutron constants from an overall least-squares fit to the available
experimental data.

240put The value given for the 240pu half-life 1n Table 1 represents the
result of an evaluation by R. Vanlnbroukx [25] which 1s based on the
measurements carried out by the participating laboratories of the U. S.
Half-Life Evaluation Committee [2] (who recommend the value
6,564 ± 11 y) and all the older measurements,

241pus Perhaps one of the most exhaustively measured quantities 1n the field
of act1n1de-nuc!1de decay data 1s the half-life of 241pu> vet, the results
obtained using a wide variety of experimental techniques vary over quite a
large range (from -14.1 to -15.2 y), many times larger than the typically
quoted measurement errors. Considerable effort has been devoted to this
problem by the participants 1n the CRP (and by many other Individuals, as
well). However, the "true" value of the 241pu half-life 1s still uncertain.
Most recent measurements seem to definitely exclude those values near the upper
end of the range. The three most recent half-life determinations utilizing
mass spectrometry [26-28] are consistent with the value (14.36 ± 0.02) y [29].
This value differs appreciably from the results obtained from 241̂ , in-growth
measurements at Harwell [30] and at CBNM [31], which yield values of
(14.56 ± 0.15) y and 14.60 ± 0.10 y, respectively. However, sources of
systematic error 1n these latter two measurements have subsequently been
Identified by their measurers [25] and the results thus called Into question.
In view of the many problems surrounding the 241pu half-life, the rather
conservative estimate given 1n Table 1 1s recommended at this time.

In his evaluation of the thermal neutron constants of several actlnlde
nuclldes, Axton [17] has derived a value for the 241pu half-life. His

result, 14.35 ± 0.19 y, agrees well with the value obtained from the recent
mass spectrometry results and with the recommended value 1n Table 1.

252cfj The present situation regarding our knowledge of the 252Cf
half-life 1s highly confused. The available Information on this Important
datum has recently been summarized by Smith [32], who has also provided an
Informative analysis of potential problems associated with many of the
Individual measurements. The available data appear to cluster around two
distinct values for the 252cf half-life, viz. -2.638 y and -2.651 y.
Since evidence exists which provides support for the correctness of each of
these values, 1t 1s not clear which of them represents the "true" 252cf
half-life. Consequently, pending resolution of this discrepancy and following
the suggestion of Smith [32], the CRP participants have adopted as an Interim
value only, the value 2.645 ± 0.008 y. This represents an average of these two
values and has an uncertainty large enough to Include both of them.

The values given 1n Table 1 for the partial half-lives of 252cf have
been calculated using this Interim value for the total half-life and the value
31.34 ± 0.08 for the alpha/spontaneous fission branching ratio for 252cf,
measured by Aleksandrov si aj.. [33] and Incorporated Into the Evaluated Nuclear
Structure Data File (ENSOF).

4. CONCLUSIONS

Actlnlde nucllde half-life data play an Important role 1n many areas of
nuclear data measurement and reactor research and technology. As the result of
the availability of new experimental data, many of them produced through the
collaborative efforts of several measurement groups, the knowledge of those
half-lives useful as standards has Improved considerably over the past half
dozen years or so . However, at the present time, a number of Important
questions remain unresolved for several nuclldes, providing a need for
continuing experimental efforts to provide accurate and precise half-life data
for the actlnlde nuclldes.
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TOTAL AND SPONTANEOUS FISSION HALF-LIVES OF THE
URANIUM AND PLUTONIUM NUCLIDES

N.E. HOLDEN
Brookhaven National Laboratory,
Upton, New York,
United States of America

Abstract

The toll! ha l f - l i f e and the half- l i fe for spontaneous fusion are evaluated for the various
loot-lived nuclldes of Interest. Recommended values are presented for 232U, 233U, 234U, 235U. 236U,
238u. aSBpu. 238pu. 23°Tu. 2«°Pu. 241Pu, 2«2Pu. and 2««Pu. The uncertainties are provided at the
Sir. confidence l imit for each of the recommended values.

1. Introduction

The long-lived nuclldes of the uranium and plutonium elements are of Interest for their use In
nuclear reactors, as well as In certain safeguard applications. The total hal f - l ives for the
uranium nuclldes «ere reviewed some time ago'. At that time, the only spontaneous fission value
which was evaluated was 238U. Recently, the plutonium nuclldes were reviewed2 for both total and
fission half-lives.

The general procedure followed In this paper has been to review each of the experiments and
revise the published values for the latest estimates of the various parameters used by the original
authors. For the case of the total ha l f - l ives of uranium, only differences from the original work
have been discussed.

11. Uranium Isotopes

The only change In the total ha l f - l i f e of the uranium nuclldes compared to reference 1 is In
the 23*u value where Poenltz and Meadows3 have Intel-compared IS samples of ^Su from 7 labs and
obtained an estimated 23*U half- l i fe value. They also left out Meadows earlier value4 as too uncertain.

For the spontaneous fission measurements, only 238U had been Investigated In reference 1 and
there are a number of additional values in the l i terature now^.6.7,8.9.10

111. Plutonium Isotopes

It can be noted In the various tables in section VI that the uncertainties quoted by some
authors are such that they exclude many other recent measurements from consideration. Undoubtedly,
systematic errors have not been carefully considered In these publications.

IV. Discussion of Desults-

Although the uranium nucllde total half-lives are In reasonable agreement among the various
experiments, except perhaps for 232U. more work In evaluation Is required for the plutonium nuclides
before we have a similar situation. As a result, the recommended values Indicate a larger
uncertainty than one might obtain by a' simple weighted average of data. This procedure (weighted
average) is not considere'd justif ied at this point. Work w i l l continue in this area.
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VI. T»bul«t«d Rouit«

Table 1 Spontaneous Fission Ha l f - l i f t of

Tabt« VU Spontaneous Fission H a l f - l i f e of 235U

Author(Year)
Jaffey(31)
Sefre(S2)

juithor(Year)
Sellars(34)
Qiilton(64)
AMar*al(79)

Author(Year)
Se(re(32)
Alek*aKirov(68)

von Ounten(81 )

Author(Year)
Jaffey(74)
Vanlnbrou)ct(76)
GetdertBn(79)
Attar« 1(80)

Author(Year)
Setre(S2)
Oilorso(32)
von Cunten(Bl)

Author(Year)
FIe«lnt<S2)
lhlte(6S)
Meadows(TO)
DtBlevre(72)
U>unsbury(72)
Ctidel'Mn(80)
Poenltz(B3)

U
12

Ref.
13
14
13

Ref.
12
18

17

Ref.
18
19

21

Ref.
12
22
1»

Ref.
23
24
4

23
28
27
3

Tj/2 (10»3 Year»)
8. (3.3)

> 0.8

Table II Total Half - l i fe of 232U

73.6 (3.0)
71.7 (0.9) 99.23 enriched aaaplt
68.90 (0.36)

Table 111 Spontaneous Plsslon Half-lift of 233U

Tj/z (10" Year») Coa*ent
> Z.t
1.2 (0.3) No Mntion of correction for 232U. If present to 0.033.

this contribution of ^32y would account for discrepancy.
> 2.7 97.11* enriched sajaplt

Table IV Total Half - l i fe of 233U

TJ/Î (105 Yeara)
1.391 (0.001)
1.3923 (0.0027)
1.3937 (0.0033)
1.3883 (0.0063)

Table V Spontaneous Fission H a l f - l i f e of 234U

Tt/2 (10»8 Years)
> 0.8
1.6 (0.7)
1.42 (0.08)

Table VI Total Half-life of 234U

Tl/2 «O5 Ye«r») CotMent
2.473 (0.048)
2.47 (0.08)
2.439 (0.072) Author «Ithdre. data
2.430 (0.008)
2.438 (0.012)
2.430 (0.008)
2.437 (0.003) aha» Intercospartaon used

Author(Year)
S»,re(32)
Alrkunirov(66)
Creutter(73)
von Cunten(BI)

Author(Year)
NierOB)
S»ya»<31)
Fle>m((S2)
XAi|ht(30)
•ur»er(S7)
«hlte(eS)
B>nk?(66)
Denvtter(63)
J»ffey(7l)

Author(Year)
Jiffey(49)
Osnde(71)
von Cunten(Bl)
Btlenky(83)

Author (Ye« r )
Jaffey(Sl)
Fle»int(32)
Flynn(72)

Author(Year)
Hoffaan(37)
J«MS(39)

N>kantshl(84)
Q»orso(32)

Author(Year)
Jaffey(30)
MechOB)
Hoffaan(37)
Stcna(74)
PolyuVov(76)
Dlaaond(77)
Sevostljanov(BI)
Atcarnl(BI)

Ref.
12
16
28
17

Ref.
29
30
23
31
32
24
33
34
33

Ref.
38
37
17
9

Ref.
38
23
39

Ref.
33
38
57
22

Ref.
38
39
60
61
62
63
64
es

T|/2 (1018 Years)
0.18
0.33 (0.09)
> 1.8
9.8 (2.8)

Table V I I I Total H a l f - l i f t of 235U

Ti/a (10» Yeara)
7.04 (0.31)
8.94 (0.40)
7.12 (0.31)
7.10 (0.32)
8.93 (0.27)
7.12 (0.18)
7.02 (+ 0.14 - 0.06)
6.97 (0.19)
7.037 (0.011)

Table IX Spontaneous Fission Half- l i fe of 23SU

Ti/2 (1016 Years) Coa«.ent
2. (1.8)
2.7 (0.3) 238U/23GU » 0.304-0.03
2.43 (0.13)
2.7 (0.4)

Table X Total Half-life of

Tl/2 CO7 Years)
2.48 (0.14)
2.391 (0.037)
2.3422 (0.0031)

Table XII Partial Half-l ives of 236pu

(Years)
2.83 (0.10)
2.7 (0.3)
2.87 (0.01)
3.4 (1.2 )x 109

Decay »fade
alpha
alpha
alpha
Spont.Fiss.

Table XIII Alpha H a l f - l i f e of 238pu

Tt/2 (Years)
89.39 (0.41)
86 (3.3)
86.41 (0.38)
87.77 (0.023)
86.98 (0.39)
87.71 (0.03)
86.34 no uncert.
87.98 (0.31)



Table XI Spontaneous Fission Half-life of 238U

Author(Year)
Whltchousc(SO)
S*jre<32)
Flei«cher(64)
Roberta(68)
Spadavecchla(67)
von Qunten(69)
Calllker<70)
Storier(TO)
Klecun(71)
Thury(71)
Le«e(71)
Khan(73)
lv»nov(75)
Bno.(75)
Wafner(73)
Thlel(76)
Kase(78)
Popeko(80)
Hadler(81)
de Carv»lho(82)
Belenky(83)
Vartanian(84)

Author) Year)
Sejre(52)
Jaffey(49)
Druin(61)
Hastincs{72)
Cay(7S>

Author(Year)
Alek«ndrov(75)
Clover(75)
J»ff>y(77)
Luc« s f 78)
Cunn(78)
Marsh<78)
Seabouth(78)
Prlndle<78)
Van(nbroukx(78)
Brown(Bl)
Secre(S2)

Ref
40
12
41
42
43
44
45
46
47
4«
49
50
51
52
S3
54
3
6
7
8
9

10

Table

Pef
12
66
67
68
69

Ref
70
71
72
73
74
75
78
77
78
79
12

Spec Act (Itr17 Ye«!-»"1)
8 38 (0 52)
8 60 (0 29)
6 83 (0 20)
7 03 (0 11)
8 42 (0 10)
8 66 (0 22)
8 46 (0 06)
8 49 (0 76)
6 8 (0 6)
8 66 (0 43)
7 X (0 16)
6 82 (0 55)
7 12 (0 32)
7 2 (0 2)
8 7 (0 6)
8 57 (0 42)
8 22 (0 20)
7 9 (0 4)
8 6 (0 4)
11 8 (0 7)
8 35 (0 40)
8 23 (0 43)

TI/Z (10"> Years)
3 8
4 7 (0 4)
5 1 (0 6)
4 77 (0 14)
4 64 (0 11)

Table XV H a l f - l i f e of 239pu

Tl/2 (104 Years) Decay Mode
2 4060 (0 0038) Alpha
2 4115 (0 0080)
2 4131 (0 0016)
2 4112 (0 0016)
2 4102 (0 0020)
2 4164 (0 0014)
2 4101 (0 0020)
2 4051 (0 0016)
2 4100 (0 0030)
2 4088 (0 0051)
5 3 x ID'5 Years Spont Fiss
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T«ble XVI A l p h » H a l f - l i f e of 2«<>Pu

Author(Year)
lnthru(91)
Butler« 56)
Dokuchaev(Se)
Oettmt(67)
Jaffey(TB)
Rudy(84)
Luc*s(84)
Steinkryter(84)
Becloaan(84)

Alrthor(Year)
Klnderaann(53)
Barclay(54)
Chamberlam(54)
Uikheev(39)
Katt(62)
Malkm(K))
Dhlte(67)
Fieldhouse(67)
Budtz-Jorfensen(80)

Author(Year)
Stroh«(74)
Whitehead(77)
C«rner(79)
Vanlntarou>ot(7a)
Aftanral(aO)
Uarsh(eO)
A((arnl(81)
A{i»n»l(81)
Atr«nral(81)
D*Bievre(83)

Author(Year)
Butler(56)
Buller(S6)
Meeh(56)
Brais(69)
Durham« 70)
Osborne(76)
Bulyanitsa(76)
Ueadows(77)
A|tarnl(79)

Ref
80
81
82
83
84
85
86
87
88

Table

Ref
89
90
91
92
93
»4
95
96
97

Ref
61
96
99

too
101
102
103
104
105
106

Ref
107
81
59

108
109
110
111
112
113

Tl/2 (Years)
6505 (45)
6600 (100)
6610 (55)
6533 (10)
6569 (6)
6S52 4 (1 7)
6552 2 (5 2)
6571 (7)
6574 (6 2)

XV11 Spontaneous Fission H a l f - l i f e of 240pu

Ti/2 (10" Years)
1 314 (0 026)

225 (0 030)
20
20
34 (0 015)
43 (0 02)
27 (0 05)
170 (0 025)
15 (0 03)

Table X V I I I H a l f - l i f e of ^'Pu

T,/2 (Years)
14 355 (0 007)
14 56 (0 IS)
14 38 (0 07)
14 60 (0 10)
14 42 (0 09)
14 38 (0 06)
14 52 (0 08)
14 44 (0 06)
14 32 (0 06)
14 33 (0 02)

Table XIX Alpha H a l f - l i f e of 2 4 2Pu

Ti/2 CO* Years)
3 649 (0 05)
3 790 (0 05)
3 855 (0 100
3 8Ï3 (0 016)
3 674 (0 07)
3 763 (0 009)
3 702 (0 014)
3 708 (0 024)
3 754 (0 25)



400 Tiblt XX Spontaneous fission H a l f - l i f e of

Aulhor(Year)
Buller(SA)
Mech(S8)
Oruin(Bl)
Mulkint»)
Ueado»s(77)

lUf.
\m
90
m
M

112

T|/2 (lO'O Year«)
6.85 (0.10)
7.01 (0.18)
8.0 (0.7)
7.45 (0.17)
8.74 (0.05)

Author(Year)
Diaaood(M)
Butler(Sa)
Fields(6«)
Bemi>(89)

Author(Year)
Flelds(SS)
Flelds(66)
Gokhberg(77)

Reference
Nuellde
232U
233u

236u

ZMp«
2*>Pu

242p«

Table XXI Alpha Half- l i fe of 2««Pu

*«'• Tl/2 <'°7 »•»«)
114 7.8 (2)
81 7.8 (2)

US 8.12 (0.28)
108 7.88 (0.10)

Table XXII Spontaneous Fission Hal f - l i fe of 24«Pu

Ref.
116
us
117

TI/Z (lO'O Yean)
2.5 (0.8)
6.67 (0.33)
6.8 (0.8)

Table X X I I I Recommended H a l f - l i v e » and Uncertainties

T|/2 (total)
Years

«6.8 (1.0)
l.SK (0.002) x 10s

2.45C (0.005) x 10*
7.037 (0.011) x 10*
2.342 (0.0034) x I07

4.488 (0.005) X 10»
2.9 (0.2)
»7.7 (0.3)
2.410 (0.005) X 10*
6.563 (0.010) X 1CP
14 4 ( O . I )
3.735 (0.022) x U>3
8.00 (0.09) x 107

Tl/2 (»pont.fl»*.)
Year*

8. (8.) x 10'3
> 2.7 x 10"
1.42 (0.08) x ID'8

9.8 (2.8) x 10>*
2.43 (0.13) X 10'«
8.2 (0.2) X 10«3
3.4 (1.2) x 10«
4.7 (0.2) x 1010

S.S (no uncert.) x 1015

1,16 (0.04) x 10"

8.8 (0.1) X 10»°
8.7 (0.3) X 10'°

TOTAL AND SPONTANEOUS FISSION HALF-LIVES OF THE
AMERICIUM AND CURIUM NUCLIDES

N.E. HOLDEN
Brookhaven National Laboratory,
Ùpton, New York,
United States of America

Abstract
The total half - l i fe and the half- l i fe for spontaneous fission are evaluated for the various

lont-lived nuclides of interest Recommended values are presented for 2*'Am. 242mAm. 243Am. 242cm, 243Cm,
244Cm. 24SCm. 246Cm. 247Cm. 248Cm. and 25<>Cm. The uncertainties are provided at the 9SS
confidence l imit for each of the recommended values.

1. Introduct ion

The lone-lived nuchdes of the americium and curium elements are of Interest for their use In
certain safeguard applications.

The general procedure followed In this paper has been to review each of the expérimenta and
list the published values In the enclosed tables. A first estimate of the recommended values is
Included. Efforts w i l l continue to reevaluate the various experiments to better gauge the
systematic errors invo lved and reassess the total error.
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Table II Total H a l f - l i f e of

Author) Year)
Setre(32)
Mlkheev(GO)
Drum(ei)
Calllker(TO)
Gold(70)

Ref.
1
2
3
4
3

Tabulated Re»ultt

Table I Spontaneous Fusion H a l f - l i f e of

TI/J <10'4 rear»)
> 0.14
> 2.
2.3 (0.8)
0.90 (0.04)
1.147 (0.024)

Author(Yeac)
Hal 1(37)
WallMn(38)
Oettini(67)
Stone(W)
Brown(68)
Jove (72)
Ra»thun(7S)
Polyukhov(74)

Ref.
6
7
8
9

10
11
12
13

Tl/2 (Years)
458.1 (0.5)
457.7 (1.8)
432.7 (0.7)
436.6 (3.0)
433. (7.)
428.3 (2.1)
432 0 (0.2)
432.8 (3.1)

Table 111 Spontaneous Fission H a l f - l i f e of 242mAm

Author(Yrar)
Cald*ell(67)

Author (Year)
St ret K 50)
Hofr(SS)
Barnes(67)
B*rnes{67)
Barnes(67)
Zelenkov(80)

Author(Year)
Aleksandrov(66)
Crozdev(66)

Autnor(Year)
Street(50)
Diaaond(53)
WallBan<58)
Barnes(C7)
Beadle(eO)
Bro»n(60)
Polyukhe>v(74)
Attarnl(ao)

Author (Year)
Hanna(Sl)
ATMnl(67)
Zhanf{78)
Ra(hurana»(62)
Ua*zara(82)

Ref
14

Ref.
IS
IB
17
17
17
18

T,/2 (10» Years)
9.5 (3.5)

Table IV Partial Half-l ive» of 242mAm

Tl/2 (Year«) Decay Made
10000. (no uncert.) »Ipha
850. (no uncert.) electron
32000. (1600.) alp»
980. (50.) electron
152. (7.) total TI/
14«. (2.) total TI/

Table V Spontaneou» Fission H a l f - l i f e of 243Am

capt.

capt.
2
2

Ref. TI/Z (10U Years)
19
20

Ref
IS
21
7
17
22
10
23
24

Ref
25
26
27
28
29

> 0.33 (0.03)
2. (0.5)

Table VI Total Hal f - l i fe of 243Am

Tj/2 (Years)
10000. (no uncert.)
8100. (600.)
7831. (48.)
7289. (160.)
7224. (50.)
7370. (40.)
7380. (34.)
7358. (42.)

Table VII Spontaneous Fission H a l f - l i f e of 242c

T1/2 (10« Years)
7.2 (0.2)
6.09 (0.18)
7.46 (0.6)
7.13 (0.15)
6.89 (0.17)

m
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402 Table VIII Total Half-life or 242Cm

Aulhor(Year)
Hann«(30)
Clover(S4)
IkUchlnjon(M)
Flynn(63)
Kerruan(TS)
Diaannd(77)
Zhaft|(79)
Jadhav(M)
UsiMla(ei)
A««r«»l{82>
Wilt»hine(84)

Author(Year)
Q>lorso(52)
Ua)kin<63)
l4rlta(6S)
An>ni(S7)
8«rton(70)
H»slinis(72)

Aulhor(Year)
Stev«ni(S4)
Frtedaan(54)
arnall<61)
Bentlty(ae)
Kerrl(.an(72)

Author(Year)
Hulet(54)
mtdMn(M)
Brem*(9a)
Hulltn,a(37)
C. null (81)
Metta(69)
tfcctturdo(7l)
Pol]rukhov(78)

Author(Year)
Fielda(M)
Fned(S6)
Uetta(69)
MacMurdo(71)

Ref.
30
31
32
33
34
33
Z7
38
37
38
39

Tible

Ref .
4O
41
43
2fl
43
44

Ref.
43
4«
47
4«
49

Ref.
50
4e
st
sz
47
S3
M
SS

Table

Ref.
56
57
S3
54

Ti/a (ifcy»)
1(2.5 (2.)
162.46 (0.32)
183.0 (1.8)
164.4 (0.4)
163. Z (0.2)
162.78 (O.OB)
163.02 (0.18)
182.13 (2.»)
161.39 (0.30)
163.00 ( O . l t )
163.0 (0.2)

IX SponUnrout Fission lUlf-IIfe of 24*Cm

T|/2 ( 107 Ye«r»)
.4 (O.S)
.48 (O.OS)
.346 (O.OOC)
.33 (0.03)
.250 (0.0017)
.343 (0.006)

T»bl» X Tout H«lf-llf« of 2«*Cm

TI/Z (T««r»)
19.2 (0.6)
18.4 (0.3)
17.59 (0.06)
18.099 (0.01S)
18.12 (0.06)

T»blt XI ToUl H.lf-ltf« of 2«*Cm

Tl/2 <1f«»r»)
20000. (no metrt,)
11500. (5000.)
14300. (2900.)
8000. (nounctrt.)
8320. (280.)
8289. (180.)
8338. (S3.)
8443. (ZOO.)

XII Spontaneous Fusion H a l f - l i f e of 246Cm

Tl/2 (107 Year«)
> 1.24
2.0 (0.8)
1.80 (0.01)
1.8S (0.02)

T»ble XI I I Total Half- l i fe of 248Cm

Author(Year)
Fri«d«aB(S4)
Bro*ne(5S)
Dutltr(56)
Carnal 1(61)
U*tta(69)
MaeMun)o(71)
McCracken(71)
PoIyuW»v(78)

Aulhor(Year)
Dla»ond(S7)
Fielda(63)
Fi»ld»(71)

Ref.
46
31
56
47
33
54
59
60

Table

Ref.
61
62
63

Ti/2 <*«»">
4000. (600.)
2300. (460 )
6820. (320.)
5480. (170.)
4711. (22.)
4820. (20.)
4653. (40.)
4832. (76.)

XIV Tolal H a l f - l i f e of 2«7Cm

Tj/j (IO7 Yean)
> 4.
1.64 (0.24)
1.36 (0.03)

Table XV Spontaneous Fiislon Half- l i fe of 248Cm

Author(Year)
Bullert 36)
Uetta(G9)
MacHunla(71)
UcCracken(71)

Ref.
sa
S3
54
39

T(/2 (10* Year»)
4.6 (0.5)
4.22 (0.12)
4.20 (0.05)
4.113 (0.034)

Table XVI Total Half-life of 248Cra

Autber(Year)
Sdiuaan(6B)
M*tt*(09)
MacMurilo(7t)
HcCracken(7t)

Author(Year)
Huuenta(57)
Uetta(87)

Reference
Nuclld«
241*.
2*2»A»
243A.
242Q,
243c»
244Q.
243Q,
246^
247Q,
248QI
2500,

Ref.
64
33
54
59

Tabl* XVII

Rtf.
32
63

Tabl* XVIII

Ti/2 (total)
Year*

432. (4.)
141. (6.)
7370. (40.)
163.0 (1.0) Day»
28.3 (0.2)
18.1 (0.1)
8300. (200.)
4700. (ISO.)
1.6 (0.1) x iO7

3.8 (O.I) x 10s

—————

Tl/2 (IO5 Year»)
4.0 (0.3)
3.84 (0.04)
3.94 (0.04)
3.703 (0.032)

Spontaneous Fission Half-life of 250Cm

Ti/2 (10* Years)
2. (no uncerl.)
1.13 (0.05)

Recommended Hal f - l ives and Uncertainties

Ti/2 (spont.flsi.)
Year«

».0 (0.1) x 10H
9.3 (3.3) x 10"

Z. (O.S) x 10>«
7.2 (0.2) x 106

1.3 (0.1) x 107

—————
1.8 (0.1) x I07

————— .
4.2 (0.1) x 10«
1.1 (O.I) x 10«



EMISSION PROBABILITIES OF
SELECTED GAMMA RAYS FOR RADIONUCLIDES USED AS
DETECTOR-CALIBRATION STANDARDS

R. VANINBROUKX
Central Bureau for Nuclear Measurements,
Joint Research Centre,
Commission of the European Communities,
Geel

Abstract
A set of values, estimated to consist of the current "best" data is proposed.
The recommended values are deduced from the weighted means of all data
available at the middle of 1984. The nuclides for which data are given are,
according to some adopted criteria, subdivided into two categories:

1. Primary calibration gamma rays (33 rays)

2. Secondary calibration gamma rays' (81 rays).

I. INTRODUCTION

For the reliability of the results of gamma-ray measurements with efficiency
calibrated detectors and for the intercomparison of these results, it is essential
that the available most accurate and preferably the same decay data for the
calibration radionuclides are used by all investigators.
The present evaluation proposes a set of values which is estimated to consist of
the current "best" available data. For the detector calibration, the gamma-ray
energies are considered to be known to the required accuracy. They have been
adopted from the Nuclear Data Sheets. In the present work only the emission
probabilities are evaluated.

II. LIST OF RECOMMENDED DATA

The recommended values are evaluated from all known data published up to
403 about the middle of 1984. Generally, the values from the most recent two

evaluations for each of the considered nuclides are given. All experimental
values not included in at least two of the evaluations taken into account are
added. For some particular gamma rays, accurate emission-probability values
obtained by combining the well known transition probabilities with the
total-internal-conversion-coefficient data evaluated recently by Hansen, 1984,
are added too.
From all the considered data, recommended values are deduced by calculating
the weighted means according to Topping, 1963. Several experimental data were
obtained from measurements with calibrated gamma-ray detectors. For the
calibration of these detectors, often the same nuciides and same decay data
were used and the results obtained with these calibrated detectors can not be
considered as fully independent. Therefore, in the calculation of the
uncertainties on the mean values, only the estimated random uncertainties are
divided by Vn-1, where n is the number of available experimental values.
Furthermore, it is assumed that for these measurements the systematic
uncertainties, due to the efficiency calibration, are at least 0.5 to 2*, according
to the photon energy, for gamma rays with energies below 100 keV, and 0.3*
above 100 keV.
Generally, only available absolute emission-probability data are considered in the
present evaluation. For some restricted cases, where very few absolute data ara
available, normalized relative values are considered too.
The nuclides for which emission-probability data are given are subdivided into
two categories :

1. Primary calibration gamma rays : Table 1.
2. Secondary calibration gamma rays. Table 2.
Some other nuclides which may be used very occasionally for detector calibration
purposes are not considered here. Emission-probability values for them can be
taken from the data listed by Hoppes and Schima, 1982 and Lorenz, 1983.
For the first category only nuclides are considered which :

can be accurately standardized
have an appropriate half life
are available with high radionuclidic purity
have a simple and well known decay scheme, so that corrections for
summation effects between coincident photons are small or can be calculated
accurately.



Table 1. PRIMARY CALIBRATION GAMMA RAYS

Nuclide

22Na

2*Na

*6Sc

51Cr

*/
(keV)

1274.5

1368.6

2754.0

889.28

H20.5

320.08

Emission probabilities (P. )

Reported values

0.99940 ± 0.00020
0.999« ± 0.0002
0.9993 _t 0.0002

0.9999» *_ 0.00003
0.99994 _+ 0.00002

0.99881 ± 0.00008
0.99876 ± 0.00008

0.999840.* 0.000010
0.99983«;+ 0.000016

0.999870 ;* 0.000010
0.999871 ± 0.000012

0.0983 t 0.0014
0.0985 .+ 0.0009
0.0985 _* 0.0009

Obtained by Reference

evaluation
idem
idem

evaluation
idem

evaluation
idem

evaluation
idem

evaluation
idem

evaluation
experiment
evaluation

Martin (1978)
Yoshizawa (1980a)
Coursol (1982)

Yoshizawa U980a)
Coursol (1982)

Yoshizawa (19SOa)
Coursol (1982)

Martin (1978)
Yoshizawa (1980a)

Martin (1978)
Yoshizawa (1980a)

Martin (1978)
Schötzig (1980)
Coursol (982)

Recommended value

0.99935 jf 0.00020

0.99994 i 0.00002

0.99878 _+ 0.00008

0.99984 i 0.00001

0.99987 .+ 0.00001

0.0985 i 0.0009

Table 1. Primary calibration gamma rays (cont. 1)

Nuclide

5*.Mn

^Co

E;
(keV)

834.84

14.41

122.06

136.47

Emission probabilities (P. )

Reported values

0.999760 + 0.000020
0.999746 + 0.000025
0.99976 ± 0.00002
0.999749^0.000011

0.0954 +0.0013
0.0914 + 0.0024
0.0955 .+ 0.0013

0.8559 .+ 0.001 9
0.8568 + 0.0013
0.8559 .+ 0.0015

0.1061 .+ 0.0018
0. 1058 i 0.0008
0.1067 .+ 0.0013
0.1073^0.0018

Obtained by

evaluation
idem
idem
calculation with P =
1.0000 and
« = (2.51 .+ 0.1 1)10"*

evaluation
idem
calculation with P =
0.8779 +0.0030
and oc = 8.18 i 0.11

evaluation
idem
calculation with P =
0.8764 + 0.0030 and
oc = (2.40i0.14)10"2

evaluation
experiment
evaluation
calculation with P =
0.1220 + 0.0030 and
oc = 0.137 + 0.015

1 _____

Reference

Martin (1978) .
Yoshizawa (1980a)
Lagoutine (1982)
Ptr : Verheul 1978)
oc : Hansen (1984)

Martin (1978)
Coursol (1982)
Pt_ ! Auble (1977a), Coursol (1982)
oc : Hansen (1984)

Martin (1978)
Coursol (1982)
Ptr : Auble (1977a), Coursol (1982)
oc : Hansen (1984)

Martin (1978)
Schötzig (1980)
Coursol (1982)
Ptr : Auble (1977a), Coursol(1982)
a : Hansen (1984)

Recommended value

0.99975 i 0.00001

0.093 .+ 0.002

0.8563 ± 0.0015

0.1062 + 0.0010



Table 1. Primary calibration gamma rays (cont. 2)

Nuclide

58Co

«C«

65Zn

85Sr

Er
(keV)

810.78

1173.2»

1332.50

1115.55

51 «.00

Emission probabilities (Pv )

Reported values

0.99* i 0.003
0.99445 _+ 0.00010

0.9990 4; 0.0002
0.9989 ± 0.0002
0.9989 _t 0.0002

0.99982« i 0.000005
0.999816 i 0.000015
0.999830 ± 0.00006

0.5075 i 0.0010
0.5039 _* 0.0026
0.5075^0.0010

0.983 _t 0.010
0.98« i 0.00«
0.9929 _+ 0.000«
0.988 i 0.005

Obtained by

evaluation
idem

evaluation
idem
idem

evaluation
idem
idem

evaluation
experiment
evaluation

evaluation
idem
idem
calculation with Pt =
0.995 _+ 0.005 and
«X = 0.0072» 0.0002

Reference

Martin (1978)

Lagoutine (1982)

Auble (1979)
Yoshizawa (1980a)
Coursol (1982)

Auble (1979)
Yoshizawa (1980a)
Coursol (1982)

Martin (1978)
Debertin (1977)
Coursol (19S4a)

Tepel (1980)
Yoshizawa U980a)
Coursol (1982)
Ptr : Tepel (1980), Meyer (1980),

Coursol (1982)
« : Rösel (1978)

Recommended value

0.99«« + 0.0002

0.9989 _+ 0.0002

0.99983 _+ 0.00001

0.5065 ± 0.0020

0.988 _f 0.005

Table 1. Primary calibration gamma rays (cont. 3)

Nuclide

88Y

9*Nb

95Nb

E7
(keV)

898.02

1836.0

702.63

871.10

765.80

Emission probabilities (P. )

Reported values

0.946 i 0.005
0.93« .£ 0.007
0.937 ^ 0.004
0.943 i 0.00»

0.9935 i 0.0003
0.9924 _+ 0.0007

0.9982 ± 0.0001

0.9989 i 0.0001

0.9980 ± 0.0002
0.9979 _* 0.0002
0.9980 _t 0.0002

Obtained by

experiment
evaluation
experiment
experiment

evaluation
idem

calculation with P. =tr
1.000 and oc =
0.00185^0.00005

calculation with P^ =
1.000 and oc =
0.00108 i 0.00003

evaluation
idem
idem

Reference

Debertin (1977)
Martin (1978)
Yoshizawa (1980b)
Hoppes (1983)

Martin (1978)
Yoshizawa (1980a)

P^ : Martin (1978)
oc : Rösel (1978)

Ptr : Martin (1978)
ot : Rösel (1978)

Yoshizawa (1980a)
Luksch (1983)
Coursol (1984a)

Recommended value

0.942 i 0.004

0.9930 i 0.0005

0.9982 _* 0.0001

0.9989 jj; 0.0001

0.9980 ± 0.0002



Table 1. Primary calibration gamma raya (cont. 4)

Nuclide

109Cd

113Inm

115Inm

125,

E7
(keV)

88.03

391.69

336.23

35.49

Emission probabilities (P. )

Reported values

0.0373 i 0.0006
0.0361 ± 0.0010
0.0365 + 0.0006
0.0370 i 0.0004

0.6490 ± 0.0020
0.6489 i 0.0017
0.6494 ^ 0.0017

0.459 ± 0.001
0.458 ± 0.003

0.0667 _t 0.0013
0.0666 + 0.0010
0.065 1 +. 0.00 13

Obtained by

evaluation
idem
idem
calculation with P. =tr
1.000 and oc = 26.0 ± 0.3

evaluation
idem
calculation with P. =tr
1.000 and oc =
0.540 +; 0.004

evaluation
calculation with P^ =
0.950 i 0.002 and
ot = 1.072 +_ 0.014

evaluation
idem
experiment

Reference

Martin (1978)
Bertrand (1978)
Coursol (1982)
P^. : Bertrand (1978)
a : Hansen (1984)

Martin (1978)
Coursol (1984b)
Ptf: Lyttkens (1981)
oc : Hansen (1984)

Harmatz (1980)
P^ i Lederer (1978), Harmatz (1980)
oc : Hansen (1984)

Coursol (1982)
Tamura (1981)
Oebertin (1983)

Recommended value

0.0368 + 0.0005

0.649jt_ 0.002

0.459 ± 0.002

0.0660 + 0.0010

Table 1. Primary calibration gamma rays (cont. 5)

Nuclide

13*Cs

137Cs

139Ce

— — —

U1Ce

E;
(keV)

604.70

795.84

661.66

165.85

_____

145.44

Emission probabilities (P. )

Reported values

0.9764 + 0.0006
0.9756 + 0.0032
0.9763 i 0.0003

0.8552 + 0.0005
0.8Î44 _t 0.0030
0.8552 +. 0.0003

0.8521 i 0.0007
0.852 + 0.002
0.8516 _+ 0.0020

0.7999 + 0.0016
0.799 + 0.003
0.799 ± 0.003
0.7990 _+ 0.0005

0.4844 + 0.0041
0.489 _* 0.004
0.485 + 0.002

0.487 _» 0.006

Obtained by

evaluation
idem
idem

evaluation
idem
idem

evaluation
idem
experiment

evaluation
idem
idem
calculation with P =
1.000 and oc =
0.2516^0.0007

evaluation
experiment
evaluation
calculation with P =

0.699 + 0.007 and
<x = 0.435 i 0.009

Reference

Yoshizawa (1980a)
Sergeenkov (1981)
Coursol (1982)

Yoshizawa (1980a)
Sergeenkov (1981)
Coursol (1982)

Peker (1983)
Coursol (1984b)
Ballaux (1983)

Yoshizawa (1980a)
Peker (1981)
Coursol (1982)
Ptr : Peker (1981)
oc : Hansen (1984)

Tuli (1978)
Schötzig (1980)
Coursol (1984W
Ptr : TuU (1978), Coursol (1984b)
« : Hansen (1984)

Recommended value

0.9763 ± 0.0004

0.8552 _+ 0.0004

0.852 i 0.001

0.799 i 0.001

0.486 _* 0.004

______



Table 1. Primary calibration gamma rays (com. 6)

Nuclide

19*Au

203Hg

M1Am

E;
(keV)

411.80

279.20

26.35

59.54

Emission probabilities (P. )

Reported values

0.9556 + 0.0008
0.9556 ± 0.0007
0.9559 ± 0.0020

0.815 + 0.008
0.8148 + 0.0008
0.8156 _f 0.0008
0.8149 ± 0.0008

0.024 i 0.001
0.0241 i 0.0005

0.359 i 0.006
0.3582 + 0.0012
0.359 ± 0.003

Obtained by

evaluation
idem
calculation with P =
0.998 + 0.001 and
oc = 0.044 _+ 0.002

evaluation
idem
idem
calculation with P =
1.000 and oc =
0.2271 +. 0.0012

evaluation
experiment

evaluation
experiment
evaluation

Reference

Yoshizawa (1980a)
Lagoutine (1984)
P : Harmatz (1977), Lagoutine (1984)
a : Hansen (1984)

Schmorak (1978)
Yoshizawa (1980a)
Coursol (1982)
Ptr : Schmorak (1978)
a : Hansen (1984)

EUis (1978)
Debertin (1983)

Ellis (1978)
Hutchinson (1983)
Bambynek (1984)

Recommended value

0.9556 ± 0.0007

0.8150 ± 0.0008

0.0241 ± 0.0005

0.359 ± 0.003

Table 2. SECONDARY CALIBRATION GAMMA RAYS

Nuclide

7Be

36Mn

56Co

EJ
(keV)

477.60

846.75
1810.72
2113.05

846.76
1037.84
1238.29
1360.21
1771.35
2034.76
2598.46
3253.42

Emission probabilities (P. )

Evaluated va
Evaluation 1

Lederer (1975)

0.1035 ± 0.0008

Auble (1977W
0.9887 ± 0.0003
0.272 _* 0.008
0.143 +; 0.004

Auble (1977b)

0.99930 + 0.00007
0.141 i 0.002
0.670 i 0.007
0.0429 _+ 0.0004
0.1551 ± 0.0014
0.0778 + 0.0012
0.1674 + 0.0022
0.074 i 0.005

ues
Evaluation 2

Coursol (1983)

0.1043^0.0005

Coursol (1984a)

0.99926 ^ 0.00006
0.1412 + 0.0004
0.668 _+ 0.007
0.0426 ± 0.0001
0.1548^0.0004

0.0776 ± 0.0003
0.1695^0.0004
0.0760 i 0.0015

Weighted mean (a) of
recent experimental values

Balamuth (1983), Norman (19S3),
Donoghue (1983), Mathews (1983),
Davids (1983)
0.1060 _t 0.00 1«

Gehrke (1977), Hautula (1978),
Stewart (1980), Yoshizawa (1980W,
Grütter (1982)
0.99920 i 0.00007
0.1407 ± 0.0008
0.659 jf 0.004
0.0426 jh 0.0002
0.1546^0.0007
0.0774 + 0.0005
0.1704 _t 0.0008
0.0779 +. 0.0012

Recommended value

0.1045 _£ 0.0010

0.9887 _f 0.0003
0.272 + 0.008
0.143^0.004

0.99925 + 0.00006
0.1411 -f 0.0005
0.663 + 0.005
0.0426 i 0.0002
0.1548 + 0.0004
0.0776 + 0.0004
0.1696 + 0.0004
0.0770 i 0.0012



Table 2. Secondary calibration gamma rays (cont. 1)

Nuclide

95Zr

99Tcm

110Agm

(keV)

724.20
756.73

140.51

446.81
657.76
677.62
687.02
706.68
744.28
763.94
818.03
884.68
937.49

1384.30

1475.79

1505.04

Emission probabilities (P. )

Evaluated val
Evaluation 1

Luksch (1983)
0.4415 _+ 0.0023
0.545 i 0.002

Martin (1978)
0.8897 ± 0.0024

Lagoutine (1982)
0.0368 + 0.0003
0.9437 + 0.0010
0.1048 ± 0.0010
0.0644 + 0.0003
0.1668 + 0.0005
0.0465 ± 0.0006
0.2245 _+ 0.0007
0.0730 + 0.0004
0.727 + 0.003
0.3426 + 0.0012
0.242 + 0.001

0.0398 + 0.0003

0.1305 ± 0.0006

ues
Evaluation 2

Coursol (1984
0.4415 ± 0.0015
0.5450 ± 0.0025

Coursol (1982)
0.890 ± 0.002

De Gelder (1983)
0.0375 + 0.0003
0.9464 + 0.0038
0.1035 +. 0.0008
0.0644 ± 0.0006
0.1644 + 0.0010
0.0473 ± 0.0003
0.2229 i 0.0009
0.0734 + 0.0004
0.727 + 0.003
0.3436 + 0.0012
0.2428 + 0.0008
0.0400 + 0.0002
0.1304 +.0.0005

Weighted mean (a> of
recent experimental values

Recommended value

0.4415 ± 0.0020
0.5450 ± 0.0025

0.890 _+ 0.002

0.0372 + 0.0003
0.9440 + 0.0010
0.1040 ±0.0008
0.0644 ± 0.0003
0.1660 + 0.0010
0.0470 i 0.0004
0.2239 i 0.0008
0.0732 + 0.0004
0.727 + 0.003
0.3431 + 0.0012
0.2425 +. 0.0008
0.0399 + 0.0002
0.1304^0.0004

Table 2. Secondary calibration gamma rays (cont. 2)

Nuclide

"'in

12*Sb

133Ba

E;
(keV)

171.28
245.35

602.73
645.86
722.79

1690.98
2090.94

53.16
79.62
81.00

276.40
302.85
356.02
383.85

Emission probabilities (P. )

Evaluated va
Evaluation 1

Harmatz (1979)
0.903 i 0.003(b)

0.940 ± 0.002(b)

Meixner (1971)
0.982 + 0.001
0.0730 + 0.0010
0. 11 80 ± 0.0020
0.483 + 0.001
0.0570 + 0.009

Yoshizawa (1980a)

0.0715 +. 0.0003
0.1828 + 0.0008
0.6200 + 0.0014
0.0892 i 0.0004

ues
Evaluation 2

Coursol (1982)
0.902 _t 0.003
0.940 +; 0.002

Martin (1978)
0.9792 + 0.0005
0.0721 + 0.0022
0.1126 + 0.0016
0.488 + 0.005
0.0558 jf 0.0010

Coursol (1984a)

0.0220 + 0.0004
0.0263 + 0.0008
0.341 ^ 0.005
0.0717^0.0004
0.1832 + 0.0007
0.620 + 0.003
0.0893 ± 0.0006

Weighted mean (a) of
recent experimental values

Johnson (1974)
0.983 + 0.001(b)

0.0740 + 0.0016
0.1097 + 0.0020
0.504 + 0.010
0.0576 +; 0.0014

Cnauvenet (1983), Debertin (1983),
Yoshizawa (1983)
0.0219 + 0.0003
0.0262 + 0.0007
0.341 i 0.005
0.0716 + 0.0004
0.1832 + 0.0008
0.6200 + 0.0015
0.0892 _t 0.0005

Recommended value

0.902 _£ 0.003
0.940 i 0.002

0.9800 + 0.0010
0.0730 + 0.0010
0.1130 + 0.0020
0.485 + 0.003
0.0566 i 0.0009

0.0219 + 0.0003
0.0262 + 0.0007
0.341 ± 0.005
0.0716 + 0.0004
0.1831 + 0.0007
0.6200 + 0.0014
0.0892 i 0.0005



Table 2. Secondary calibration gamma rays (cont. 3)

Nuclide

152Eu

—————

I82-Ta

E;
(keV)

121.78
244.70
344.28
411.12
443.98
778.90
964.1

1085.9
1112.1
1408.0

100.11
152.43
222.10

1121.3
1189.0
1221.4
1231.0

Emission probabilities (P. )

Evaluated va
Evaluation 1

Lederer (1978) (c)

0.2840 _+ 0.0036
0.0746^0.0013
0.2658 i 0.0041
0.0223 i 0.0002
0.0309 _+ 0.0004
0.1290^0.0018
0.1443 ± 0.0020
0.0970 _+ 0.0015
0.1 353 .+ 0.0020
0.2085 _f 0.0009

Schmorak (1975) (d)

0.142 jt 0.003
0.072 i 0.003
0.076 i 0.003
0.353 i 0.008
0.166 .+ 0.004
0.276 i 0.006
0.117 ± 0.003

lues
Evaluation 2

Martin (1978)

0.2838 _+ 0.0023
0.0751 ± 0.0007
0.2658^0.0019
0.0223 i 0.0001
0.0312^0.0003
0.1296^0.0007
0.1462 ± 0.0006
0.1016^0.0005
0.1356 _+ 0.0006
0.2085 ± 0.0009

Martin (1978)
0.140 ± 0.005
0.0715 ± 0.001 9
0.0754 i 0.0025
0.349 4. 0.006
0.164 _t 0.004
0.273 i 0.006
0.1155^0.0025

Weighted mean of
recent experimental values

Gehrke (1977) <c), Debertin (1979),
Yoshizawa (1980c) (c>, Debertin (1983)
0.2843 i 0.0023
0.0751 _+ 0.0007
0.2660 + 0.0019
0.0223 i 0.0002
0.0313 +. 0.0003
0.1296 _t 0.0007
0.1463 i 0.0006
0.1014 ± 0.0006
0.1353 ± 0.0006
0.2085 _+ 0.0008

Schötzig (1980), 3in (1983)
0.1424 ^ 0.0025
0.0700 _t 0.0008
0.0757 jf 0.0008
0.3532 jf 0.0020
0.1641 _f 0.0010
0.2715 i 0.0022

0. 11 57 ± 0.0008

Recommended value

0.2840 +_ 0.0023
0.0751 i 0.0007
0.2658^0.0019
0.0223 i 0.0002
0.0312 jf 0.0003
0.1296^0.0007
0.1462^0.0006
0.1014 i 0.0006
0.1354 _t 0.0006
0.2085 jf 0.0008

0.14Z3_f 0.0025
0.0702 ± 0.0008
0.0757 i 0.0008
0.3530 i 0.0020
0.1642 _t 0.0010
0.2720 i 0.0022
0.1157 ± 0.0008

Table 2. Secondary calibration gamma rays (cont. 4)

Nuclide

192lr

207Bi

E;
(keV)

295.96
308.46
316.51
468.07
588.59
604.41
612.47

569.70
1063.66
1770.2

Emission probabilities (P. )

Evaluated
Evaluation 1

Shirley (1983)
0.287 i 0.002
0.297 i 0.002
0.830 +. 0.004
0.477 + 0.003
0.0448 + 0.0003
0.0809 + 0.0005
0.0526 ± 0.0003

Martin (1978)
0.978 + 0.005
0.749^0.011
0.0685 i 0.0020

values
Evaluation 2

Coursol (1984e)
0.287 .+ 0.001
0.298 +. 0.001
0.830 _+ 0.003
0.478 + 0.001
0.0448 i 0.0002
0.0809 ± 0.0003
0.0528 J+ 0.0003

Yoshizawa (1980)
0.9794 ± 0.0003
0.740 ± 0.003
0.0687 +; 0.0004

Weighted mean of
recent experimental values

Schötzig (1983a)
0.286 + 0.003
0.298 + 0.003
0.828 i 0.007
0.477 + 0.004
0.0451 + 0.0004
0.0819 + 0.0006
0.0531 .+ 0.0004

Yoshizawa (1980W
0.9794 + 0.0003
0.740 +_ 0.003
0.0687 ± 0.0004

Recommended value

0.287 i 0.001
0.298 ± 0.001
0.830 ± 0.003
0.477 + 0.002
0.0449 + 0.0002
0.0811 +0.0004
0.0528 +_ 0.0003

0.979 + 0.001
0.741 j+ 0.003
0.0687 _+ 0.0004
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In the second category nuclides which may be helpful for detector calibrations,
but which do not fu l f i l all the mentioned criteria, are considered. The long-lived

133 152 243 239multi-gamma-line nuclides as e.g. oa, Eu and Am- Np are especially
well suited for the determination of the long-term efficiency stability of
detectors.
Depending on the importance in calibration work of the various nuclides and
especially their individual gamma rays, both lists are restricted to rays with
emission probabilities higher than 2 to 10*.

Comments on Table 2

(a) The weighted mean values and their uncertainties have been calculated
according to Topping, 1963. However, the systematic contributions to the
quoted individual uncertainties have not been divided by VrTT.

(b) No uncertainties were quoted by the evaluator or author; the uncertainties
adopted here were deduced from the estimated uncertainties on the assumed
internal conversion coefficients and transition probabilities.

(c) The reported relative emission probabilities (Table 3 of Appendix II) have
been normalized to Py = 0.2085 _+ 0.0009 for the 1408 keV ray.

(d) The reported relative emission probabilities have been normalized to Py =
0.1*2 +_ 0.003 for the 100.1 keV ray.

(e) Detailed references are given by Vaninbroukx, 1984a.
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EMISSION PROBABILITIES OF
SELECTED X-RAYS FOR RADIONUCLIDES USED AS
DETECTOR-CALIBRATION STANDARDS

W. BAMBYNEK
Central Bureau for Nuclear Measurements,
Joint Research Centre,
Commission of the European Communities,
Geel

Abstract

The current status of the X-ray emission probabi l i t ies of rad ionucl ides
which are useful for detector ca l ibra t ion is reviewed. As wel l experi-
mental as compiled and/or evaluated results are considered. A l is t of
recommended data is given i n c l u d i n g information on the a v a i l a b i l i t y of
the radionuclides.

1. Introduction

The availability of high-resolution solid-state detectors has extended the field
of X-ray spectrometry towards lower energies. Usually, Si (Li) detectors are used
for energies between 5 and 25 keV and planar high-purity germanium detectors
(HPGe) for 25 to about 100 or 150 keV. Accurate efficiency calibration of these
detectors requires reliable standard data.
Various compilations and evaluations of radionuclide data including X-ray emission
probabilities have been published in the past. S.K. Sethi and B.S. Negi (1977)
and B.S. Negi and S. Sadasivan (1980) estimated KX-ray and LX-ray emission proba-
bilities for analytical applications. Tables of decay data have been published
by D.C. Kocher (1981). They were generated by processing the decay data sets from
the Evaluated Nuclear Structure Data File (ENSDF) with the computer code MEDLIST.
The tables in Appendix A3 of the Handbook of Radioactivity Measurements Procedures
(NRP Report No. 58, 1978), which are widely used, were produced from an earlier
data set of ENSDF. These data are superseded by those of D.C. Kocher (1981).



In the present paper we review the current status of X-ray emission probabilities
of radionuclides which are useful for detector calibrations. As well experimental
as compiled and/or evaluated data are considered. The literature between 1965 and
1984 has been scanned. In the present work transition energies are considered to
be known with sufficient accuracy. They are not evaluated. Half lives are given
only as indicative values. Data for both quantities are taken from C.M. Lederer
(1978) and D.C. Kocher (1981). A list of recommended emission probabilities is
given in Tables 1 and 2 including information on the availability of the radio-
nuclides.

Table 1. Primary calibration nuclldes and their recommended KX-ray emission probabilities

Tail« 2a. Secondary calibration nuclldes and their reconoended KX-ray emission probabilities

Nucllde

49y

51Cr
54Hn
55Fe
57Co
58Co
65Zn
85Sr
88V

109Cd
mln
113Sn
125,

131CS
139Ce

'1/2 <a)

330 d

27.7 d

312.7 d

2.7 '

207 d

70.8 d

244.4 d

64.8 d

160.6 d

464 d

2.8 d

115.1 d

60.1 d

9.9 d

137.7 d

KX rays
Z Element

22 T1

23 V

24 Cr

25 Mn

26 Fe

26 Fe
29 Cu

37 Rb

38 Sr

47 Ag

48 Cd

49 In

52 Te

54 Xe

57 La

r (b)
Ka
(keV)

4.51

4.95

5.41

5.89

6.40

6.40

8.04

13.38

14.14

22.10

23.11

24.14

27.38

27.75

33.30

p (C)PKa
(X)

17.9 (11)

20.1 ( 6)

22.6 ( 4)

24.9 ( 5)

51.0 ( 2)

23.5 ( 4)

34.1 ( 6)

50.0 ( 8)

51.3 ( 8)

82.1 (18)

68.4 (20)

79.6 (18)

113.4 (30)

60.1 (15)

63.9 (17)

E (b)EKH
(KeV)

4.93

5.43

5.95

6.49

7.06

7.06

8.91

14.98

15.86

25.01

26.18

27.36

31.12

36.20

37.98

p (c)PW
(X)

2.4 (2)

2.7 (1)

3.0 (1)

3.4 (2)

6.9 (3)

3.2 (1)

4.6 (1)

8.7 (8)

9.2 (2)

17.3 (7)

14.5 (6)

17.2 (6)

25.0 (8)

14.0 (5)

15.3 (5)

p (c)KKX
(X)

20.3 (10)

22.8 ( 3)

25.6 ( 8)

28.3 (10)

57.9 (34)

26.7 (10)

38.7 ( 9)

58.7 ( 8)

60.5 ( 8)

99.4 (20)

83.0 ( 2)

96.8 ( 6)

139.0 (30)

74.1 (10)

79.2 (22

Avalla-, ,,
blHty (d>

1

13

14

12

12

U

12

10

11

12

5

7

14

2

11

(a) Half lives are taken from D.C. Kocher (1981)
(b) Energies are taken from C.M. Lederer (1978)
(c) Uncertainties 1n units of the last d1git(s) are given 1n parentheses
(d) The figures Indicate the number of producers offering reference solutions with certified activityconcentration, G. Grosse (1983)
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Nucllde

67Ga
75Se
93Nb«
"MO

103Ru
123,
133Ba
137Cs
141Ce
152Eu

201T1
203H9

207B1

Tl/2

3.3 d

119.8 d

16.1 a

66.0 h

35.4 d

13.1 h

10.5 a

30.2 a

32.5 d

13.6 a

73.1 h

46.6 d

33.4 a

KX rays
Z element

30 Zn

33 As

41 Nb

43 Tc

45 Rh

52 Te

55 Cs

56 Ba

59 Pr

62 Sm
64 Gd

80 Hg

81 Tl

82 Pb

Efc (KeV)

8
10
16

18
20

27
30

32

35

39
42

EKa2
(KeV)

68.90

70.83

72.80

.63

.53

.58

.33

.17

.38

.85

.06

.85

.91

.75

(X)

27.6(10)

3.8( 2)

22.6(12)

P K . < * >

49.5

48.9

(12)

(30)

9.27 (20)

9.3 ( 4)

7.29 (28)

70.5

98.0

(20)

(16)

5.66 (18)

13.2 ( 4)

59.1 (12)
0.648 (22)

EKal
(KeV)

70.12
72.87

74.97

PK.l
(X)

46.9(18)

6.4( 2)

38.2(20)

Ew (KeV)

9.57

11.72

18.66

20.66

22.78

31.12

34.9

36.3

40.6

45.3
48.5

E W'l
(KeV)

80.2

82.5

84.9

- 35.9

- 37.4

- 42.0

- 46.6
- 50.0

(X)

16.2(40)

2.2( 1)

13.0(10)

PKH (X)

6.9 ( 6)

7.6 ( 6)

1.79 (10)

1.9 ( 2)

1.51 ( 6)

15.9 ( 6)

23.0 ( 5)

1.34 ( 4)

3.2 ( 2)

14.9 ( 3)
0.176 (18)

E KJ'2
(KeV)

82.5

84.9

87.3

PK8'2
(X)

4.5 (2)

0.63 (3)

3.9 (3)

P K X < * >

56.4 (13)

56.5 (40)

11.06 (14)

11.2 ( 5)

8.80 (30)

86.4 (20)

121.0 (16)

7.0 ( 2)

16.4 ( 5)

J74.8 (12)

95.2 (10)

13.0 ( 4)

77.7 (40)

Availa-
bility

8

10

10

6

3

13

14

8

10

2

12

3

Table 2b. Secondary calibration nuclldes and their recommended LX-ray emission probabilities

Nuclide

207B1
238Pu
241Am

Tl/2

33.4 a

38.8 a
432.2 a

LX rays
Z Element

82 Pb

92 U
93 Np

EL1
(KeV)

9.18

11.62
11.9

PL1
(X)

0.51 (6)

0.26 (3)
0.86 (3)

(KeV)

10.45

13.60

13.9

PL«
(X)

9.58(15)

4.1 ( 2)

13.3 (4)

ÏV,

11.3-15.4
17.0

17.8

(X)

19.6 (22)

6.24(30)

19.4 ( 6)

(X)

11.6-15.8

20.4

20.8

(X)

4.5(6)

1.2(1)

4.9(2)

PLX
(X)

34.2(10)

11.8( 4)

38.5( 8)

Availa-
bility

3

3
12
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2. Definitions and Notations

Emission of X rays originates from the reorganization of the atomic shells after
creation of an inner-shell vacancy. From the various production modes for these
vacancies, here, only orbital electron capture by the nucleus and internal conver-
sion of 7 rays are of interest because they occur during radioactive decay.
For a given radionuclide the emission probability of KX rays, taking into account
all possible transitions, is given by

rKX J

where PEC(Ei) and PK(Ei) are the relative transition probabilities to the level
of energy Ei by total electron capture and by K-electron capture, respectively.
The quantities aK and a are the K-shell and the total internal conversion coeffi-
cients and b. are the respective relative transition probabilities of the y trän-

J
sition j; «^ is the K-shell fluorescence yield.

A similar equation is valid for the LX-ray emission probabilities. However, they
depend on the mode of vacancy production in the three L subshells, which is dif-
ferent for internal conversion and for electron capture by the nucleus. In addi-
tion, interpretation of LX-ray data is complicated by the transfer of the primary
vacancies between the L subshells due to Coster-Kronig transitions (W. Bambynek et
al., 1972). Figure 1 shows the most important KX- and LX-ray transitions and their
notation.

3. Compilation and Evaluation

From the radionuclides emitting X rays we have selected those which are suited for
detector calibration and are readily available, which have sufficient long half
lives and total X-ray emission probabilities of greater than 5 %. They are sub-
divided in primary and secondary calibration nuclides. Their published X-ray
emission data are compiled in Tables 3 and 4.

The term primary refers to nuclides the emission probability of which was measured
directly without using an efficiency calibrated detector or can be calculated from
reliable data. All other nuclides are regarded as secondary calibration nuclides.

n

S
Ss

1
tiJ

2

1

l

2

1
0

j
1
0

i
11
0

t
1
0

0

J
1/2
1/2
1/2
1/2

7/2
S/2
S/2
1/2
1»
1/2
1/2

S/2
1/2
1/2
1/2
1/2

1/2
1/2
1/2

V2

ol

7
t
S

2
1

H)

i

K

ELECTRONIC TRANSITIONS
L-SHELL IONIZATION

-io,o,ß•H1 ihïiVi Y

FOLLOWING
K-SHELL IONIZATION

' p«P,Y,Y,M

o» o, »t ft ß, h fc^— -y- — - — -y —

Flg. l Most Important KX and LX transitions

In the tables the KQ-, K^- and the total KX-ray emission probabilities are listed.
There are a few nuclides with Z > 65 for which subdivision into Kal, Ka2> K , 1 and
Kp.j seems to be useful. Only very few LX-ray emission probabilities are considered,
generally for elements with Z > 82. They cover the energy range between 9 and 20 keV
for which sufficiently accurate Ka or K. lines from other nuclides are available.
The use of LX rays for efficiency calibration of detectors seems to be very limited,
that of MX rays is of no importance.

In Fig. 2 the energy vs. Z dependence of these quantities is shown.
Displayed spectra measured with semiconductor detectors can be found in the
evaluations of F. Lagoutine and N. Coursol (1982,1984) and in the spectrum
catalogues of R.L. Heath (1974) and Ts. Vylov et al. (1980).
The data compiled in Tables 3 and 4 were critically evaluated. All values
have been checked and, if necessary, normalized with the to-date best known
7- or X-ray emission probabilities. In addition, the emission probabilities
of all nuclides considered have been recalculated with the equation given
above and using the following data sources.
• Electron capture probabilities were calculated with electron wave functions

of Mann and Waber and exchange and overlap corrections of Bahcall and Vatai,
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too

F1g.2 Erxr9<» of the characteristic K, L and M Hnts as function of the a tori c nurtxr 1

as recalculated by Chen, for Z < 54 and of Suslov and of Martin and
Bichert-Toft for Z > 54. The method of calculation and the input data were
given by W. Bambynek et al. (1977).
Fluorescence yields were deduced from the recent evaluation of W. Bambynek
(1984).
Internal conversion data were taken from the compilations of all experi-
mental and evaluation of some selected nuclear transitions of H.H. Hansen
(1981, 1984 a, 1984 b). In some cases the evaluated data of F. Lagoutine
and N. Coursol (1982, 1984) were used.
Relative X-ray emission rates K^/Ka, Ka2/Kal,
from S.I. Salem et al. (1984).

Kjj'2/Kal were taken

• Information on the availability of the radionuclides considered can be found
in the compilation of G. Grosse and W. Bambynek (1983).

The uncertainties quoted by the various authors are, as usual, not strictly
comparable because they were determined on the basis of different principles.
We tried to reestimate the uncertainties corresponding to a la level and used
their reciprocals as weights in the calculation of mean values. In general,
the maximum of the internal and external error (J. Topping, 1963) was used as
uncertainty of the mean. The recommended values of the X-ray emission proba-
bilities are listed in Tables 1 and 2.
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Finally it should be noted that the peak shapes of X-ray lines are different from
those of 7-ray lines in spectra which are measured with semiconductor detectors.
This is due to different natural line width for the two types of radiation. When
using the same procedure in the analysis of X- and r-ray data this can result in
calibration errors of several percent as K. Debertin and W. Petfara (1981)
have pointed out. The same problem but emphasizing other aspects has been also
treated by D.H. Wilkinson (1971) and by C.W. Schulte et al. (1980).

Table 3. Primary calibration nuclldes and their X-ray emission probabilities in I

Nucllde P^ (%)
49y

Pw (*) PKX W Method First author, year

EC. 100 X. T1/2 - 330 (15) d, A 1 (a), P (b)

"-*„
4.51 (keV)
17.3 (11)
22.1 ( 7)

T1-S4.93 (keV)
2.29 (20)
2.9 (1)

T1 - KX
total

19.6 (11)
25.0 (10)

MEDLIST
Evaluated

D.C. Kocher (1981)
Yu.V. Kholnov (1982)

17.9 (11) 2.4 (2) 20.3 (10) Recommended values
(a) A 1 Indicates that there 1s at least one producer offering reference solutions with certified activity

concentration, see 6. Grosse (1983)
(b) Primary calibration nucllde

51Cr EC, 100 Ï, T1/2 • 27.704 (4) d, A 13, P

V - K a V - K j V - K X
4.95 (keV) 5.43 (keV) • total

19.7 (40)
19.69 (45)
20.2 ( 6)

2.62 ( 7)
2.62 ( 9)
2.4 ( 1)

22.7 ( 3)
19.6 (16)
22.33 (42)
22.31 (46)
22.6 ( 7)

KX, NO

KX-y colnc.
Evaluated
MEDLIST
Evaluated

J.6.V. Taylor (1963)
A. Mukerjl (1967)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

20.1 ( 6) 2.7 ( 1) 22.8 ( 3) Recommended values
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Table 3. Continued Table 3. Continued

NucHde

54Mn

P K . W " » < * ) PKX W Method First author, year

EC, 100 X, Tj /2 - 312.7 (3) d, A 14, P

C r - K a

5.41 (keV)

22.14 ( 8)
23.13 (45)
22.8 ( 9)

22.6 ( 4)

Cr - K„
5.95 (keV)

2.99 ( 6)
2.94 (10)
2.7 ( 1)

3.0 ( 1)

Cr - KX
total

25.7 ( 4)
24.3 (12)
25.14 (17)
24.90 (53)
24.92 (17)
24.4 ( 3)
24.7 ( 9)
25.93 (14)
25.13 ( 6)
25.07 (46)
25.5 ( 91

25.6 (8)

KX. NO

KX, NQ

KX, NQ

KX, NQ

KX-r coinc.
KX-r coinc.
KX-r coinc.
KX, N0

Evaluated
MEDLIST
Evaluated

J.G.V. Taylor (1963)
M. Leistner (1965)
H. Bambynek (1967a)
M. Petel (1967)
W. Hammer (1968)
A.A. Konstantlnov (1973a)
A. Mukerjl (1973)
P. Magnler (1978)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
F. Lagoutlne (1982)

Recommended values

Nucllde

58Co'

"to W PW (*) PKX W Method First author, year

EC. 85 X, d+ 15 », T1/2 « 70.80 (7) d, A 11. P

F. -Ka

6.40 (keV)

23.1 ( 6)
23.2 ( 4)
23.0 ( 8)

23.5 ( 4)

Fe - K0
7.06 (keV)

3.1 ( 1)
3.1 ( 1)
3.1 ( 1)

3.2 ( 1)

Fe - KX
total

25.96 (10)
26.2 ( 7)
26.3 ( 5)
26.1 (10)

26.7 (10)

KX, N0

Evaluated
MEDLIST
Evaluated

U. Bambynek (1968b)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
F. Lagoutlne (1982)

Recommended values

NucHde

55Fe

"fa W Pw <*) PKX W Method First author, year

EC, 100 X, T1/2 - 2.7 (1) d, A 12, P

M n - K a

5.89 (keV)

24.4 (13)
24.5 ( 7)
24.4 ( 6)

24.9 ( 5)

Mn - KU
6.49 (keV)

3.3 ( 2)
3.29 (25)
3.3 ( 2)

3.4 ( 2)

Mn - KX
total

28.3 ( 2)
27.7 (20)
27.8 (14)
27.7 (20)

28.3 (10)

KX, N0

Evaluated
MEDLIST
Evaluated

P. Smith (1982)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
F. Lagoutlne (1984)

Recommended values

65Zn EC, 98.54 X, fl+ 1.46 X, T1/2 - 244.4 (2) d. A 12, P

Cu - Ka

8.04 (keV)

33.47 (49)
34.1 ( 6)
34.1 ( 6)

34.1 ( 6)

Cu - K,,
8.91 (keV)

4.62 ( 5)
4.0 ( 1)
4.65 (11)

4.6 ( 1)

Cu - KX
total

39.4 ( 6)
38.70 (26)
38.4 ( 2)
38.0 ( 2)
38.09 (49)
38.7 ( 6)
38.7 ( 9)

38.7 ( 9)

KX, N0

KX-r coinc.
KX, NQ

KX-r coinc.
Evaluated
MEDLIST
Evaluated

J.G.V. Taylor (1963) W

J.W. Hammer (1968) (a>
W. Bambynek (1968a) (a'
A. Mukerjl (1973a) (a'
Yu.V. Kholnov (1980)
D.C. Kocher (1982)
N. Coursol (1984)

Recommended values
(a) PEC ' 0.9854 (2) used

57Co EC, 100 X, T1/2 - 270 (9) d, A 12. P

F e - K a

6.40 (keV)

49.6 (24)
49.4 ( 9)
49.8 (16)

51.0 ( 2)

F e - K ,
7.06 (keV)

6.7 ( 3)
6.62 (21)
6.7 ( 4)

6.9 ( 3)

Fe - KX
total

56.9 ( 8)
58.4 (17)
56.3 (23)
56.0 (10)
56.5 (20)

57.9 (34)

KX-r coinc.
KX-r coinc.
Evaluated
HEOLIST
Evaluated

M. Rublnson (1968) W

A. Mukerjl (1973a) '*'
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

(a) Interna! conversion accounted for with n^ and a values fro» H.H. Hansen (1984b)



Table 3. Continued Table 3. Continued
Nuclide

85Sr

p f aw
EC. 100 X,

Rb - Ka

13.38 (keV)

50.4 ( 9)
50.1 ( 8)
48.3 ( 8)

50.0 ( 8)

p w w P KXW Method First author, year

T1/2 « 64.84 (3) d, A 10. P

Rb - Kp
14.98 (keV)

8.7 ( 2)
8.7 { 2)
8.8 ( 2)

8.7 ( 2)

Rb - KX
total

59.59 (35)
58.6 ( 4)
58.66 (47)
51.1 ( 7)
58.8 ( 8)
57.1 ( 8)

58.7 ( 8)

KX-T coinc.
KX, NQ

KX, N0

Evaluated
MEDLIST
Evaluated

H.H. Brother (1969)
U. Bambynek (1970)
D.L'. Thomas (1978)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

88y EC, 99.786 X, t* 0.214 X, T1/2 * 160.60 (4) d, A 11, P

S r - K t t

14.14 (keV)

51.6 ( 8)
51.1 (15)

51.3 ( 8)

Sr- Kj
15.86 (keV)

9.3 ( 1)
9.0 ( 4)

9.2 ( 2)

Sr - KX
total

62.77 (32)
61.2 ( 4)
60.9 ( 8)
60.1 (15)

60.5 ( 8)

KX^r coinc.
KX, N0

Evaluated
MEDLIST

H.H. Grotheer (1969)
W. Bambynek (1973)
Y u . V . Kholnov (1980)
D.C. Kocher (1981)

Recommended values

Nuclide
1UIn

pfa W Pw W PKX W Method First author, year

EC, 100 X, T1/2 - 2.83 (1) d. A 5, P
Cd - Ka

23.11 (keV)
6S.2 (18)
68.5 (23)
68.4 (20)

Cd -K,
26.18 (keV)
14.6 ( 6)
14.7 ( 4)
14.5 ( 6)

Cd - KX
total

82.8 (19)
83.3 ( 3)
83.0 (20)

MEDLIST
Evaluated

D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

113Sn EC, 100 X, T1/2 « 115.1 (3) d, A 7, P

In - Ka

24.14 (keV)

79.1 (14)
79.4 (18)
79.6 ( 8)

79.6 ( 8)

In - K„
27.36 (keV)

17.3 ( 4)
17.2 ( 5)
17.2 ( 2)

17.2 ( 2)

In - KX
total

96.4 (15)
96.6 (18)
96.8 (13)

96.8 ( 6)

Evaluated
MEDLIST
Evaluated

Y u . V . Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1984)

Recommended values

Nuclide

109 .

"fa W PW (*) p ltf\ Method First author, year

EC, 100 X, T1/2 » 464 (1) d, A 12, P

A9 - Ka

22.10 (keV)

81.4 (14)
82.5 (16)
82.6 (29)

82.1 (18)

Ag - Kp
25.01 (keV)

17.2 ( 5)
17.43 (56)
17.4 ( 7)

17.3 ( 3)

Ag - KX
total

92.4 ( 4)
94.6 (32)
97.5 (30)
98.7 (28)

100.0 (15)

98.6 (15)
99.9 (17)

100.0 (40)

99.4 (20)

W88'

Calculated
Evaluated
MEDLIST
Evaluated

J.L. Campbell (1972a) (a)

J.L. Campbell (1972b) <a)

0. Dragoun (1976) 'a'
D.D. Hoppes (1982) 'a'
J. Plch (1979)
Yu.V. Kholnov (1980)
O.C. Kocher (1981)
N. Coursol (1982)

Recommended values

~

Nuclide

1 9C125,

PLX W P fo<«) PW (*) P (%} Method First author, year

EC, 100 X, T1/2 » 60.14 (11) d, A 14, P

Te - LX
3.33 - 4.93

(keV)

12.3 (12)
15 ( 6)
12.8 (13)

13 ( 4)

T e - K a

27.38
(keV)

115.2 (18)
112.2 (34)
113.4 (31)

113.4 (30)

Te - Kj
31.12
(keV)

26.0 { 5)
25.4 (11)
25.6 ( 8)

25.6 ( 8)

Te - KX
total

137.9 (27)
139.3 (25)
137.9 (23)
141.2 (18)
137.6 (36)
139.0 (40)

139.0 (30)

KX-T coinc., Ge(Li)
KX-T coinc., Ge(Li)
KX-T coinc., S1(Li)
Evaluated
MEDLIST
Evaluated

E. Karttunen (1969) (a<
F. Tolea (1974) <a)

J. Plch (1974a) (a'
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

(a) Normalized with P (88) * 3.61 (10) » from F.E. Bertrand (1978) (a) Internal conversion accounted for with a., and a values from N. Coursol (1982)

417
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Table 3. (Continued Table 4. Secondary calibration nuclldes and their X-ray emission probabilities In X

Nucllde

131Cs

\x W Pto (*) "W («) "KX W Method First author, year

EC. 100 X, T1/2 » 9.688 (4) d, A 2, P

Xe - LX
3.6 - 5.4

(keV)

8.8 ( 8)
9 ( 3)
9.1 (13)

9 ( 2)

Xe - Ka

27.75
(keV)

59.6 ( 4)
60.2 (12)
60.3 (16)

60.1 (15)

Xe - K,,
36.20
(keV)

13.8 ( 1)
13.9 ( 4)
14.0 ( 5)'

14.0 ( 5)

Xe - KX
total

73.4 ( 6)
73.4 ( 6)
74.1 (12)
74.3 (20)

74.1 (10)

KX, N0

Evaluated
MEDLIST
Evaluated

0. Plch (1974b)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
F. Lagoutlne (1982)

Recommended values

Nue U de

6V

P K a < « >

EC, 100 ï,

Z n - K a

8.63 (keV)

49.5 (11)
48.5 (33)
48.7 (34)
50.1 (29)

49.5 (12)

PW (*) PKX W

T1/2 • 3.26 (1) d, A 8 (a),

Zn - K„
9.57 (keV)

6.92 (15)
6.6 { 3)
6.8 ( 7)
6.9 ( 6)

6.9 ( 6)

Zn - KX
total

56.42 (11)
55.1 (33)
56 ( 6)
57.0 (30)

56.4 (13)

Method

S < b >

First author, year

Calibrated HP Ge
MEDLIST
Evaluated
Evaluated

Recommended values

K. Debertln (1979b)
D.C. Kocher (1981)
Yu.V. Kholnov (1982)
F. Lagoutlne (1984)

(a) A 8 Indicates that there are at least eight producers offering reference solutions with certifiedactivity concentration, see G. Grosse (1983)
(b) Secondary calibration nuclide

Nucl ide

139Ce

PLX W "to W PW (*) PKX W Method First author, year

EC, 100 X, T1/2 » 137.66 (13) d, A 11, P

La - LX
4.12 - 6.27

(keV)

9.9 (10)
13 ( 4)
12.2 (23)

11.7 (16)

L a - K a

33.30
(keV)

64.1 ( 7)
63.9 (17)
64.4 (19)

63.9 (17)

La- ^
37.7 - 38.9

(keV)

15.9(5)
15.3(2)
15.2(6)

Vi : 12-4<5>
Kj , 2 : 3.0(1)

15.3(5)

La - KX
total

79.4 ( 6)
80.7 (20)

79.4 ( 9)
79.1 (18)
79.9 ( 3)

79.2 (22)

KX-T coinc., SI (Li)

WM165)
Calibrated HPGe
Evaluated
MEDLIST
Evaluated

J. Plch (1975) (a)

O.L. Campbell (1972a)<b>
K. Debertln (1983)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

(a) Internal conversion accounted for with a^ and a from H.H. Hansen (1984)
(b) Normalized with P.̂ 165) » 79.9 (1) X from R. Vanlnbroukx (1984a)

Nucllde

75Se

pfc(*> PB, («) PKX («) Method First author, year

EC, 100 X, T1/2 ' 119.78 (7) d, A 10, S

As - Ka
10.53 (keV)

46.7 (24)
47.5 (23)
48.6 (27)
49.5 (15)
48.9 (30)

. As - K,
11.72 (keV)

7.1 (5)
7.3 (5)
7.4 (6)
8.3 (3)

7.6 (6)

As - KX
total

51.4 (21)
58.0 (20)
55.6 (16)
53.8 (36)
54.8 (23)
56.0 (40)
57.8 (15)
56.5 (40)

Calibrated Ge(Li)
KX-r coinc.
IKX/I (264)
Evaluated
MEDLIST
Evaluated
1̂ /̂ (264)

T. Paradellis (1969,1970)
U.M. Chew (1973) (a'
P. Venugopala Rao (1966) ' '
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
F. Lagoutine (1982)
K. Singh (1983) (b'

Recommended values

(a) Internal conversion accounted for with data from F. Lagoutine (1982)
(b) Normalized with P7(264) 59.1 (8) X from L.P. Ekstrum (1981)



Table 4. Continued Table 4. Continued

Nuclide

93*b"

PKa W '» (*) PKX <*> Method First author, year

IT. 100 », T1/2 « 16.13 (10) a, S

Nb - Ka

16.58 (keV)

8.9 ( 4)
9.45 (43)

9.27 (20)

Nb - K0
18.66 (keV)

1.7 ( 1)
1.78 (10)

1.79 (10)

Nb - KX
total

11.6 ( 4)

10.7 ( 3)
11.5 ( 3)
11.29 (21)
11.07 (20)
11.04 (28)
10.99 (18)
10.6 ( 8)
11.23 (44)

11.06 (14)

Calibrated S1(L1)

Calibrated S1(L1)
Calibrated S1(L1)
Calibrated S1(L1)
Calibrated S1(Li)
Calibrated S1(L1)
def.n, Nal(Tl)
Evaluated
MEDLIST

( W. Bambynek (1978)
{ R. Vaninbroukx (1980)

W.G. Alberts (1982)
R. Vaninbroukx (1983)
8.M. Coursey (1984) (a>b)

B.M. Coursey (1984) (a>c)

R.J. Gehrke (1984) (a)

B.M. Coursey (1984) (a>d '
Yu.V. Kholnov (1980)
D.C. Kocher (1981)

Recommended values

(a) A11 the 4 values are based on solutions standardized at C8NM by liquid scintillation counting
(b) Value measured at CBHM
(c) Value measured at PTB
(d) Value measured at NBS using a def1ned-solId-angle Nal(Tl) counter

NucHde

9933Mo

PKa W
p

w W PKX (*) Method First author, year

0" , 100 Ï, TJ/2 . 66.02 (1) h, A 10, S

T c - K a

18.33 (keV)

9.55 (49)
8.75 (32)
9.3 ( 4)
9.8 (12)

9.3 ( 4)

To -K,
20.66 (keV)

1.74 ( 9)
1.73 ( 9)
1.86 (10)
2.0 ( 4)

1.9 ( 2)

Tc - KX
total

11.29 (50)
10.48 (32)
11.16 (46)
11.8 (22)

11.2 ( 5)

Calibrated Si(L1)
MEDLIST
Evaluated
Evaluated

J .K. Dickens (1980)
O.C. Kocher (1980)
N. Coursol (1982)
Yu.V. Kholnov (1982)

Recommended values

419

NucHde

103Ru

P t o ( * > Pw W PKX (*) Method First author, year

f~, 100 Ï, T1/2 - 35.35 (5) h, A 6, S

Rh - Ka

20.17 (keV)

7.2 ( 2)
7.11 (23)
7.29 (28)

7.29 (28)

R h - K p
22.78 (keV)

1.4 ( 1)
1.45 (17)
1.51 ( 6)

1.51 ( 6)

Rh - KX
total

8.6 ( 4)
8.56 (24)
8.80 (29)

8.80 (30)

Evaluated
MEDLIST
Evaluated

Yu.V. Kholnov (1980)
O.C. Kocher (1981)
N. Coursol (1982)

Recommended values

(0 K,

lZ3j EC, 100 *, T1/2 • 13.13 (10) h, A3, S

T e - K a

27.38 (keV)

70.6 (18)
70.5 (18)
70.6 (23)

70.5 (20)

Te - Kj
31.12 (keV)

16.0 (6)
15.9 (6)
15.9 (6)

15.9 (6)

Te - KX
total

86.6 (19)
86.4 (30)
86.5 (33)

86.4 (20)

MEDUST
Evaluated
Evaluated

D.C. Kocher (1981)
Y u . V . Kholnov (1982)
F. Lagoutlne (1984)

Recommended values

Nucl ide

133Ba

PLX W PKu W p
W (*) P (%]KX Method First author, year

EC, 100 ï, T1/2 = 10.5 (1) a, A 13, S

Cs - LX
3.80 - 5.70

(keV)

17 (5)
15 (6)

16 (6)

C s - K a

30.85
(keV)

66.7 (87)
107.8 (38)
99.9 (17)
95.1 (22)
97.1 (16)
98.82 (67)
99.46 (15)
98.6 (43)
97.6 (24)
98.8 (22)

98.0 (16)

Cs - Kj
34.9 - 35.9

(keV)

17.5 (23)
26.0 ( 8)
23.2 ( 3)
22.9 ( 6)
23.2 ( 5)
23.16 (15)
23.16 (15)
'23.3 ( 9)
22.8 ( 9)
23.2 ( 8)

23.0 ( 5)

Cs - KX
total

133.8 (39)
123.1 ( 7)
118.0 (23)
120.3 (17)
122.0 (69)
122.6 (66)
121.9 (44)
120.4 (26)
122 ( 3)

121.0 (16)

Calibrated 6e ( L I )

WV°«>
Calibrated HPGe
Calibrated HPGe
( from ICRM
( comparison
Evaluated
MEDLIST
Evaluated

Y. Gurfinkel (1967) (a)

S. Faermann (1971) ' '
W . D . Schmidt-Ott (1972a)'b)

U. Schotzig (1976,1977)
K. Debertin (1983)
j 8. Chauvenet (1983)(c>
[ B. Chauvenet (1983)(d'
Y u . V . Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1984)

Recommended values

al only
(b) Normalized with PT(88) - 34.1 (5) * and P (365) » 62.06 (14) Ï, respectively from R. Vaninbroukx (1984a)
(c) Arithmetic mean
(d) Weighted mean
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Table 4. Continued Table 4. Continued

riucllde

137Cs

(&\ Corr

PLX (t)

d", 100 ». T

Ba - LX
3.95 - 5.97

(keV)

0.77 (5)
1.0 (3)
0.8 (1)

0.8 (2)

ected with ox. »

PKa W

1/2 ' 30-17

B a - K a

32.1
(keV)

5.60 (12)
5.67 (18)
5.89 (14)
5.48 (12)

5.66 (18)

0.899

PW (*)

(3) a, A 14,

Ba - K,,
36.3 - 37.4

(keV)

1.35 (4)
1.34 (5)
1.39 (6)
1.30 (3)

1.34 (4)

P K X < * >

S

Ba - KX
total

7.00 ( 9)
6.95 (13)
7.0 ( 2)
7.28 (19)
6.8 ( 2)

7.0 ( 2)

Method

PKX/Pr
Calibrated HP Ge
Evaluated
MEDLIST
Evaluated

Recommended values

First author, year

H.H. Hansen (1969) 'a>
K. Debertln (1983)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1984)

Nucllde

152EU

Pfc

EC, 73 %

Sm - Ka

39.91
(keV)

49.2
59.1(16)
48.9(16)
59.1(12)
56.9(23)
58.5(14)

59.1(12)

(*)

, (T 27 Ï

Gd - Ka

42.75
(keV)

(35)

0.66 ( 2)
0.648(22)
0.77 ( 4)
0.614(10)

0.648(22)

f*t

(0* 0.019

S m - K p
45.29-46.58

(keV)

12.
15.4 ( 5)
12.4 ( 3)
14.9 ( 3)
14.2 (10)
14.6 ( 5)

14.9 ( 3)

W

t). T1/2 - 13

Gd - Kp
48.56-49.96

(keV)

'- (9)

0.166 (50)
0.176 (18)
0.18 ( 2)
0.156 ( 7)

0.176 (18)

P K X < * >

6 (2) a, A

Srn-Gd KX
total

61.4(36)
74.5(17)
74.5(17)
74.8(12)
72.0(35)
73.9(15)

74.8(12)

Method

10, S

IKX/IT(344)

Wtel
Calibrated Ge(L1)
Calibrated HP Ge
Evaluated
MEOLIST

Recommended value

First author, year

A. Notea (1970) (a>b)

S. Faermann (1971) *c'
B. Dasmahapatra (1972)
K. Debertin (1979a,1983)
Y u . V . Kholnov (1980)
O.G. Kocher (1981)

s

(a) Includes both Sm and Gd KX rays
(b) Normalized with Py(344) » 26.58 (15) from R. Vanlnbroukx (1984a)
(c) Normalized with Pfel • 37.7 (12) » from D.C. Kocher (1981)

Nuclide

141Ce

PLX W P K a W PW («) p /j\ Method First author, year

S~, 100 », T1/2 - 32.50 (4) d, A 8, S

Pr - LX
4.45 - 6.81

(keV)

2.2 (1)
2.7 (4)
2.9 (5)

2.6 (5)

P r - K a

35.85
(keV)

12.9 ( 4)
13.78 (45)
13.3 ( 4)

13.2 ( 4)

Pr - Kp
40.65 - 41.97

(keV)

3.1 ( 1)
3.36 (15)
3.26 ( 9)

3.2 ( 2)

Pr - KX
total

16.2 (14)
16.85 (20)
16.0 ( 5)
17.14 (48)
16.6 ( 6)

16.4 ( 5)

IKX/VI«)
Calibrated Si(L1)
Evaluated
MEDLIST
Evaluated

J.L. Campbell (1972a)(a'
H.H. Hansen (1979)
Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1984)

Recommended values

Nuclide

201T1

PLX W PKa2 «*) Pfcl (« Vi<*> VzW Pl« W Method First author, year

EC, 100 ». T1/2 » 73.06 (22) h, A 2. S

Hg - LX
8.72-14.85

(keV)

44 (5)

44 (5)

Hg - Ka2

68.90
(keV)

27.7(81)

Hg - Kal
70.12
(keV)

47.3(13)
74.0 (13)

27.4(12)
27.4( 8)

27.6(10)

46.C(19)
46.6(12)

46.9(18)

Hg - Kp , j
80.2
(keV)

16.2(41)

H g - K j . g
82.5
(keV)

4.87(16)
21.0 (4)
20.5 (9)

16.4( 5)

16.2(40)

4.6 ( 2)

4.5 ( 2)

Hg - KX
total

96.1(16)
95.1(14)
94.4(24)
95.0(14)

95.2(10)

Calibrated HP Ge
Calibrated HP Ge
MEDLIST
Evaluated

K. Debertin (1979b)
E. Funck (1983)
D.C. Kocher (1981)
F. Lagoutine (1984)

Recommended values

(a) Normalized with P7(145) • 48.6 (4) 1 from R. Vsnlnbroukx (1984a)



Table 4. Continued

Nue 11 de

203Hg

PU <*> PKa2 '*'
pfai w W» V2w P K X < * > Method First author, year

<T, 100 X, T1/2 - 46.585 (8) d, A 12, S

Tl - LX
8.95-15.27

(keV)

6.0 ( 6)
7.2 ( 8)
5.4 ( 2)

6.0 (12)

Tl - Ka2

70.83
(keV)

3.7 ( 2)
3.77(12)
3.77(12)
4.75(25)
3.8 ( 2)

3.8 ( 2)

Tl - Kal

72.87
(keV)

6.4(2)
6.4(2)
6.4(2)
8.0(4)
6.4(2)

6.4(2)

82.5
(keV)

2.3 (1)
2.20 (8)

n- V 2
84.9
(keV)

0.6 (4)
0.65(3)

2.83 ( 9)
3.55 (19)

2.2 (1)

2.2 (1)

0.63(3)

0.63(3)

Tl - KX
total

13.0(5)
13.0(2)
13.0(3)
16.3(5)
13.0(4)

13.0(4)

Wtol' 6e'L1'
Wtol' HP Ge

Evaluated
MEOLIST
Evaluated

O.S. Hansen (1970, 1972 )'"'
W . O . Schm1dt-0tt (1972b)'a

Yu.V. Kholnov (1980)
D.C. Kocher (1981)
N. Coursol (1982)

Recommended values

(a) Normalized with 6.4 (2)

Nue 11 de

2078I

PLX <*' Pfc2 («

EC, 100 X, (0+ 0

Pb - LX
9.18-15.811

(keV)

34.2 (20)
36.4 (36)

36 ( 4)

34.2 (20)

34.2 (20)

Pb ' Ka2
72.80
(keï)

22.0(24)
22.4(16)
21. 8( 6)
22.6(12)

22.6(12)

Pb - L,
9.18
(keV)

0.51( 6)

0.51 (6)

PK.l (*) ViW Va W P K X W Method First author, year

012 X), T1/2 =• 33.4 (8) a, A3, S

Pb " Kal
74.97
(keV)

38.2(20)
38.2(20)
36. 8( 9)
38.2(20)

38.2(20)

P b - L a

10.45

9.58(15)

9.58(15)

Pb - Kp.j
84.9
(keV)

12.3 ( 7)
13.9 (10)

Pb - Kj.2

87.3
(teï)

3.3( 4)
3.9( 3)

16.3 (5)
16.9 (9)

13.0 (10)

Pb-L ,
11.35 1
(keV)

0.31 (4)

0.31 (4)

3.9( 3)

2.14-15.43
(keï)

19.3(22)

19.3(22

Pb - KX
total

77.7(40)

75.8(26)
78.4(28)
74.9(12)
77.7(40)

77.7(40)

11. 65-15. i
(keV)

4.5(6)

4.5(6)

IKX/I7(569), S1(L1)
Calibrated S1(L1)

W'tel' Ge(Lf^

MEDLIST
Evaluated

P. Venugopala Rao (1969){aî
P. Venugopala Rao (1971)
S. Faermann (1971) (b)
J.S. Hansen (1970,1972) (b)

D.C. Kocher (1981)
Yu.V. Kholnov (1980)

Recommended KX-ray values

14

Evaluated Yu.V. Kholnov (1980)

Recommended LX-ray values

(a) Normalized with ?T(569) »
(b) Normalized with P^j • 38

97.7 (1) » from O.C. Kocher (1981)
.2 (20) from Yu.V. Kholnov (1980)
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Table 4. Continued

238pu o, 100 X, T1/2 - 87.75 (3) a, A3, S

U -L,
11.62
(keV)
PL, (*)

0.26 (1)
0.26 (3)

0.25 (1)

0.26 (3)

U - L a
13.60
(KeV)
pu W
5.05(6)
4.15(7)
4.1 (2)

3.9 (4)

4.1 (2)

U- L,15.40
(keV)

"u W

0.14 (2)

0.127(5)

0.14 (2)

U - L J17.08
(keV)
pu, «>
7.41( 9)
5.61{ 7)
6.1 ( 3)

4.87(14)

6.1 ( 3)

U - L 7
20.46(keV)
PLT W
1.48( 2)
1.36( 2)
1.2 ( 1)

1.15(32)

1.2 ( 1)

U - LX
total

PLX (*)

13.9 (11)
11.38(10)
11.8 ( 4)
11.6 (14)
10.29(32)

11.8 ( 4)

Method First author, year

Calibrated S1(L1)
Calibrated Ge(Li)
Evaluated
HEDLIST
Calibrated S1(L1)

O.G. VaslHk (1976)
C.E. Bemls (1977)
Yu.V. Kholnov (1980)
D.C. Keener (1981)
P. Driyak (1984)

Recommended LX-ray values

241A» a, 100 X, T1/2 - 432.2 (5) a, A 12, S

Np - L ,
11.9
(KeV)

PL1 W

0.47 (7)
0.8
0.81 (7)
0.87 (4)

0.83 (2)
0.806
0.86 (3)
0.76 (7)
0.86 (3)

0.86 (3)

Np - La
13.9
(KeV)

PLa W

15.1 (14)
9.8
13.5
12.6 ( 9)
13.6 ( 8)

13.2 ( 2)
12.2
13.20( 3)
13.1 ( 7)
13.3 ( 4)

13.3 ( 4)

"p - L,n
17.8(KeV)

pu* W
23.7 (15)
17.8
18.4
19.1 (14)
19.3 (12)
19.46(46)
19.25(30)
20.4
19.25(60)
13.3 ( 9)
19.4 ( 6)

19.4 ( 6)

Np - L7
20.8
(KeV)

PLT («)

6.4 ( 8)
4.6
5.0
4.8 ( 4)
5.2 ( 5)

4.85(10)
4.94
4.85(20)
4.8 ( 2)
4.9 ( 2)

4.9 ( 2)

Np - LX
total

PLX (*)

45.2 (21)
32.7
37.7
37.3 (17)
39.0 (15)

38.2 ( 4)
39.3
38.2 ( 7)
38.0 (12)
38.5 ( 8)
43 ( 5)
38.5 ( 8)

Method First author, year

ILX/I7(60), Nal
ILX/I7(60), be <a>
Calibrated Nal
ILX/I7(60). S1(L1)
ILX/IL01' S1(L1)Calibrated S1(L1)
Calibrated S1(L1)
Calibrated Ge(L1)
Calibrated S1(L1)
Î /Ijj, HPGe
Evaluated
MEDLIST

J.K. Beling (1952) (b>
P.P. Day (1955) 'b>
8.L. Magnusson (1957)
R.J. Gehrke (1971) (b>
R.L. Watson (1971) 'c'
W.J. Gallaghor (1974)
J.L. Campbell (1974)
R. Gunnlnk (1976)
C.E. Bemls (1977)
H. Maria (1982) (c'
Yu.V. Kholnov (1980)
D.C. Kocher (1981)

Recommended LX-ray values
(a) be « bent crystal spectrometer
(b) Normalized with PT(60) - 35.9 (3) »
(c) Normalized with Py(26) « 2.4 (1) Ï
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Abstract
Though several cross sections have been designated as s tandards, they

are not basic units and are interrelated by ratio measurements. Moreover, as
such interactions as 6Li + n and 1UB + n involve only two and three cross
sections respectively, total cross section data become useful for the evaluation
process. The problem can be resolved by a simultaneous evaluation of the
available absolute and shape data for cross sections, ratios, sums, and average
cross sections by generalized least-squares. A data f i le is required for such
evaluation which contains the originally measured quantities and their uncer-
tainty components. Establishing such a file is a substantial task because data
were frequently reported as absolute cross sections where ratios were measured
without sufficient information on which reference cross section and which
normalization were utilized. Reporting of uncertainties is of ten missing or
incomplete. The requirements for data reporting will be discussed.

I. INTRODUCTION

It should be realized that the designation of some cross sections as
"standards" is for convenience only. They are not basic units and not standards
as they change with every new measurement. This situation can be compared with
the problem faced a long time ago, when the meter was defined as l/40000th of
the circumference of the earth. Whereas the problem for the meter could be
resolved because it is a basic unit , that for the cross section "standards" is a
permanent feature of a derived quanti ty. It might be preferable to refer to
them as reference cross sections instead of as standards. Any absolute cross
section measured for a certain reaction, let us assume with an uncertainty of
1%, is completely equivalent to an absolutely measured cross section of a
designated "standard", assumed again measured with 1% uncertainty. The moment a
ratio between these two cross sections has been measured, the absolute value of
the non-standard will, in part, redefine the value of the "standard". This is
the consequence of an overdetermination: there are only two unknowns in this
example, but three measured values are available.

The aforementioned basic problem with the def in i t ion of cross section
"standards" becomes obvious with the fact that there is not one "standard" for
the same type of quantity (a cross section which is a measure of an interaction



probability in units of cm2), but several. We may also note that we wish to
evaluate these "standards" whereas a standard is- defined. The desire for
evaluating data is the result of overdeterraination. The simplest degree of
overdetermination is given by the multiple measurements of the same quanti ty. A
"higher" degree of overdetermination is given by above example, e.g. if two
different quantities are measured and a ratio or sum of these two quantities has
also been obtained.

The question of how to combine multiple experimental observations is not
a problem. It has been resolved ~200 years ago by Gauss and independently by
Legendre. With improvements and additions we have today two approaches for the
evaluation of data:

1. The generalized least-squares fit (GLSF) , and

2. The Bayesian estimation.

If the same data base is used, then both techniques should give nearly identical
results. We will consider here only the generalized least-squares fit which is
being used for the ENDF/B-VI evaluation.

An a priori is required for the GLSF. However, in contrast to the Bayesian
estimation, the a priori has only a secondary e f f ec t . It is used for the
linearization of the non-linear problem, specifically for the application of the
Taylor-series expansion. Adjustments to the a priori are obtained from

6 = (ATC-IA)-I ATC^M
where C is the variance-covariance matrix of the measured data , A is the coef-
ficient matrix determined by the Taylor series expansion, A™ its transpose,
and M is the measurement vector. C becomes the correlation matrix after appro-
priate transformation. This has been discussed in more detail previously.1

Because several cross sections are involved we refer to this kind of
evaluation as an simultaneous evaluation. In Section II we will consider the
objects of the evaluation, types of experimental quantities to be used, and the
need to reconstruct the originally measured quanti t ies. The requirements for
measurements and data reporting will be discussed in Section III. Some remarks
on the evaluation of the standards and other principal cross sections will be
made in Section IV.

II. THE PARAMETERS AND THE EXPERIMENTAL DATA

Realization of the interrelation of many cross sections has led to the
approach of the simultaneous evaluation of the "standards and other principal
cross sections" for ENDF/B-VI. The cross sections involved are called the
"parameters" or "objects" of the evaluation.

238
235.
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6Li (n, a)
6Li (n, n)

B (n,ao)
!°B (n, et!)
1 UB (n.n)
197 Au n, Ï)

thermal
thermal
thermal
thermal
thermal
thermal

- 3.0 MeV
- 3.0 MeV
- 1.4 MeV
- 1.4 MeV
- 1.4 MeV
- 2.8 MeV

U ( n , Y )
'U ( n , f )

239Pu ( n , f )
'U ( n . f )238,

thermal - 2.2 MeV
thermal - 20.0 MeV
thermal - 20.0 MeV

0.1 - 20.0 MeV

The parameters under consideration are the cross sections at "grid point"
energies, however, the process does not put any restriction on the definit ion of

•these values other than that the definit ion must be consistent. For example,
the "cross sections" for the light elements at all energies and for the heavy
elements at higher neutron energies are indeed thé cross sections at the given
energies. At lower energies the "cross section" for the heavy elements are the
decimal energy interval integrals.

The experimental quantities which are presently implemented in the gener-
alized, least-squares nuclear data evaluation code GMA are:

1. Absolute measurements of cross sections.

2. Measurements of the shapes of cross sections.

3. Absolute measurements of the ratios of two cross sections.

4. Measurements of the shapes of the ratios of two cross sections.

5. Absolute measurements of the sums of cross sections (e.g. total
cross sections).

6. Measurements of the shapes of the sums of cross sections (e.g. the
shape of o ( l u B (n.^+cti)) .

7. Absolute measurements of the ratios of a cross section vs. the sum
of cross sections (e.g. 235U ( n , f ) / l u B (n,ao + Q I ) ) .

8. The measurements of the shapes of the ratio of a cross section vs.
the sum of cross sections.

9. The integral of a cross section over a (fission) neutron spectrum.

These quantities have been included in order to handle all data of impor-
tance for the evaluation of the standards and other principal cross sections for
ENDF/B-VI. Other quantities could be accommodated as easily as it is only a
matter of providing for the corresponding Taylor series expansions. The inte-
gral of a cross section over a neutron spectrum has been included, however, only
values of the 2 3 5 U ( n , f ) and 2 3 9 Pu(n , f ) reactions will be used in the evaluation
because the averages of these cross sections over a fission neutron spectrum
prove to be insensitive to the knowledge of the neutron spectrum.

It appears obvious that only original experimental information should be
used in an evaluation. However, this requirement poses a large problem for the
evaluation of a cross section data base. In most cases experimenters have
presented their data in a "pre-evaluated" form. For example, if in an experi-
ment the shape of the 2 3 5U(n,f) cross section has been measured from thermal to
1 KeV and from 100 eV to 100 KeV, using the l u B(n,a) reaction for the measurement
of the neutron flux, then the experimenter will convert the measured ratios



428 using some values for the l u B(n,a ) cross section. He will then normalize the
high energy part of his data to the low energy p.art and he will finally normal-
ize the data to some thermal cross section. There is no reason that the experi-
menter should not do so if he is interested in the outcome for the 2 3 5U(n,f)
cross section. However he should provide for the data files the unnormalized
measurements of the ratio of 2 3 5 U ( n , f ) / l u B ( n , a ) for the two energy intervals in
which they have been obtained. Only the latter should be used in an evaluation.
It is the need to reconstruct the originally measured quantities which poses a
substantial problem for the evaluator. All too often the reference cross
sections are not specified and the separate pieces cannot 'be obtained.

There is also an unfortunately large amount of confusion about the cur-
rent ly valid data. Data from the same measurement may have been reported
repeatedly and may have entered a data f i le prematurely. Also, errors in a
measurement may have been recognized at a later time, but the data may not have
been withdrawn from the data fi les.

III. THE REQUIREMENTS FOR MEASUREMENTS AND DATA REPORTING

Some of the cross sections involved in the simultaneous evaluation for
ENDF/B-VI are now quite well known. An example is the 2 3 5 U ( n , f ) cross section.
The uncertainties of the result are ~1% or lower at nearly all energies between
thermal and 20 MeV neutron energy. It follows that any new measurement with an
uncertainty of ~2% or larger will have only a minor impact. Still, it may be
desirable to have some measurements at selected energies in order to check the
accuracy with which the past measurements seem to establish this cross section.
Such measurements might ease our discomfort with the evaluation result in areas
where data discrepancies exist or where individual data sets with the low
uncertainties suggested by the evaluation are not in the data base. It appears
trivial to request that such new measurements should be of high quality.
However, there are many newer measurements for vrtiich systematic effects were not
recognized, or, if recognized, were not corrected but added to the uncertainties.

There are other cross sections involved in the simultaneous evaluation for
which the available data base is unfortunately poor. Examples are the B(n,<*i)
and B(n,oc) cross sections for which very few absolute measurements are
available. It is clear that measurements of these quantities are needed.
However, any new measurement should be of a "standard type quality", that
is:

1. All systematic e f fec ts should be considered.

2. All required corrections should be applied and not merely added to
the uncertainties.

3. The reproduc ib il ity should be proven.

4. The experimental result should be compared with an additional measure-
ment in which as many components are independent (e.g. uncorrelated,
see Youden ) as possible from the first experiment.

5. Resolution unfolding should be applied.

There are requirements for the reporting of data from any new measurement:

1. The originally measured quantities should be reported.

2. All constants used to derive the reported quantities should be reported.
If a constant is not involved as a straightforward factor , then the
sensitivity of the result to this constant should also be given (e.g.
the half-l ife in an activation experiment).

3. All corrections applied to the measured data should be given. This
permits the later updating with improved secondary data.

4. The statistical uncertainties and estimates of the systematic uncer-
tainties should be given. The latter should be given for each contri-
buting component. The separation of the statistical uncertainties of
the reaction rate measurement and the flux measurement is required if
two cross sections are measured at the same time.

5. Some estimate on how the systematic uncertainty components are cor-
related as a function of energy should be given.

6. Correlations with prior experiments should be stated and an estimate
of the degree to which such correlations exist should be given.

7. The energy uncertainty and the resolution should be given.

Table I gives as an example the listing of a data set used for the ENDF/B-
VI evaluation.

IV. SOME COMMENTS ON THE ENDF/B-VI EVALUATION OF THE STANDARDS AND OTHER
PRINCIPAL CROSS SECTIONS_____________________________________

The number of cross section parameters of this evaluation is at present
861. Each data set of a shape measurement adds one parameter. There are
currently ~100 shape measurements among the "300 data sets. The measured quan-
tities reduce to ~4800 values at the grid-point energies. It is clear that the
correlation matrix of the experimental data, C, could not be constructed as it
would require ~2. 10^ bytes of memory. However, it has been demonstrated* that
the grouping of the data sets into "data blocks", which contain the correlated
data sets, permits the immediate construction of the matrix ^T C"1^ which
is of size N x N where N is the number of parameters. C is in this case the
correlation matrix of the data block. With N ~103 this matrix requires «-4.106

bytes of prompt memory which is available. (The total required memory approxi-
mately doubles due to the storage requirements for A, C, M, etc.)

The correlation matrix is constructed in GMA based on the given uncertainty
components and correlation factors which are calculated based on the parameters
given in the data file. The cross correlations with prior data sets are calcu-
lated based on the correlated uncertainty component pairs which are given in the
file and a simple factor, also given in the file. The correlations within one
data set are calculated based on the totally correlated normalization uncer-
tainties and the systematic uncertainty components which are assumed to be



TABLE I. Example of a Data Set Used for the ENDF/B-VI Evaluation
SET NO YFi« ' Q U A N T I T Y

305 197ft AU(N,S) /B10(N,G1
TYPr tir Q U A N T I T Y 7
10 fiF DEJECTS 6 > 4 0 0
D A T A SET TAf , • )
O A T A POINTS ;
NO OF C'lMMfNTS 9

NO OF CtlPB, M*T». ELEM. 0
NO r>f CROSS CUP"». t

AUTHORS
R.GWIN ET »L.

«FEPFNCE
N3h59,79(197«) ••••

COMMFNTS
C
C
C
C
C
C
C
C
C

1 N(jRM*U7ATinN
J S T A T I S T I C S
1 BACKGROUND
S GAMMA OtT EFF.
•> * RET f>F.
7 SF.LFSHIEL01NO AND A T T E N .

3f. T 304 IS THE COINC. D A T A , 30b IS SUM MODE

J.o
2

UNCERTAINTIES
.u .0 .0 .0 .0 ,o .0 ,o .0
o o o o o o o o o

ENERGY IUPEN^EM UNCERUINT* P A R A M E T E R S
3
4
5
6
7

q
?
t
2
2

.00

.50

.50

.50

.SO

.00

.50

.50
,50
.50

.00
,50
.50
.50
.50

DATA
NO F

1
?
3
4
5

NEfrGV /M£V

.1500E-OI
,2500f.-OI
..iOOOE-fll
.3500F.-01
,4500f«OI

QUANTITY
.1967E 00
.1923K 00
.H95E 00
,M52E 00
,1762E 00

OF. RE3
.0 33.3
.0 20.0
.0 3.0
.0 14,3
.0 11.1

UNCERTAINTIES, PC
13

2.0
2.0
2.0
2.0
2.0

14
3.0
3.0
3.0
3.0
3.0

19 16
.3 2
.8

1.0
1.3
1.8

4
6
7
9

17
2.92.6
2.5
9.*2.1

18
.0
.0
.0
.0
.0

19
.0
.0.0
.0
.0

?n,n.ft
.0.p.n

21
.0
.0
.0
.0
.0

5. S
5.4
5.4
5.5
5,5

CROSS CtlPELATIONS "ITH PRIOR DATA SETS
OATA SET PPESRMT UNC, COMP,/ PRIOR UNC. CO*P. PAIRS
304 14 14

1.0
16 16

1.0
17 17

1.0
0
.0

0
.0

0
.0

0
.0

0
.0

0
.0

0
.0
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JOO correlated between the energies Ej, , £2 by a function which consists of a
constant, a, and a triangle of height b and width c with a + b < 1.

Though all the correlation matrices of the presently involved ~300 data
sets were found to be positive-definite (a requirement to obtain the inverse
matrix), a few data blocks were not. It is known that if C is a symmetric
matrix a constant p exists such that C" " C + pi is positve def in i te . If C is
the variance-covariance matrix of an experimental data block, than this opera-
tion implies the addition of a constant statistical uncertainty o fypT This
reduces the overall weight of the data of the specific data block, which might
not be acceptable. However, in the present evaluation a transformation has been
made such that C is the correlation matrix and C" is transformed again to become
a correlation matrix. Thus the addition of pi results in a reduction of the
correlation coefficients which appears more acceptable because the latter have
much larger uncertinties than the uncertainties of the data have.

The resolution of the linear equation system required that at least one
data value is available for each parameter. The energy grid has been selected
to represent the gross structure of the cross sections. In an energy region
were one cross section requires a dense energy grid (e.g. the 6Li + n cross
sections over the 240 keV resonance) data may not be available for all other
cross section parameters. This problem has been resolved by introducing artifi-
cial data sets for each cross section with very large uncertainties.

V. DISCUSSION

It has been demonstrated that a simultaneous evaluation of many inter-
related cross sections can be carried out with present computer technology. The
major problem is the creation of the corresponding data file. It is nearly
impossible to reanalyze ~300-400 data sets, specifically because much informa-
tion about the measurements is missing. It is felt that it should be the
responsibility of the experimenter to assure that his data, including their
uncertainties and correlations, are properly included in the data files.

One of the major advantages of a simultaneous evaluation of many cross
sections is that it "randomizes" the systematic errors. This can be expected
because a much larger variety of measurement techniques is involved than there
would be for a single cross section. The simultaneous evaluation also provides
consistency of the results as well as cross-materials covariances.

The goal of the present simultaneous evaluation is to obtain "best" values
for the involved cross sections based on the available data. Subjective selec-
tion of data sets is avoided. This approach should result in an objective
evaluation result which is expected to be independent of the evaluator. Sti l l ,
the evaluator has to estimate (systematic) or guess (statistical) uncertainty
components where such information was not given by the experimenter. The
possible effect of these estimates by the evaluator on the result will be
investigated. For this purpose the uncertainty components have been tagged in
the file to indicate their origin.

It is believed that the present simultaneous evaluation, combined with
R-matrix f i ts for the light elements and nuclear model fits for the heavy
elements will provide improved evaluated cross sections for ENDF/B-VI.
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A SIMULTANEOUS EVALUATION OF SOME IMPORTANT
CROSS-SECTIONS AT 14.70 MeV

T.B. RYVES
National Physical Laboratory,
Teddington, Middlesex,
United Kingdom

Abstract

A simultaneous evaluation of the 27Al(nX)2l|Na, 56Fe(n,p)56Mn, 63Cu(n,2n)62Cu,
65Cu(n,2n)6'tCu) 197Au(n,2n)196Au, 93Nb(n,2n)92mNb, 32S(n,p)32P, and 1H(n,n)1H
cross sections at an energy 14.70 MeV has yielded a consistent set with
uncertainties of 0.6-2.0 %. The data base consisted of 95 activation cross
section ratio measurements taken from the published literature, and a
generalised weighted least-squares method was employed, the normalisation being
to the many measurements where the neutron fluence was determined by the
associated partiale technique. The published experimental results were corrected
where necessary for recent half-life changes, the new Cu decay scheme, and
recent n-p scattering data which affects the early proton recoil telescope
measurements.

The simultaneous evaluation agrees within the errors with several recent
evaluations of individual cross sections, but differs from some of the evaluated
data files, such as ENDF/BIV, ENDF/BV, JENDL1G and UKNDL1G, by several percent
at 11.70 MeV.

It is suggested that all the reactions considered in this evaluation should
be included in the list of standard reference data, at least at 14.70 MeV. This
particular energy is especially significant because it is close to the mean
energy of neutrons produced by low energy deuterons interacting with a tritium
target at 0° to the direction of the beam, where an enormous amount of cross
section data exists. At present, apart from the U fission cross sections, only
the Al(n,oO Na reaction is included at this energy, but in fact there is
considerable correlation with many other measured cross sections, which should
be taken into account. In particular the Fe(n,p) Mn reaction has been widely
used as a reference by many laboratories, and should certainly be included in
the standard reference data from 14 to 20 MeV.

1 INTRODUCTION

Accurate 14 MeV neutron cross sections are required for several physical
applications, especially in designing fusion reactors, in neutron dosimetry and
for developing refined nuclear theory. An enormous number of measurements of

• 14 MeV cross sections have now been made, and many recent results claim
accuracies approaching 1-3Ï, although the spread in values is much greater.

This paper describes a simultaneous evaluation of eight important cross sections
at 14.70 MeV, where the correlations between the measurements are taken into
account. The energy of 14.70 MeV is significant because it is close to the
average energy of neutrons produced by low-energy deuterons interacting with a
tritium target at 0° to the direction of the beam, the condition where hundreds
of measurements have been made. Seven of the evaluated cross sections (listed in
Table 1) were measured by the activation technique and, in addition, the n-p
cross section was included for the numerous measurements which employed proton
recoil telescopes for the determination of the neutron fluence.

2 THEORÏ OF THE EVALUATION

A full account of the method has been given previously . It is considered that
all activation cross sections are in fact measured as ratios relative to some
standard cross section, so that the absolute measurement of neutron fluence rate
is avoided. Clearly for the majority of measurements wherein a monitor foil or
mixed-powder technique is employed, often using the 'Al(n,oO or 'T'etn,?)
reaction as the reference, the measured quantity is a ratio of cross sections.
However, sometimes the neutron fluence rate is determined with a proton recoil
telescope, or by the associated particle technique (for the D-T reaction). Other
methods have been omitted from this evaluation (e.g. employing fission
chambers).

In the case of telescope measurements, the neutron flux depends directly on the
H(n,n) differential oross section at 180°, which thus becomes the reference
cross section. The associated particle measurement of the neutron fluence is
absolute in the sense that it depends only on the solid angle subtended by the
«<-particle detector (assuming that the D-T kinematlcal equations are exact), so
that here the cross sections are treated as ratio measurements to a 'fictitious'
unit cross section (related to the known geometrical area of the t* -detector).



432 Table 1. Résulta of the evaluation at 11.70 MeV

Reaction

Uncertainty (Ï)
Cross section

(mbarn) Least squares Systematic Total

27Al(n,*)21|Na
56Fe(n,p)56Mn
63Cu(n,2n)62Cu
65Cu(n,2n)64Cu
197Au(n,2n)196Au
93Nb(n,2n)92mNb
32S(n,p)32P
1H(n,n)1H

113.7
107.8
537
962
2160
151
215
650

0.6
0.6
1.2
0.9
1.6
1.6
1.5
0.8

0.2
0.71
0.1C

0.6
0.6
1.2
1.2
1.6
1.6
1.5
1.4

The least squares uncertainties were computed from eq.(6) of ref.d)
The relevant value of s2, given by eq.(8), is 2.43 with 87 (=P-8)
degrees of freedom.
a 62Cu half-life; b 61tCu decay scheme; c 355 keV f-ray
intensity; cross section anisotropy, affects proton-recoil
telescope measurements.

Table 2. Variance-covariance matrix for the results in Table 1

27Al(n,o()21|Na
56Fe(n,p)56Mn
63Cu(n,2n)62Cu
65Cu(n,2n)64Cu
197Au(n,2n)196Au
93Nb(n,2n)92mNb

1H(n,n)1H

0.32 0.20 0.20 0.25 0.30 0.22 0.22 0.20
0.36 0.22 0.24 0.23 0.21 0.27 0.30

1.50 0.49 0.21 0.19 0.29 0.26
0.84 0.28 0.24 0.29 0.25

2.54 0.57 0.24 0.22
2.67 0.25 0.21

2.15 0.23
0.64

Variances given in

^ 1The mathematical treatment ' followed that of Hayes and Axton , but was
extended to .take account of the correlations. Best estimates of the cross
sections were obtained according to the generalised least-squares criterion.
Because all the input data were ratios of cross sections, it was necessary to
fix one cross section in order to obtain a unique solution for the others. In
'this problem it was decided to set the associated particle "fictitious1 cross
section equal to unity, but a value could equally 'well have been assigned to the
n-p scattering cross section, or to some weighted mean of the two, which would
have produced a slightly different set of results for the other evaluated cross
sections.

3 DATA EVALUATION AND RESULTS

(3)The most recent evaluation of Winkler and Ryves has been up-dated by the
inclusion of further experimental results, making a total data base of 95 cross
section ratios. The additional data were supplied by Lu Hanlin for Al, Fe,
Au and Nb relative to the associated particle method, and Csikai ' for Cu, Au
and Nb relative to Al. Results are given in Table 1 and covariances in Table 2,
and do not differ markedly from previous results(1,3) based on fewer data. As
stated previously, a number of early measurements were rejected for various
reasons , such as inconsistent ratios, large uncertainties, uncertain neutron
energy, lack of information, incorrect nuclear data such as half-lives etc. The
early proton recoil telescope results were again adjusted for more recent n-p
cross section data^ or relativistic kinematics ' . Finally, as noted before
^', the latest Cu decay scheme branching ratios were applied to all ratio
measurements involving the Cu(n,2n) reaction.

DISCUSSION

The uncertainties (at the 1 <f level) of the evaluated cross sections at
14.70 MeV lie between 0.6 and 1.6J, and it will be of interest to compare them
with other recent evaluations, especially ENDF/BV1. The excellent agreement of
the 27Al(n,cO cross section with that of Tagesen and VonactT9' and of 63Cu(n,2n)
with Tagesen et al is especially gratifying. The evaluated n-p cross section
of (650̂ 9) mb is 2> lower than the value of 663 mb calculated by Hopkins and
Breit , but much of the early proton recoil telescope data is not very well
documented, so that the evaluated result may not be entirely reliable.



In view of the importance of the many crass section measurements made at about
14.70 MeV, using low energy douterons on tritium targets as a source of
neutrons, it is proposed that this energy should be treated as a special
reference energy at which an evaluation of a number of selected cross sections
could be produced, taking into account the correlations between the
measurements. Such an evaluation would be quite simple to perform and up-date,
especially if no significant correlations exist between different sets of data,
and could be used to normalise large energy-dependent data files.
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PROPERTIES OF Cf FISSION FRAGMENT DETECTION SYSTEMS
USED FOR NEUTRON TIME-OF-FLIGHT MEASUREMENTS

H. KLEIN, R. BÖTTGER
Physikalisch-Technische Bundesanstalt,
Braunschweig, Federal Republic of Germany

A. CHALUPKA, B. STROHMAIER
Institut für Radiumforschung und Kernphysik,
Vienna, Austria

Abstract

Fission fragment (FF) detectors containing a Cf source are
frequently used to measure the spectral fluence distribution of
prompt neutrons from the spontaneous fission of Cf by means of
time-of-flight (TOP) spectroscopy. The method is applied either to
determine the spectral shape using a well defined spectrometer or
to calibrate the neutron detection efficiency on the basis of the
evaluated Cf neutron spectrum.

In both cases, various properties of the FF detector system
influencing both the measured TOF spectrum and the absolute scaling
of the analysed spectral distribution, must be carefully
investigated. Various methods are discussed to determine the
nonisotropic FF detection losses and to investigate the timing
properties of the FF detector, including the subsequent fast
electronics.

( 1 ) Fission Fragment Detection Efficiency

433

The advantages of parallel-plate ionization chambers for the detec-
tion of fission fragments from the spontaneous fission of Cf-252

1 2)are discussed in detail by A. Chalupka ' '. Small systems can be
realized showing excellent a-particle suppression, sub-nanosecond
timing and high FF detection efficiency. Only small corrections
have to be considered for the distortion of the prompt fission



434 neutron spectrum due to the construction materials if this type of
3 4)detector is used as a start timer in a neutron TOP spectrometer ' '

In this paper the influence of the FF detection losses on the
spectral energy distribution and the methods for determining the
relevant parameters are discussed.

o -3 h )Detailed investigations '-" ' have proved the assumption that the
fraction of undetected fission fragments increases proportionally
to the roughness of the source backing. As it is chiefly the
fission fragments emitted almost parallel to the backing which are
lost, this results in a strongly nonisotropic deficiency.
Obviously, the deviation of the measured energy spectrum from the
undistorted distribution depends on the position of the neutron TOF
detector with respect to the backing plane, if the neutrons are
isotropically emitted from fully accelerated fission fragments. The
correction may therefore be derived from the ratio of the neutron
energy distributions observed at different positions, i.e.
perpendicular to or in the plane of the Cf source deposit '. On
the other hand, additional isotropic losses cannot be determined in
this way, and as the mean efficiency <£pp> *s required for an
absolute scaling of the spectral fluence distribution, it must be
determined in another way.

The scintillation spectrum of the neutron detector is taken
independently or in coincidence with an FF detector signal. The
ratio depends on the threshold and the position of the neutron
detector. The crossing point at about 60 degrees (angle measured to
the normal on the plane of the backing) gives the mean efficiency
<e pp> in the limit of a vanishing threshold. On the other hand,
the ratio tends to 100 % for increasing threshold and negligible
is-otropic detection losses. This interpretation is supported by MC
simulations performed by A. Chalupka. The energy loss spectrum in
the fission chamber and the angular dependent ratio can be
simultaneously reproduced for a certain roughness parameter and the
associated correction of the analysed energy distribution is? ü 1calculated^'4'.

This experimental method allows the mean detection efficiency to be
determined with an uncertainty of less than 0.2 % if the
corrections for random background and TAC range losses (see
section 3) are accounted for correctly. For the nonisotropic
detection losses of 5 - 7 % recently reported^' ' and TOF
•measurements at 0 degrees, the corrections of the energy spectrum
are less than 2 % for energies E > 2 MeV.but reach 12 % for
lower energies. It should be emphasized that these corrections can
be drastically diminished if the neutron detector is positioned at
about 60 degrees ' ' ' and an improved source deposited on thin,M ) *highly polished Pt-backing as available from Harwell is
used.

In addition to this, corrections must be taken into account for the
absorption and the secondary neutron production in the construction
materials, and the inscattering from these materials. This may
partially enhance the corrections described above, as the
inscattering and neutron production can exceed the absorption of11 •)low energy neutrons , in particular.

(2) Time-of-Flight Spectroscopy

Neutron TOF measurements are usually performed with an inverse time
scale. In order to avoid dead time losses the high counting rate of
the FF detector defining the start of prompt fission neutrons is
suitably delayed and used as the stop input for a time to amplitude
converter (TAC), which is started by neutron events from the TOF
detector. No problems arise with this method if a regularly pulsed
neutron source is investigated, but in the case of a continuous
source following Poisson statistics, a more sophisticated
description is required, in particular if the time interval
distribution is modified by a nonextended dead time of the detector
system and/or electronics. Recently, Poenitz ' pointed out that
the TOF spectrum corrected for uncorrelated stop events must be

delivered by Amersham, Ltd.
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properly renormalized. A more generalized description for any
nonextended dead time T in the FF channel has also been
reported while the results of an earlier attempt of a general

Q \solution can not be applied.
From the formulas given in réf. 7 it can be concluded that besides
the dead time T the time zero intercept of the TAC must be known
for a correct analysis. In the case of very small dead times, as
assumed in réf. 5, the renormalization factor for the TOF spectrum
already corrected for uncorrelated stop events increases with the
measured time difference and therefore with increasing energy. On
the other hand, for large dead times exceeding the TAC range which
may originate from the use of an electronic delay module instead of
coaxial delay lines, no time dependent renormalization has to be
considered but uncorrelated stop events appear above the highest
neutron energies and may be misinterpreted as random events. These
spectra must be analysed iteratively.

Different methods are used to determine the nonextended dead time
(oscilloscope, multiple source method) but a simple module to
measure the time interval distribution is the most powerful
instrument for investigating the timing properties of the system as
well as for fixing the dead time parameter. Timing problems such as
those typically introduced by the ringing of fast amplifier systems
or by afterpulses of high gain phototubes can easily be recognized/i 7 \and may cause an extension of the nonextended dead time ' .
Unfortunately, no commercially available TAC offers this mode of
operation.

As an example of the necessity for a correct analysis we come back
to the determination of the FF detection efficiency. The ratio of
neutrons measured in coincidence with the FF detector compared with
the unconditioned response of the scintillator presupposes that
within the TAC window used all correlated neutrons have been taken
into account. For this reason, all uncorrelated stop events beyond
the TAC range have to be avoided by starting with correlated
neutron TOF events at time differences At > T or be estimated for

the region between the threshold and the time zero. In this way the
efficiency can be determined with uncertainties of less than
0.2 % U).

Near the threshold of the neutron detector and for energies below
the maximum of the energy distribution at about 0.7 MeV, the
statistical uncertainty due to these corrections limits the
accuracy of neutron spectroscopy. However, the contributions due to
uncorrelated stop events can be avoided if fast timing modules with
an extended dead time generator and pile up rejection are
applied^ . Unfortunately, suitable electronic modules are still
not commercially available.

(3) Conclusions and Recommendations

A Cf source within an FF detector can be a powerful instrument for
calibrating the neutron detection efficiency of a TOF detector.

Very high FF detection efficiencies are achieved if Cf deposites on
thin, highly-polished Pt backings are usedji \(<Epp>«99 .... 99.5 %) . In any case, the corrections due to
a nonisotropic inefficiency are almost negligible if the neutron
detector is positioned at about 60° to the normal on the source
deposit. The efficiency measurement should be regularly repeated
because self-creeping of the Cf changes this property of the FF
detector. The construction materials of the low mass detectors
should be selected to minimize the distortion of the energy
distribution. If theoretical estimates cannot be performed
additional experiments are necessary.

The TOF spectra must be analysed iteratively, taking into account
the dead time T of the FF channel and the time zero intercept of
the TAC. The timing properties and parameters should be
investigated by taking the time interval distribution of the FF
timing system and the neutron detector. The proper correction for
uncorrelated stop events and the probably energy dependent



436 renormalization factor can significantly influence the spectral
energy distribution evaluated.

Finally, it should be emphasized that the properties of the FF
detector and the neutron TOF detector as well as the methods
applied for analysing and correcting the measured TOF spectra
should be reported, so that all these experiments can be taken into
account in the next evaluation of the spectral energy distribution
of prompt neutrons from the spontaneous fission of Cf-252.
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STANDARDS FOR THE FISSION YIELDS MEASUREMENTS

J. BLACHOT
Laboratoire de physique nucléaire,
Département de recherche fondamentale,
CEA, Centre d'études nucléaires de Grenoble,
Grenoble, France

Abstract

Two main methods are now used for the determination
of fission yields : The gamma spectrometry, without
or with radiochemical separations and the mass
spectrometry using isotopic dilution.

Fission yields are needed in burn up determination,
dosimetry, safeguards and also in basic science (study
of the fission mechanism).

The 235u thermal neutron induced fission yields have
been extensively studied. Complete and up to date
evaluations for this system are available.

The development of the most important of these fission
yields, as standards, could be a good solution. They are
easily measured and they allow the fulf i lment of all
the applications. A short review of all data available
will be given.

Only the gamma spectrometry method will be described.
Some recommended decay data will be discussed.

The experimental method will be also shortly described.



438 INTRODUCTION

Fission yields for the most fissioning nuclides are needed to a
high accuracy for many purposes. Basic science, reactor physics
calculations, shielding calculations, safeguards, decay heat
calculations, etc .. are requiring the most available fission
yields data. Are the available data sufficient ? To answer this
question, we'll first review the status of the fission yields,
and we'll describe the main compilations. Referring to the con-
clusions of Fudge (i) in a recent meeting, we can say that
further measurements of the fission yields for 237Np and 232Th
are required. To determine these fission yields, should standards
be developped ?
Should relative measurements be considered as standards ?
Should some important fission products (F.P.) be developped as
standarts ? For a contribution to this discussion we'll describe
methods to measure the fission yields, and we'll try to suggest
a solution.

I - STATUS OF THE FISSION YIELDS -

a)- Status of Experimental Results -
The availability of experimental results for a number of technically
important fission reactions is given in Table 1 taken from [2].

The completeness of the experimental information available at this time
(1978) is indicated by the number of chains measured and by the fraction
of the total yield (%) that these chains represent. 235U(nth,f) has the
most important number of chain measured, and more than 98% has been mea-
sured. We have not tried to update this table, but very few new measure-
ments have been published these last years. The best way to do that
would be to use [3], but unfortunately some projected experiences are
never published.

b)- Compilations -
Most of the-yields can be found in the 2 compilations : Meek-Rider [4,5]
and Crouch [6]. Now these authors are retired. Dr. Crouch in 1982,
Dr. Rider in 1983.

England at Los Alamos has taken in charge the US evaluation [73. Crouch's
data and programs have been implemented at Winfrith UK [8].
It is not the goal of this paper to discuss in detail the two original
evaluations. However the Tables 2 and 3 presented by Cuninghamein Petten
[9] illustrate well the difference between these 2 evaluations. In Table 2
Cuninghame has split up the yield curves into their five main parts and
averaged the errors, and in Table 3 picked out certain important yields.

One major difference between the two evaluators immediately becomes evident.
Crouch has in most cases increased his errors since 1973 while M.R. have
reduced theirs. However M.R. shows errors 2-3 times smaller than Crouch.
This same disagreement is shown in the individual yield errors given in
Table 3 except at mass 141 ?

We have added in the Table 4 for 235U (nTh) the a given in the version VI
of ENDF (7). The a have yet a little changed. The tendancy is always the
same, even if the yields remain the same.

c}- Conservation Rules -
The yields in the evaluation have to satisfy some conservation rules [8].
We have to assume that all fissions are binary. For the most important
fissioning nuclides, ternary fissions represent less than 0,25%

ly (Z,A) = 2Y (A) = 2

y represents the independent yield and Y the chain yield.

Nucléon conservation gives
EAy (Z.A) = IAY (A) = AF - Vp
Z.A A

(1)

(2)

where Vp is the mean number of prompt neutrons per fission.
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Reaction

227-Ac (nf.f)
227-Th (nth.f)
229-Th (nth.f)
232-Th (nf.f)
232-Th (n3.f)
232-Th (nll.f)
232-Th (n!4,f)
231-Pa (nf.f)
231-Pa (n3,f)
231-Pa (n!4,f)
233-U (nth.f)
233-U (nf.f)
233-U (n!4,f)
235-U (nth.f)
235-U (nf,f)
235-U (n5,f)
235-U (n7.1,f)
235-U (nS.l.f)
235-U (n9.1,f)
235-U (n!4,f)
235-U (nf.f)
238-U (nf.f)
238-U (nl.S.f)
238-U (n2.0,f)
238-U (n3.9,f)
238-U (n5.5,f)
238-U (6.0 ,f)
238-U (n6.9,f)
238-U (n7.1.f)
238-U (n7.7,f)
238-U (n3.1,f)
238-U (n9.1.f)
238-U (n!4,f)
237-Np (nf.f)
237-Hp (nU.f)
239-Pu (nth.f)
239-Pu (nf.f)
239-Pu (n!4,f)
240-Pu (nf.f)
241-Pu (nth.f)
241-Pu (nf,f)
242-Pu (nf,f)
241-Am (nth.f)
242-Am (nth.f)
245-Cra (nth.f)
249-Cn (nth.f)
249-Cf (nth.f)
251-Cf (nth.f)
254-Es (nth.f)
255-Fn (nth.f)

Nu-Tber of chains Fraction of
measured total «easurea (I)

13
29
50
50
2_6
H
50
30
10
14
66
50
47
75
59
29
29
29
29
44
32
61
43
54
59
46
29
43
19
45
29
29
70
49
18
65
60
16
46
58
43
18
46
35
40
38
41
23
29
21

21
41
88
86
40.3
22.5
59.8
43.9
14.3
29.2
96.5
91.3
56.8
98.1
97.1
41.6
43.2
40.5
39.5
52.2
59.4
86
66.4
85.1
91.5
71
42.5
63.4
42.2
70.5
41.8
41.1
85.3
87.1
26.3
91.7
94.9
21.4
60.5
83.2
77.5
31.8
6». 5
51.3
56.9
52.4
45.6
30.4
43.4
28.1

Table 2 [9]
Means of Percentage Errors in Fission Yields ( let Shown

in Some of the Evaluations Considered for the 1973 and 1977
FPND Panel»

Fissile
Nu elide

23SU

239P«

235y

2MU

239PU

2JSU

Fission
Energy

Thermal

Thermal

Fast (pile)

Fast (pile)

Fast (pile)

14 MeV

Section of
Vtass Yield

Curve

Light wing
Light peak

Valley
Heavy peak
Heavy wing

Light wing
Light peak
t Valley

Heavy peak
Heavy wing

Light wing
Light peak

Valley
Heavy peak
Heavy »ing

Light wing
Ligtit peak

Valley
Heavy peak
Heavy wing

Light wing
Light peak

Valley
Heavy peak
Heavy wing

Light wing
Light peak

Valley
Heavy peak
Heavy wing

Miss
Range

72-64
8S-104

105-129
130-150
151-161

72-87
88-109

110-129
130-150
151-161

72-83
84-105

1O6-I29
130-150
151-161

72-85
86-106

107-129
130-150
151-161

72-86
87-109

110-129
130-150
151-161

72-83
84-110

111-129
130-150
151-161

Mean of Percentage Errors Reported (1O)

Crouch
1973

10.9
3.4
3.7
1.8
5.6

8.3
5.4

11.7
S.I

11.3

_

3.8
10.1
3.4

11.3

—

8.3
16.9
8.6

13.0

9.3
5.9

24.1
4.7
8.2

12.5
10.8
13.6
8.0
9.2

Meek and
Rider 1973

15.1
1.0

10.8
1.1
8.7

15.2
3.9

13.8
1.7
9.1

20.6
1.9
9.3
1.8

12. S

19.6
8.4

13.0
3.9

10.7

16.4
4.1

10.1
3.1
9.8

21.4
9.0
9.6
8.4

14.9

Crouch
1977

20.5
2.7

16.9
2.8
8.2

16.2
8.2

17.4
6.2

13.5

18.4
5.2

17.0
3.8

15.3

18.5
7.4

20.5
6.0

15.5

21.5
7.3

22.1
4.9

12.6

17.0
IS.S
16.1
12.3
16,0

Meek and
Rider 1977

17.6
0.9
9.6
1.2
7.9

15.6
3.6

15. 1
1.2
8.8

21.2
1.4

10.1
1.4

12.2

' 13.3
3.2

11.4
1.8
9,0

11.5
2.4
9.6
1.6
8.2

10.2
6.5
7.8
5.7
9.0

Suggested
1977

10
Errors

19.0
1.8

13.2
2.0
8.1

15.9
5.9

16.2
3.7

11.1

19.8
3.3

13.5
2.6

13.7

18.4
5.3

16.0
3.9

12.2

15.5
4.9

15.8
3.3

10.4

13.6
11.0
12.0
9.0

12.5
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Percentage Ei rors in Fission. Yields (10) of
Certain Important Nuclides Given in Some of

the Evaluations C~isidcrod lor tl.c |973 and T977
FP,\0 Pai'jls

Fissile
Nuclide

235U

Fission
Energy

Thermal

Evaluation

Crouch 1973
M & R 1973
Crouch 1977
M & R 1977

Suggested 1977 1O error
239Pu Thermal Crouch 1973

M & R 1973
Crouch 1977
M & R 1977

Suggested 1977 1O error

«su Fast (pile) Crouch 1973
M & R 1973
Crouch 1977
M * R 1977

Suggested 1977 10 error
2S8U Fast (pile) Crouch 1U73

M t R 1973
Crouch 1977
M & R 1977

Suggested 1977 10 error
239PU Fast (pile) Crouch IS7:

M & R 1973
Crovch 1977
M & R 1977

Suggested 1977 10 error
ZJSy 14 MeV Cro'.-ch 1973

M & R 1973
Crouch 1977
M & R 1977

Suggested 1977 lo error

Percentage Errors Reportc-d ( lo)

S3

2.0
0.7
1.6
0.7

1.1

5.0
2.0
2.!,
2.0
2.5

2.5
1.0
1.8
1.0
1.4

6.0
2.3
4.3
1.4

103

6.0
2.0
6.4
1.4

IOS

12. 0
1.4
6.6
1.4

3.9J 4.0

7.0
2.8
4.3
2.0
3.2

5.5
2.0
2.6
1.4
2.0

li.O
2.8
6.4
2.0

4.0
2.8
3.C
2 Q.0

3.3

27.0
6.0
27.4
6.0

15. "/

e.o
8.0
7.7*.o

•>.<„! 4._'| 5.8

3.0
2.0
C. '•:. 1
2.4

9.0
G.Ü
7. G
6.C
6.8

4.51:0.:
2.0
fi.A
-.')
f 2

7.0
4.')
5.'
4.0
4.9

6.0
'0.3
2. ci

6. G

C0,0
6.0

17.6
4.0

133

O.S
0.5
2.3
0.5
1.6

5.0
1.4
S.5
0.7
5.1

3.0
1.4
2.3
1.4
1.8

—
2.8
6. t
!.<•
3. P,

5.0
7.0
3« 3
U4

2,3

10.0
6.0

11.7
6.0

•.0.8J 8.8

137

1.0
O.S
1.3
0.3
0.8

6.0
1.0
2.9
O.S
1.7

5.5
1.0
4.6
0.7
2.7

7.0
4.0
5.6
1.0
1,3

10.0
2.0
8.6
0.7
•1.7

10.0
2.Û
10.0
2.8
6.4

140

0.5
0.5
1.2

5 0.5
0.9

5.0
1.0
5.9
1.0
3.5

2.0
1.4
1.5
0.7

1.1

2.5
2.0
2.1
1.4
1.7

1.5
1.4
1.9
1.0
1.4

5.0
4.0
2.6
2.8
2.7

141

3.0
1.4
1.9
1.0
1.5

4.0
2.8
3.3
2.8
3.0

3.0
2.0
2.7
2.0
2.4

w

8.0
20.0
2.8

11.4

4.0
4.0
3.6
2.8
3.2

10.0
8.0
10.0
6.0
8.0

for HHSS:-
Mran fort-
US, 144, MS
146, 148, ISO

1.4
0.5
1.2
0.4
0.8

5.5
0.7
7.0
O.S
3.8

3.2
1.1
2.5
0.8
1.6

9.7
2.3
4.6
t.t
2.9

3.8
1.6
3.5
0.8
2.2

_

11.0
15.0
7.8

11.4

The yields'of complementary elements must be equal ie

£y (Z ,A) = EY (Z- - Z,.) all ZF A (3)

Averaged over all elements and using (1) this gives :

I ZY (Z,A) = Z
A,Z h

This last rule is the weakest, as we can see from the Table 5

(4)

The largest deviation (0,06) occurs for 235U(T) the nuclide having the
largest number of measured yields.

d)- Status of the available compilations -
The version C31 in ENDF/84 of the Crouch compilation is available through
the Data Centres. The yields have been constrained (by least squares) to
fit conservation rules (1-3).

The Table 6 taken in the paper of England [7] show that 34 nuclides have
fission yields data in ENDF/B.

The chain yields for the 10 main nuclides [7] are given in Annexe 1.
Constrains have also be applied to the US evaluations, and most of the
final results can be found in the England paper [7]. The mean value of
uncertainty are given in Table 7.



Table 4

Percentage errors in fission yields (la
TABLE 5 [7]

Average Charge (Independent Yields, Version E)

235U (n.th)

CR 77

Meek 77

ENSDF VI

95

1.6

0.7

1.0

103

6.4

1.4

1.0

106

6.6

1.4

1.4

133

2.8

0.5

0.35

137

1.3

0.35

0.5

140

1.2

0.5

0.7

141

1.9

1.0

1.0

CR 77

MR 77

R 81

ENS VI 83

95

6.51

6.50

6.52

6.51

103

3.15

3.03

3.03

3.03

106

0.394

0.392

0.40

0.40

133

6.75

6.70

6.7

6.65

137

6.22

6.23

6.19

6.14

140

6.31

6.31

6.20

6.14

141

5.81

5.84

5.82

5.71

235U2 3 Sjj
*35U2 3 fly
23..J2 3*Pu
2 3 »pu
2 4 1 p^
233JJ
2 3 2«p|̂
233U233JJ
23«(j
2 3 *Pu24 "Pu24 ' Pu242pu
2 3 2Th237Np
2 5 *Cf
234U
2 3 7y
240pu
234(J
2 3«y
2 3 Spy
2 4 'Am243Am231>Np
242QT1227Th
2 2 Afh23 'Pa241Am3 4 'Am4211 Am245Qn249Cf251Cf254Es
2SOCf
244Qn24 »Cm2 53Es254Fhl2*>fm
237NpZ32U
23«(J

Tp
ff
p
If
TP
Tm
F
p
ff
p
ff
p
p
p
ff

Fg
FFuuffPPPPP
m

Tp
T
o
TT
T
T
T
2222
o
To
H
TS

92929292929494949290929292
94
9494
9490
939892
9294
92
929495
9593
9690
9091
95
9595969898
9998969699100100100939292

91 9491 9991 97
91 99
91 98
94 01
93 99
94 01
91 9889 97
92 00
91 9991 99
94 0093 99
93 99
94 0089 9892 9897 9992 00
92 0094 00
92 00
92 0094 0095 0095 00
93 0096 0090 00
90 0291 00
95 00
94 99
95 00
95 99
98 0197 99
98 99
97 9995 9895 9998 9999 9999 9999 9993 0091 9992 00

-0 06-0 01-0 03-0 01-0 020 01-0 010 01-0 02-0 030 00-0 01-0 010 00
-0 01-0 01
0 00-0 02
-0 02-0 01
0 000 000 000 00
0 00
0 000 00
0 000 00-0 010 00
0 02
0 000 00-0 01
0 00-0 01
0 01-0 01

-0 01-0 01
-0 02-0 01-0 01-0 01-0 01-0 010 00-0 010 00
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Table 6 [7)

ENDF/B FISSION-PRODUCT YIELD SETS a

————— neutron tnergy —————

Nuchde

227Th
229-ru

^Th
232 M
233,J
234U
235 it
236 TJ
2I7U
"»U
237Np
238NP
23'Pu240Pu
24.pu

Thermal

6
6

456

456

456

456

Fast

456
6
6

56
6

456
56

6
456

56
6
6

456
56
56

14 MeV Spon

56

56
6

456
6

456 6
6

56
6

Nuclide

242Pu241Am242MAm243Am242Cm244Cm245Cm248Cm
24»Cf
250Cf
25lCf2«Cf2S3Es254 Es254Fm2S5Fm
""Fhi

Thermal Fast 14 MeV

6
6

6

6

6

6

6

56
6 6
6
6

Spon

6

6

6

56
6

6

6

YC > 1MEAN a23»u23iuS3SU
23.U
Î3«U23.pu
23 »Pu24 'Pu
S33U232Th833U233U
23«U23.pu
230pu
24 lpu
242pu
232Th
237Np
25ZCf234U
237U
240pu
2D4U
23.U
"•Pu241Am243Am23"Np
*"C&227Th
229Th23 'Pa241Am241Am242Am2480n*4.Cf
25'Cf254Es2»ocf244Qn2t'Cm283Es284Fm28»Fm28«Fm257Np"'U'3»U

TFHFHTFTTFFHFHFF'£ysF
FHHHF
F
r
t.
T
T
F
T
HTT
T
T'2222
T0^
T
g

5 218 0012 927 73
10 097 969 109 66
11 9911 3810 4816 1513 5614 6713 8712 08
17 07
13 3911 2011 2117 6819 1215 23
20 9320 3720 3416 6220 63
19 9820 5718 09
12 4115 5513 4815 8915 9712 7914 9617 0818 1814 84
16 1415 67
17 6817 16
19 44
19 2920 4317 18
14 72

0%
K NUC190196242220252193198208172186180231205231201212224275203
209193219240
244255198195197
214172164150
170188235200217208215244193181213197
180224
204245163
195

YC <MEAN a44 2249 81
51 6448 26
49 2149 27
52 2149 84
50 9047 9853 4155 1053 8054 8352 6552 1854 3049 1951 3351 1055 4453 69
54 3256 1354 2555 8755 02
55 7254 2457 18
54 4149 52
54 1953 60
55 7553 7753 67
54 4254 2554 5555 2354 3054 1255 6656 3456 01
56 3856 6356 3751 43

1 0%
it NUC818820816
775776854856824854807
858841815845845825802756832
839851789832825798852
863849814901830835879856850849833855
841789
884885822885898847
873
820918
759



II - METHODS FOR THE DETERMINATION OF THE FISSION YIELDS -
a)- Description of the methods -

The methods are based on the simultaneous measurement of the activities
of several fission products in a single shortly, irradiated and undissol-
ved fissioning sample, by recording the yray spectrum with a Ge(Li)
detector. Activity A(t) and cumulative fission yield are related by the
equation :

A(t) - Y . Np . F(T,t)

with T irradiation time
t time after the end of T (cooling time)
Np total number of fissions in the sample
F(T,t) includes the Bateman equation for the build-up and decay
of the fission product under study. The decay constants A, of all
the members of the A chain, the isomeric branching and in some
cases independent yields enter into F(T,t).

The activity results from

£ X

with N counting rate in the full energy peak
s full energy peak efficiency

gamma ray emission probability per decay
f correction factor for random and coincidence summing effects
and self-absorption in the sample.
Np can be determined by an other method in using a fission chamber.

But often Np is not measured. So we get only relative yields. Generally measu-
rer uses the 11<0Ba yield as the reference yield (index r) We obtain :

A x CnY = Method A

The method B, also called R-value method relates the measured yields
to 235U thermal yields.

Y =
Y" Yr

A x

443

with

The asterisk denoting quantities valid for thermal fission of 235U.
This method necessitates additional measurements of 235U samples irra-
diated in a thermal neutron spectrum.

b)- Method for "Standards" -
Method A and method B previously described certainly could be used.
However standard fission yields have to be limited. We suggest that
only the following P.P. could be developped as standards. 9SZr, 97Zr,

103Ru, 1 3 1I, l32Te, 137Cs, "">Ba, llt3Ce, 147Nd.
Method A seems more convenient for a standard method. The measurement
of only one fission yield : ie, llt0Ba could be made relatively to the
235U(nth).
The decay data for these P.P. are shown in Table 8 taken from the CEA
Data bank [10]. It's possible that some dosimetry files have for these
P.P. very minor differences.

c)- Experimental Problems -
The precision of the results mainly depend of the gamma ray spectrometry.
Corrections for self absorption, dead time, pile up counting losses have
to be done correctly. Paper from Debertin [11] are describing very well
the technic to solve these problems.

A lot of computer codes now are avail able on the market to do the analysis
of the y spectra, tlany benchmarks have been done in all countries to compare
the different codes



Table 8

PERIODE T 1/2- 63 980 »/-
ENERGIE */- KEV

OBF- 1121 90O 3 700
OBM- 887 200 3 Ä40

•• GAMMAS NG • 3

ENERGIE »/- KEV INTENSITE
234 70O O I4O O O
724 230 O O40 81 OOO
756 74O O O4O IOO OOO

COMMENTAIRES EDITION OU IO/ 4/8O
ENSOF 9SZR 8- OECAV
•« SPIN ET PARITE . VOIE OBF-

VOIE 06M-

4O ZR 97

PERIODE Tl/2- 16 9OO •/- i
ENERGIE »/- KEV

08F- 266S OOO 1« OOO
08M- 1921 69O 16 O8O

•• GAMMAS NG • 28

ENERGIE */- KEV INTENSITE
1 1 1 6OO O JOO O O6O
185 OOO 2 OOO O O4O
218 870 O 2OO O 19O
254 ISO O 2OO 1 350
272 27O 0 20O 0 270
294 9OO O SOO O O9O
297 4OO O SOO O O4O
33O 43O O 2OO O I2O
3SS 39O O 1OO 2 4SO
«OO 39O O 2OO 0 3SO
5O7 «30 O IOO S 4SO
S13 380 O 2OO 0 60O
6O2 4 1O O 20O 1 SCO
69O 63O O 2OO O 27O
699 2OO O 3OO O 13O
7O3 8OO O IOO 1 000
743 360 O IOO O O
»O4 530 O IOO 0 7OO
829 SOO O IOO O 24O
854 9OO O IOO O 36O
971 39O O IOO O 3IO

1O2I 3OO O 3CO 1 450
11 IO 45O O 2OO O 12O
1147 95O O IOO 2 8SO
127« O9O O IOO 1 O5O
1363 66O O IOO 1 J50
I7SO 46O O IOO 1 450
1851 55O O IOO O 380

O O6O d

BRANCHEMENT »/- X
IOO OOO 0 0
O O 00

RELATIF A/R« 5486 ( SSXI
•/- ALFA T »/- POLAR
O O • 2 83O O O M4
1 OOO •
0 0

72NOS ESD-OCK
(9/2»)
(1/2-1

1/2*

0 OSO H
BRANCHEMENT »/- X

S 32O 0 0
94 68O 0 O

RELATIF A/R. 927S ( 33X)

•/- ALTA T »/- POLAR
O OIO
O OIO
O O2O
O I5O O 041 O OO2
O O-IO
0 040 '
O O20 '
0 O3O
O 25O O OI3 O OO1
0 OSO
O S5O ••
O IOO
0 ISO
O O4O ••
0 O20
O IOO
O O • 0 O2I 0 OOI M4
0 070 ••
O O20
O O4O
O O30
0 15O ••
0 020 ?
O 3OO •
0 100 •
O 150 ••
O ISO •
O O4O •

PERIODE

44 RU1O3 (3/2*1
••••••

Tt/I- 39 35O •/- O O50 J

ENERGIE »/-
08F- 762
QBM- 723

•• GAMMAS

ENERGIE
42 63O
S3 27S
SJ 4 1O
113 2SO
IM 97O
24 1 88O
293 700
294 98O
317 72O
317 Ï7O
357 39O
443 SOO
497 O8O
SM 6OO
SS7 O4O
567 870
6 1O 33O
613 020
651 8OO

900
ISO

NG • 19
»/- KEV
0 O4O
O O1O
O 03O
O O7O
O O3O
0 050
0 200
O O2O
O O5O
O 22O
O MO
O O2O
O 013
0 t5O
O 020
O 130
O O2O
0 O30
O 36O

KEV
3 6OO
3 600

INTENSITE
O 012
4 2OO

4 7E-O3
O O4Q
0 O89
0 165
O O3O
2 SOO

6 8E-O5
O O6O
0 1OO
3 «OO

10OO OOO
O OS4
9 30O
O O18
63 OOO
O B9O

1 9E 03

BRANCHEMENT •/- X
O 26O
99 74O

RELATIF

»/-
O OO2
0 200 ••
O 7S
O O08
O 008
O Ot7
O O3O
O O9O •
0 ••
O 010 7
0 O3O •
O 1OO
3O OOO ••
O 015
O O
0 008 ••
2 OOO ••
O 100 ••
8 E-O4 •

A/R
ALFA T
4 000
2 1OO
1 32O

0 240
O O12
O OI9

O 016
O 008
O 005
O OO4
O O03
O 003

O O
0 0

• 8950E
»/-
0 0
0 0
O O
0 0
O O
O OOO

0 0
O Oo ooo
0 O
o oo o

-O1 « 1 1X1
POLA«

Ml
Ml
Ml

E2M1
El
E2M1

E2
E2
E2M1
E2
E2M)
E2

COMMENTAIRES EDITION OU 28/12/81
'ENSOF 78MAXX

COMMENTAIRES EDITION OU 17/ 2/83
• IO/12/79 • ENSDF IO3RU B- DEÇA» (39 35 O)
•• SPIN ET PARITE . VOIE OBF- 1/2-

VOIE OBM- 7/2»

PERIODE Tl/2« 35 ISO +/- 0 O3O 0

7OPE04 73BAS2 76MA37

ENERGIE »/- KEV
OBF- 92S SOO O SOO

•• GAMMAS NO • 1
ENERGIE »/- KEV INTENSITE
765 83O 0 O4O 1OO OOO

COMMENTAIRES EDITION OU 1O/ 4/8O
ENSOF 9SN8 8- DECAY (35 IS 0)
•• SPIN ET PARITE . VOIE QBF-

41 NB 97F

PERIODE TI/2- 72 1OO »/-
ENERGIE •/- KEV

OBF- 1934 OOO 16 OOO

•• GAMMAS NG • M

ENERGIE »/- KEV INTENSITE
177 970 O 30O O OSO
238 37O O 3OO O OSO
4 SO »OO O O O ISO
S49 2SO O 2OO O OSO
657 92O O 1OO 1OO OOO
719 47O O 2OO O O9O
857 SOO O 2OO O OSO
9O9 57O O 1OO O O4O

1024 SOO O 3OO 0 O
1117 O1O 0 2OO O 09O
1148 6OO 0 3OO O OSO
1268 63O O IOO 0 16O
ISIS 64O O 2OO O I2O
1629 13O O 2OO O O3O

BRANCHEMENT */- X
100 OOO O O

RELATIF A/R-1 OOO

• /- ALFA T • /- POLAR
O O •

72NOS. ESO-OCK
5/2»

(9/2»)

O 700 M
BRANCHEMENT • /- X

IOO OOO 0 O

RELATIF A/R. 9834 ( M

«/- ALFA T »/- POLA«
O O1O
O O1O
O O2O •
O O1O
O O • O OO2 O OOO
O OIO •
O OIO
O O1Oo o •
O OIO •
O OIO
O O20 •
O 02O •
O OIO •

COMMENTAIRES EDITION OU 28/12/81
•ENSOF 78MAXX



Table 8 (suite)
53 1131 7/2»

PERIODE T 1/2- 8 O4O */- O OIO d
ENERGIE •/- KEV

08F- »7O 8OO 0 COO
OBM- 80« «70 0 613

BRANCHEMENT »
99 000

1 OOO
/- X
O OÏO
0 OtO

«- GAMMAS NG • 1» RELATIF A/R-1 OO8

ENERGIE */- KEV INTENSITE »/-
8O 180 O 01O 2 COO O 04O
85 »2O 0 ISO » OE-OS 5 E-OS
163 «3O O OtO O O O O
177 Î10 0 010 O 2G3 O OO3
232 170 O ISO 1 4E-O3 8 E-O4
272 49O O O2O O O56 O OO1
284 3OO O OÏO 6 OIO O O6O
295 830 O ISO 7 OE-O4 4 E-O4
3O2 4IO O I5O 4 SE-O3 9 E-04
318 O8O O 02O O O79 O OO3
324 C4O O O3O 0 O22 O OO4
325 78O O OÏO O 249 O OOS
358 38O O 15O 9 1E-O3 2 E-04
364 48O O OÏO 8O COO O 8OO4O4 aoo o oto o ose o 002
502 990 0 OÏO O 358 O OOS
«3« 97O O O10 7 2IO O O8O
642 7OO 0 O1O 021« 0 OO3
722 890 O OÏO 1 79O O O2O

COMMENTAIRES EDITION OU 11/ 4/8O
ENSDF 1311 B- DECAY
•• SPIN ET PARITE . VOIE OBF- 3/2»VOIE OBM- 11/2-

52 TE 132 0*

ALFA T
• 1 57O

1 300
• O 0
•• O 23O

O OSO

O O35
O O33
0 O23

•• O OO9
0 OOS
O OOS

NBS-MJM 76NOS

*/-
O 0
O O
0 O
0 0

O O

O O
O 0
0 0
o o
0 O
0 O

( 99%)
POLAR
E2MI
M4

E2MI

E2

E2MI
E2MI
E2
E2
E2MI

PERIODE T1/2- 78 2OO */- O 8OO H
ENERGIE »/- KEV

OBF- 493 OOO 4 OOO
BRANCHEMENT

ICO OOO
»/- Xo o

.. GAMMAS NO • 4 RELATIF A/R- 882O

ENERGIE »/- KEV INTENSITE •/-
49 72O O O1O 16 3OO t 1OO

lit 76O O 08O 2 IOO O 2OO
1 16 3OO O OSO 2 2OO O 2OO
238 160 0 O60 ICO COO O O

ALFA T
• S 72O

0 67O
O 59O
O O99

O O6O
O 08O
0 O8O
O O

( 4SY.)
POLAR
E2MI
E2M1
E2MI
E2

COMMENTAIRES EDITION OU 28/12/8I
•ENSOF 78MAXX

55 CS137

PERIODE T1/2- 3O 17O »/- O O34 A
ENERGIE »/- KEV

06F- 1173 2OO O 90O 7SSUN
OBM- 512 400 00 7SBUN

COMMENTAIRES EDITION OU 28/ C/78

56 8A14O 0»

PERIODE Tt/2- 12 74S •/- O OIO J

7SBUN
BRANCHEMENT »/

5 300
94 700

O O
O O

7SBUN
75BUN

ENERGIE
1O3S OOO

- KEV
1O OOO

•• GAMMAS

BRANCHEMENT •/- *
tOO OOO O O

A/R- 2439 < 90X1

ENERGIE
13 850
29 «70
44 27O
113 SCO
118 84O
132 84O
1«2 «4O
3O4 84O
423 «95
437 5SO
467 57O
537 32O

*/- KEV
0 050
O O5Oo too
O O3O
O 12O
O 12O
O O5O
O 020
O O3O
O OJO
0 OSO
0 080

INTENSITE
4 9OO
44 OOO
O O6O
O O74
O 2 IO
O 830
25 46O
17 630
12 8OO
7 9IO
O COO

100 OOO

»/-
O 5OO
4 OOO •
O O
O OOS 7
O O2O
O O7O
O 33O •
O 2 IO
O COO
O ICO
0 050 •
O O

ALFA T
54 90O
5 7OO
37 000
O C8O
O C7O
O 49O
0 279
O O51
0 022
O 02O
O OI2
O 012

•/-
0 0
O 20O
O O
O O
O O
O O
0 O
O 0
0 0
O Oo oo o

POLAR
Ml

E2M1
E2

Mt
Mt
Ml

E2M1
E2M1

Mt
M1

E2
Mt

COMMENTAIRES EDITION OU 4/ 9/8O
• 1O/12/79 • ENSOF I4O8A 8- OECA»
•• SPIN ET PARITE . VOIE OBF- 3-

58 BA137M 11/2-

PEPIOOE TI/J- ï S52 «/- 0 002 M
ENERGIE
C61 847

•/- KEV
O 009

BRANCHEMENT »/- X
IOO OOO O O

' GAMMAS NO •

ENERGIE «/- KEV
•61 64O O OIO

INTENSITE •/-
89 900 O 400 •

ALFA T
O 112

A/H.I ooo
»/- POLA»
0 OOO M4

COMMENTAIRES COITION OU 28/12/81
•ENSOF 78MAXX

PERIODE T t/2- 284 9OO »/- O 2OO

OBF-
OBM-

ENERGIE
318 2OO
259 17O

•/- KEV
2 OOO
2 O3O

BRANCHEMENT »/- Xtoo ooo o o
O O o O

RELATIF A/H- 1tO9 (I 4X|
ENERGIE »/-
33
4O
S3
59
8O
99
133

62O
89O
43O
03O
1O6
96O
544

0
O
O
O
O
0
O

KEV
OÏO
OSO
OtO
O3O
OOS
O2O
OOS

INTENSITE */-
2
3
0
COO
COO
86O

1 OE-O2
IO
O

100
2OO
35O
000

O
O
O
O

1
O
4

2OO
400 ••
OSO

•
OOO •
030 •
OOO •

ALFA T
4 790
2 79O
8 O9O

1 26E«O3
2 49O
2 14O
O 579

• t
O
Oooooo

'.
0
1IOo
ooo

PQLAI
M1

E2MI
Mt
M3
Ml

E2
M1

COMMENTAIRES EDITION OU 4/ 9/8O
• I1/O8/79 • ENSOF 144CE B- DECAY
•• SPIN ET PARITE . VOIE OBF- O-

VOIE OBM- 3-

5/2-

PERIOOE T1/2" IO 98O »/- O OIO J
ENERGIE »/- KEV
895 BOO O 9OO

BRANCHEMENT »/- %
IOO OOO 0 O

ENERGIE •/- KEV
91 IOC O O2O
12O 490 0 O50
154 OOO 1 OOO
196 C4O O O40
275 374 O 015
319 411 0 OI8
398 155 0 02O
410 48O O 03O
439 895 O O22
489 240 O 028
S31 OI6 O O22
589 35O O O4O
594 803 O O3O
68O S2O O ISO
685 9O2 O O35

INTENSITE »/-too ooo o o
1 42O O ISO
O 2OO O O
O 73O O O6O
2 87O O ISO
7 COO 0 4OO
3 12O O 2OO
0 5OO 0 O3O •
4 3OO O 300
O SSO O 03O •
46 9OO 2 60O *
O 164 O QIC
O 9SO O O6O
O O7O 0 OIS •
2 9 IO O ISO •

ALFA T
2 O60
O 93O
O 235
O O94
O OC2
O O35
O O2 1
O O25
0 021
O O<6
O O08
O OO7

•/- POLAR
O OO2 E2M1
O OtO E2MI
O OO1 E2MI
O CO1 E2MI
O COI E2MI
O OO1 E2MI
O 0 E2
O OO1 E2MI
O 0 E2MI
O OOO E2MI
O O E2M1
0 OOO E2MI

COMMENTAIRES EDITION DU !2/ 7/79
ENSOF 147ND B- DECAY

58

PERIODE T1/2- 33
ENERGIE */-

(10 98 D) 74HEYW 77AL34

CE 143 3/2-

OOO •/- O 2OO H
KEV

OBF- 1455 OOO 3 COO

•• GAMMAS NG • 41

ENERGIE »/- KEV
57 365 O OO1
122 IOO O 500
139 67O O OSO
169 OOO 1 OOO
2 1C OOO 1 OOO
231 SCO O O3O
293 2C2 O O2 1
338 OOO 1 OOO
350 59O O O5O
371 IOO O 4OO
377 OOO 1 OOO
389 490 0 ISO
4OO OOO 1 OOO
413 OOO 1 OOO
433 O2O O O7O
439 OOO 1 OOO
447 2 IO O 14O
49O 3CO O O70
497 91O O 19O
5SO OOO 1 OOO
5SC 8CO O 210
587 28O O 15O
658 000 1, 000
664 SSO O 1OO
7O9 2OO O 4OO
721 96O O HO
791 IOO O 3OO
8O2 OOO 1 OOO
8O6 460 O 230
8O9 93O O 230
88O 390 O 13O
891 tOO O 4OO
937 8OO O 3OO
IO02 970 0 2 IO
1031 SOO 0 3OO
IO47 OOO O 3OO
1O6O SOO O 3OO
11O2 980 O 18O
1314 OOO 1 OOO
1324 6OO O 4OO
1339 9OO O 80O

BRANCHEMENTtoo coo

78NDS

»/- X
0 O

RELATIF A/R- 42OO (9 SX)
INTENSITE •/-
28 OOO 3 OOO •
O 025 O OO6
0 230 O O70
O 7OO O 8OO
O -190 O OSO
4 8OO 0 SOO

1OO OOO O O
O 68O O O7O
8 000 O »00 -
O OSO O OIO
O ISO O O2O
O 07O O O2O
0 230 0 020
0 072 0 007
O 32O O 070
O 28O O O3O
O I6O O O3O
4 700 O SCO •
O O8O O O2O
O I7O O O2O
0 060 0 02O 7o sao o 100
O O3O O O03
12 SOO 1 30O
O O2O O OOS
12 2OO 1 2OO •
O O4O O OtO
O O89 O OO9
O O6O O O2O 7
0 06O O 02O
2 2OO O 2OO
O O3O O OÏO
O OSO O 02O •
O I6O O O3O
O O4O O OtO
O O2O O OtO
O OSO O O2O •
O 87O O 12Oo O8o o ooa •
O O3O O OÏO

9 OE-O3 3 E-O3

ALFA T6 sao
1 O9O
O 657
O O
O 127
O O63
O O3I
0 O37
O OO7

0 O2S
0 O
O OU

O O
O O
O 0
O O

O OOS
O OO4
0 002
0 OO3

O O
O O

•/- POLAR
O 0 E2M1
O O E2
O 0 E2
O O £î«t
O O E2M1
O O E2M1
O O E2
O O E2MI
O O El

O O E2MI
O 0 E2MI
0 O Ml

00 «2
0 0 €2X1
O O E3MI
0 O Ml

0 O Ml
O O Mt
O O E2
0 O «l

0 0 E2M1
O O E2MI

COMMENTAIRES EDITION OU 12/ 7/7«
ENSOF: I43CE 8- DECAY 7SOA2O.71LUOS.C8QRI« 7«NOS



446 Evidently gamma spectra have to be taken at different time after the
irradiation. So it is possible to minimize the interference in energies
of the main peaks. With the help of Y Tables [IJ], it's also easy to
check the possible interfering gammas.

The availabily of good gamma standard will help to solve the efficiency
corrections. The well known 152Eu is sufficient for the most of the
cases [12].

d). Benchmark -
The best way to improve the fission yields standards would be to organize
benchmarks between laboratories. One benchmark has been arranged in US
for 2 3 aU and 237Np. The results are given in Table 9 taken from the paper
of Fudge [1].

R E F E R E N C E S

Table 9 Uranium-238 Chain Yield Ratios .11]

1 - FUDGE A.J. NEANDC SPECIALISTS MEETING ON YIELDS AND DECAY DATA
OF FISSION PRODUCTS NUCLIDES. BROÛKHAVEN OCT 24 19S3 EDITED BY
R.E. CHRIEN, T.W. BURROWS, P. 121

2 - DENSCHLAG H.O. NEUTRON PHYSICS AND NUCLEAR DATA HARWELL SEPT 197S
P. 549

3 - LAMMER M. PROGRESS IN FISSION PRODUCT NUCLEAR DATA INDC <NDS>-
130/G+P

4 - MEEK M.E. AND RIDER B.F. NEDO-12154-1 (1974) AND REFERENCES
THEREIN

5 - RIDER B.F. NEDO-12154-3<B> (1980) AND REFERENCES THEREIN AND
NEDO-12154-3CO (1981)

6 - CROUCH E. A. C. ATOMIC DATA AND NUCLEAR DATA TABLES 19. 417 1977
REFERENCES THEREIN

7 - ENGLAND T.R., RIDER B.F. REF(l), P. 33
e - JAMES M.F. PRIVATE COMMUNICATION

9 - CUNINGHAME J.C. IN FISSION PRODUCTS NUCLEAR DATA - 1977, VOL 1.
P. 351 (IAEA-213) AND DISCUSSION IN IAEA-213, VOL II P775 ET SEQ.

10 - BLACHOT J. FICHE C. REF(2), P. 215
11 - DEBERTIN Y.. SCHOTZIO U. NUCL. INST. METH. 153, 471 <1?79>,

140, P. 337 (1977)
12 - DEBERTIN K. NUCL. INST. METH. 158, 47?
13 - BLACHOT J., FICHE C. NUCL. DAT. TABLES 20. 241 (1977)

Fission
Product
Nuclide

95Zr
97zr

103RU
106Ru
lalj.
132Te
137Cs
llt0Ba
111 '•Ce
1U3Ce
»»Ce

Source

Rider
A

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

Crouch B
B/A

1.039
1.002
1.016
0.867
0.981
0.983
0.987
1.038
-

1.011
1.004

I. L. R. R. C
C/A

1.016
1.023
1.005
-

1.006
-

0.998
1.029
-

0.917
1.088

I.N.E. L. D
D/A

0.977
1.094
-
-

1.005
1.013
1.007
0.974
0.940
1.005
0.996

ENDF/B5
E/A

1.000
0.996
0.987
1.012
0.997
0.994
0.998
1.021
1.004
0.993
0.998

Neptunium-237 Chain Yield Ratios

Fission
Product
Nuclide

95zr
97zr

103Ru
106RU
131I
132Te
137Cs
l"°Ba
114 ''Ce
lll3Ce
111 "Ce

Source
Rider

A

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

Crouch B
B/A

1.023
0.966

• 1.005
0.830
0.774

' 0.780
-

1.055
0.778
1.127
0.685

I. L. R. R. C
C/A

1.042
1.120
1.059
-
-
-

1.053
1.049
-
-
-

I.N.E. L. D
D/A

0.994
1.001
0.900
1.133
1.036
1.049
1.037
1.003
0.978
1.016
1.011

ENDF/B5
E/A

1.002
_

1.004
-
-
_

1.016
1.004
-
-

1.017



Annexe I (Cont.)

M«SS
66 6
67 3
68 S
69 1
70 2
7t 6
72 2
73 9
74 3
75 1
78 3
77 7
73 2
79 4
SO 1
81 1
82 3
33 5
84 1
85 t
86 1
87 2
33 3
89 4
90 5
91 S
92 5
93 6
94 s
95 6
96 6
97 S
98 !
99 6
1OO 6
tot 5
102 4
103 3
104 1
105 9
106 3
107 1
108 5
109 2
110 2
111 1
112 1
113 1
1 14 t
115 1
1 16 t
117 9
118 7
119 7

Chain Yields per 100 Fissions and Uncertainties, Version E f?J
U23ST U23S' U233H U238F U238M

608E-08 »/- 32 00 6 569E-07 »/- 23 00 2 9306-04 */- 8 00 3 726E-06 */- 32 00 8 4496-03 »/- t CO
4286-O7 */• 32 OO 2 1106-08 •/- 23 OO 6 696E-04 »/• 8 OO 2 135E-05 »/- 32 OO t 386E-O4 »/- g 00
6386-07 «/- 32 00 3 6616-06 »/- 23 OO 9 0886-04 »/- 1 1 00 9 9S4E-06 */• 16 OO 2 9856-04 »/- 6 00
2276-08 */• 32 OO 7 9O16-06 »/- 23 OO 1 4146-03 »/- 32 00 t 2906-05 «/ • 16 OO 5 OO3E-O4 ./- g OO
8416-08 »/• 32 OO 1 732E-03 »/- 23 OO 2 4186-03 »/• 11 00 t 6046-05 »/- 16 00 9 0026-04 »/- 6 00
5986-06 »/• 32 OO 4 2206-05 »/• 23 00 4 0426-03 »X- 1 1 00 2 O096-05 »/- 16 00 t 5916-03 »/- 6 00
S24E-OS */- 11 OO 1 SO6E-O4 */- 23 OO 6 0666-O3 »/- 8 00 6 076E-05 */- 32 00 2 994E-03 »/- t 00
604E-OS */• 32 00 4 9106-04 »/- 18 OO t 1616-02 »X- 1 1 OO 2 0806-04 »/- 23 OO 3 2206-03 »/- t 00
2O96-04 »/• 23 00 1 O816-03 «/- 23 OO t 7436-02 »/- 1 1 00 2 7876-O4 */- 32 00 8 OOI6-03 */- 6 00
054E-O3 */• 23 OO 8 936E-O3 «/- 18 00 2 754E-02 »/- 1 1 00 4 845E-04 */• 32 00 1 386E-O2 */- <i 00
3OOE-O3 »/- 32 OO 1 127E-02 «/- 23 OO 4 O97E-O2 »/- 1 1 OO 8 023E-04 */- 23 OO 2 197E-02 •/- 6 00
553E-03 */- 8 OO 2 9256-02 »/- tt OO 6 8ISE-02 »/- H 00 3 3106-03 */- 11 00 3 1276-02 */- S 00
070E-O2 »/- 8 OO 3 429E-O2 */• 1 OO 1 O226-01 »/- 11 OO 1 126E-O2 »/• 23 00 4 O846-O2 »/• 1 00
329E-O2 »/- 6 OO 8 3O5E -O2 */- 1 OO 1 7186-Ot */- 3 OO 3 278E-02 «X- 23 OO 1 690E-OI »X- 1 00
270E-O1 »X- S OO t I46E-01 */- 23 00 2 596E-O1 »X- 1 1 OO 4 721E-02 *X- 32 OO 2 1276-O1 »X 9 ^0
9066-01 *X- 4 OO 2 091E-OI »X- t 00 2 980E-O1 »X- 1 1 00 1 083E-01 *X- 16 00 3 324E-01 -X- 1 CC
224E-O1 «X- 2 SO 3 262E-O1 *X- 1 OO 6 077E-01 *X- 1 t 00 2 1336-01 *X- 16 00 4 526E-O1 *X- 6 00
3946-01 *X- 0 SO 5 7346-01 */- OO 1 111E*00 *X- 6 00 3 952E-01 *X- 1 40 6 69OE-01 *X 2 80
OO3E»OO *X- 0 70 t O24£»OO *X- 40 1 544E*OO »X- 11 00 8 194-E 01 -*X- t 4O 1 124£*OO */- 2 30
317E*OO »X- O 33 t 3506«OO *X- O 70 1 6586*OO *X- 2 80 7 3936 Ot *X- t OO 1 003E*OO »/• t 4C
9686»OO *X- 0 SO 1 939E*OO *X- t OO 2 626E»OO »X- 1 1 00 1 2866*OO *X- t OO 1 571E»00 »X- 2 ir
558E*00 *X- O SO 2 432E*OO *X- 1 OO 2 44QE»OO *X- 4 00 t 604E*OO -X- 1 OO t 6856*OO *X- 2 OC
S65E*OO */- 0 70 3 483E*OO «/• 0 70 3 374E*OO *X- 4 00 2 OS4E*00 *X- 1 40 2 215E*OO */- 2 00
771£»OO »X- 1 OO 4 4t2£»00 «X- 1 40 4 139E*OO »X- 2 30 2 784E»OO »X- 2 00 2 9146*OO »X- 2 CC
7336*00 */- t 00 5 4446*OC *X- 0 70 4 5946*OO »X- 2 80 3 2336*00 »X- 1 40 3 1666*00 »X- 2 30
910E*OO *X- 1 OO 5 72IE*OO *X- 0 70 4 9716*OO *X- 4 00 3 979E»00 *X- 2 00 3 764£*OO *X- 2 30
977E*OO «X- t 00 5 33O£*OO «/- 1 OO S 164E»OO *X- 8 00 4 288E*00 *X- 2 SO 3 926E*OO »X- 2 30
349E»00 *X- O 70 6 2446*OO *X- 0 70 5 2306*OO »X- 6 00 4 S326*OO »X- 2 00 4 47!6»OO »X- 2 SO
417E«OO *X- 1 OO S 288E»OO */• O 7O 3 221E*OO *X- t 1 00 4 -6SE*OO «X- 4 OO 4 8946*OO *X- 8 00
507E»00 *X- t OO S 414E*OO +/• O 50 5 180E»OO *X- 4 00 5 1066*00 »X- t OO 4 963E*OO »X- 2 CO
274E*OO *X- t OO 6 190E*OO «X- O 7O 5 299E»OO *X- 8 00 5 996E*OO »X- 4 CO 3 5786»OO »X- 11 00
937f.»OO »/• O '0 5 984E»OO */- O SO 5 S64E*00 »/- 6 00 5 546E»00 »X- 0 70 5 3056*OO »X- 2 00
747E»OO »X- t OO S 91tE*OO */- 0 SO 4 2tSF*OO *X- 8 OO S 862£*OO »X- 1 OO S 457E»OO »X- n 00
09tE*OO »X- 1 OO 5 765E»OO »X- 1 40 5 088£»OO *X- 2 80 6 163E*OO *X- 1 4O 5 685£»OO *X- 1 40
2326*OO »X- t OO 6 2746»OO »X- 1 OO 4 0426*OO «/- 8 OO 6 672E*OO »X- t OO 4 996E*OO »X- tl 00
1706*00 *X- 1 OO S 1996*00 *X- 1 4O 3 5326*OO »/- 8 00 6 202E*00 *X- 1 4O 5 6HE*00 »X- 2 "0
308E*OO *X- t OO 4 35SE*OO »X- t 00 3 333E-00 «X- 1 1 OO 8 44QE*OO »X- 1 OO 4 609E»OO »X- 8 00
030E*OO »X- t OO 3 24t£*OO */- t OO 3 198E»OO */- 2 80 6 2996*00 »X- 1 OO 4 651E»OO »X- 2 ^0
909E*OO *X- 1 4O 2 067E*OO *X- 2 OO 2 187E*OO «X- 3 OO 3 033E*CO *X- 1 00 3 5R7E-OO *X- S ÎC
6036-01 *X- 1 40 1 169E»OO *X- 2 SO 875E»"O *X- 4 00 4 075E*OO »X- 2 CO 3 233E»OO *X- 2 CC
9996-01 *X- 1 40 5 309E-O1 *X- t 00 577E»OO *X- 4 00 2 473£»00 *X- 1 40 2 4346*00 *X- 4 Î"
449E-01 *X- 2 80 2 7636-O1 *X- 1t OO 3206*00 *X- t t 00 t 2346»OO *X- 8 OO 1 728E«OO »X- 6 :
091E-02 »X- 4 00 1 144E-01 */- 18 OO 2tOE*OO »X- H 00 6 OtOE Ot *X- 16 00 t 222E»00 »X- 16 C
993E-02 *X- 8 OO 8 254E-02 «X- 11 00 263E*OO »/- 4 00 2 423E 01 */- 11 OC 1 217E*OO *X - 3 CC
S14E-02 *X- 4 OO 6 0556-02 »X- 16 00 1t3E*00 »/- 1 t 00 t 347E-01 *X- 16 00 1 026E*00 »X- 1t 00
849E-02 *X- 4 OO 4 2686-02 »X- 2 00 1276*00 *X- 2 80 7 473E-02 »X- 2 00 1 040E*00 *X- 2 30
279E-02 «X- 4 OO 3 705E-O2 »X- 2 OO 1O4E*00 «X- 3 00 5 527E-02 *X- 4 00 1 006E*00 *X- 6 00
444E-02 */• 6 OO 3 2t «-02 »X- 2 SO 1I1E*OO »X- 8 00 5 1466-02 »X « OO 9 239E-O1 »X- 6 00
2S1E-O2 »X- 6 OO 3 I93E-02 «/- 2 SO 08SE»OO »X- 1 1 OO 3 3286 02 »X- 16 00 7 184E-01 *X- t 00
O446-O2 «X- 8 OO 2 8316-02 *X- 6 OO 9 8876-01 *X- 4 00 3 294E-02 *X- 6 OO 8 392E-O1 */- OO
321E-O2 */- 6 OO 3 3S96-O2 »X- 2 OO 083£*OO »X- 1 1 OO 3 9406 02 *X- t 1 OO 6 7536-01 *X- 1 00
834E-O3 »X- 8 OO 2 946E-02 «X- 11 OO 082E*OO *X- 8 OO 3 658E-02 »X- t 1 OO 7 090E-01 *X- 00
034E-O3 *X- 18 OO 2 3756-02 »X- 1 1 OO 1046»OO »X- t 1 00 3 984E 02 »/- 1 1 OO 8 344E-O1 *X- t CC
283E-03 «X- H OO 2 804E-O2 «X- 8 00 108E»OO *X- 1 1 00 3 439E 02 *X- 16 00 7 3536 O1 »X- 1 00

MASS
120
121
122
123
124
123
126
127
128
139
13O
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
ISO
151
132
153
154
155
156
157
153
139
ISO
161
162
163
164
165
16«
167
188
16«
170
171
172

7
t
8
t
1
2
4
1
3
6
1
2
4
6
7
6
6
6
6
6
6
S
5
S
Ï
3
2
2
t
1
6
4
2
1
7
2
1
5
t
8
1
7
6
2
8
6
2
1
3
1
31
S

U23ST
5146-03
1526-02
7856-03
4436-02
7376-02
6836-O2
4S46-O2
161E-O1
3156-O1
6O76-O1
733E*OO
87S6»OO
2826*OO
6546*OO
7806*OO
4926*OO
2676»OO
1366*OO
627E»OO
2336*00
1346*OO
7116-OO
7336*00
9456»OO
443E»OO
9106+OO
977E*00
218E«OO
657E»OO
054E*OO
4346-Ot
0526-O1
5876-O1
4806-01
22SE-02
9356-02
3416-02
1626-03
9896-03
8936-04
1466-04
8456-05
9O96 -06
778E-06
7086-07
5786-07
920E-07
S75E-07
325E-08
563E-08
28 IE -09
S6SE-09
3976-10

«•X-»X-»/-»X-»X-*x-"/-»X-«/-«/-»/-»X-»X-»X-«X-*x-«X-»/-*/-*x-»X-«X-»/-*x-+/-*/-»X-• X-«X-»X-»X-*x-*x-*/-»X-«X-*x-
»X-»X-*x-»X-»X-*/•*x-*x-»X-+x-*/-»/-»/-»/-»X-*x-

1 1
6l 1
41 1
4a
4
2
6
2
0
0
0
0
0
0
0
01
01o
0
0
0
0
0
01o
01
21
4
2a
16
6
32
4
32
32
32
23
23
23
23
23
23
23
23

OO
OO
OO
00
OO
OO
OO
OOaooooo
50
35
35
5O
33
35
50
70
OO
70
OO
70
35
35
35
33
SO
35
OO
SO
70
OO
80
OO
00
80
OO
00
OO
OOoo
00oooooo
00
00
00
00
00
00
00

2
3
2
3
4
5a
3
3
8
1
3
4
6
7
6
6
6
6
6
5
S
S
5
5
3
2
2
1
1
6
4
21
7
4
2
6
6
2
t
3
S
8
5
2
8
3
8
3
t
61

UÎ3SF U235H U238« U238M
8576-02 ' "
2996-02
7266-O2
8906-02
6846-02
4116-02
5726-02
0246-01
9536-O1
4436-O1
7136*OO
209E*OO
65IE»OO
7166*00
64 16»OO
5656*OO
2166»OO
210E*OO
6666*OO
3276»OO
9496»OO
891 6*OO
510E*OO
7156»OO
2656»OO
7656*OO
9156*00
1206*00
679E*00
03 16»OO
8396-01
t 1O6-01
7586-O1
6026-Ot
4386-O2
0436-02
0276-02
766E-O3
2086-03
7566-03
0836-032416-04
3926 -O3
9916-O6
4016-06
1586-06
9576-07
5906-07
9916-08
3946-08
8056-08
2696-09
7926-09

*X- 8 OO 1 1136*OO »X- 8 OO 3 4436-02 *X- 16 OO 7 8986-Ot »X-
»X- 8 OO 9 8046 O1 *X- 6 OO 3 7736-O2 »X- 1 1 OO 7 6S1E-O1 »X-
•X- 11 OO 170£»OO *X- 1 1 OO 3 6196-02 »X- 16 00 8 627E-01 *X-
»X- 11 00 217E*OO »X- 11 OO 3 891E-02 »X- 16 OO 9 3576-01 »X-
»X- H OO 316E*OO »X- 11 OO 4 269E-02 »X- 16 00 1 050E»OO »X-
»/- 8 OO 438E»OO »X- 8 OO 4 365E-O2 »X- 8 00 t 1936*OO »X-
»X- t t OO 5O36»OO »X- 4 OO 3 1096 02 »X- a OO 1 363E*OO »X-
«X- 4 00 2 04OE»00 *X- 4 OO 1 331E-OI »X- 4 00 t 5056»OO »X-
*X- tt OO 2 4906»OO »X- 11 00 4 179E-01 »X- 6 00 1 6736»OO »X-
•X- 4 OO 3 S676»OO «X- 8 OO 9 441E-OI »X- 4 OO 2 0766»OO *X-
*X- 6 OO 3 6486»OO *X- 8 OO t 839E*OO «X- 6 00 3 2026*OO *X-
*/• O 70 4 O93E»OO »/- 2 SO 3 Î326»OO */- 1 4O 4 050E*OO »X-
*X- 0 70 4 8836*00 »X- 2 SO S 1376»OO *X 1 40 4 8466»OO »X-
*X- 0 SO S 5876»OO «X- 6 OO 6 7486*00 »/- O 50 6 1256*OO *X-
»X- 0 5O S 7296*00 »X- 2 8O 7 84SE*OO «/• 2 OO 6 547E*OO »X-
»X- 0 70 5 456E*OO »X- 4 OO 6 95OE»OO »X- 0 70 5 39O6»OO »/•
*X- O 50 3 3346*OO *X- 4 OO 6 897E*00 *X- 2 SO 3 744E*OO »X-
»X- 0 3S 924E*OO »X- 2 80 5 999E*OO »/- O 7O 4 9S66»CO »X-
*X- 0 7O 584E»OO *X- 6 OO S 694E»00 »X- 1 4O 4 8596»OO »/-
»X- O 50 749E*OO *X- 4 OO 3 S3OE*OO »X- 1 OO 5 046E»OO »X-
»X- 0 70 493E»OO *X- 2 80 5 8t3E»OO »X- 0 7O 4 6t96*OO »X-
*X- t 40 4906»OO »X- 4 00 5 4046*OO *X- 2 OO 4 357E»OO *X-
»X- 1 OO 248£»OO »X- 6 OO 4 564E»OO »X- 1 OO 4 tOO6»OO *X-
»X- 0 50 3 827E»OO »X- 2 80 4 ä84£»00 »/- O 70 3 933E»OO »/-
»/- 0 70 3 147E»OO »X- 2 80 4 539E»OO »X- O 70 3 655E*OO »X-
*/- 0 50 2 732E*OO *X- 6 OO 3 776E»OO »X- O 70 3 O14E*OO »X-
»X- 0 50 2 235E-OO «X- 1 1 00 3 4I5E*OO »/- O 70 2 0946*00 »X-
«X- O 70 t 626E*OO »X- 4 OO 2 3426«OO »X- t OO 2 0946»OO »X-
*X- 0 35 t 2186*00 »X- t 1 OO 2 0906»OO »X- 0 70 1 7596*00 */•
»X- 0 70 S 6O26-O1 »X- 8 00 1 613£*OO »X- t 00 1 4276*00 *X-
»/- 0 SO S 183E-O1 »X- 11 OO t 263£*00 »X- 1 OO 1 099E»OO +/-
»X- 0 70 3 6236-Ot *X- 8 OO 8 0176-Ot »X- t 4O 8 1446-O1 »/-
*X- 2 00 2 6216-O1 *X- 1 1 00 3 2356-01 »X- 1 00 5 8886-01 *X-
*X- 2 30 2 0706-01 »X- 1 1 00 3 8186-01 »X- 2 OO 3 9336-01 *X-
»X- 4 OO 8 1376-O2 *X- tt OO 2 1436-01 »/- 1 OO 2 564E-OI »X-
»X- 11 00 6 430E-02 »X- 1 1 OO 1 2786-01 •/- 16 00 1 579E-01 *X-
»X- 2 80 5 37SE-02 »/- 2 8O 6 7286-02 *X- 2 00 t 093E-O1 »X-
*X- 18 OO 3 837E-02 »X- 1 t OO 3 714E-02 »X- 16 OO 8 379E-02 *X-
»X- 18 OO 2 389E-02 »X- t t 00 1 6606-O2 »X- 16 00 4 3346-O2 »X-
»X- 11 00 1 225E O2 »X- 8 00 7 1586 03 »X- 16 OO 2 6356-O2 »/-
»X- 16 00 7 3016-03 »X- 1 1 00 3 0476 03 »X- 23 OO t 5946-02 */•
»X- 8 00 5 1676-03 »X- 8 OO t 1546-03 »X- 8 OO 8 3406-O3 *X-
»X- 23 00 2 8326-03 *X- 1 1 OO 2 7516-04 »/- 32 OO 6 0406-O3 »X-
»X- 23 00 t 6136-03 *X- t 1 OO 1 6496 04 »X- 32 00 3 4536-03 »/-
*X- 23 00 9 9316-04 »X- 1 t OO 1 0076-04 »X- 32 00 2 0276-03 »X-
»X- 23 OO 5 4716-04 »X- 11 00 6 574E-05 *X- 23 00 t 1166-03 »X-
»X- 23 00 2 7306-04 »X- 8 OO 4 5796-05 *X- 32 00 6 3496-04 »/-
»X- 23 OO 1 8856-04 »X- 1 1 00 3 9046 OS »/- 16 00 3 7S36-04 *X-
»X- 23 00 1 0846-04 *X- 11 00 2 2926-05 »/- 31 00 2 0356-04 »/-
»/- 23 00 7 9016-05 «X- 8 00 t 3756-05 *X- 32 00 1 3056-04 »X-
»X- 23 00 3 2996-05 *X- 1 1 00 8 2356-06 »X- 32 00 6 OS86-OS »X-
*X- 23 00 1 7946-05 »X- 1 1 OO 4 6116 06 *X- 32 OO 3 358E-03 *X-
»X- 23 00 1 6626-05 »X- 8 OO 8 6066 06 «X- 32 00 2 1616-05 »X-

11 00
4 00

1 1 00
t 1 00
1 1 00
6 OO
16 00
6 OOa ooa oo

1 t 00
2 00
1 40
2 00
2 00
2 00
2 OO
2 OO
2 80
2 30
1 JO
2 30
4 00
2 80
2 30
4 00

1 1 OO
2 00
16 OO
S 00
16 OO
6 00
16 OO
S 00
16 00
16 00
2 80
16 OO
16 OO
H 00
16 00
4 OC
16 OC
16 00
16 00
16 00
8 OO
16 00
16 00
8 00
16 OO
18 OO
16 OO

447



448
Annexe I Wont.) Annexe I (Cont.)

MISS
68 1
67 3
68 t
69 4
70 1
71 2
72 9
73 2
74 5
75 1
78 2
77 8
78 2
79 4
80 1at t
82 2
83 284 4as s
86 7
87 9
88 1
89 1
9O 2
91 2
92 3
93 3
94 4
95 4
96 4
97 5
98 5
99 6
10O 8
1O1 5
102 6
1O3 «
104 6
105 !
tO8 4
107 3
108 2
109 1
110 «
1 1 1 2
112 1
113 7
114 5
115 3
116 4
117 4
118 3
119 4

PU239T
877E-O7
7546-07
3136-0«
69OE-0«
591 E -OS
899E-05
728E-OS365E-O4
477E-O4
277E-O3
828E-O3
686E-O3
7S2E-O2
667E-O2
147E-O1
713E-O1
081E-O1
967E-O1
724E-O1
7S36-O1
«47E-O1
990E-O1
342E»OO
691E+OO
O82E+OO
488E+OO
0036+00
84O6+OO
340E+OO
878E+OO
9S6E+OO
340E+00
894E+OO
169E+CO
819E+OO
997E+CO
075E+00
947E+OO
017E+OO
536E+00
328E+OO
26SE+00
11SE+OO
699E+CO
279E-O1
93SE-O1
229E-O1
9796-02
877E-O2
6876-02
8406-02
8256-02
9336 -O2
0286-02

+ X-
+ X-
+/-
*/-
+X"
+X -
+X -
+/-
*/ *
*/"
*/-
*/-
*/ '
*/*
*/ "
*/•
*/ *
*/"
*/•
+/-
*/-
+/-
+/ -
+/-
+/-
+/-
+/-
+X-
+X-
+/-
+ X-

+ X-
+/-

+/-
+/-
+/-
+X-
+X-
*/•

PU239F PU24IT
23 OO 8 1836-07 »/- 16 OO 1 37OE-O7 +/- 23 OO 2
23 00 2 «996-06 »/- 16 OO 2 545E-07 »/- 23 OO t
23 OO 7 929E-06 »/- 16 OO 5 B74E-07 +X- 23 OO 3
23 00 2 9416-05 »/- 16 00 1 2736-06 +/- 23 00 9
23 OO 8 I33E-OS »/- 1« OO 4 6O4E-0« +X- 23 OO 3
23 OO 1 770E-O4 +/- 32 OO 8 853E-O« +/• 23 OO 1
45 00 4 529E-04 »/- 32 00 2 545E-O5 »/- 23 OO 4
23 OO 7 OO6E-04 »/- 23 OO 5 9O9E-OS +/- 16 OO 1
32 OO 1 633E-03 »/- 16 00 9 790E-05 +X- 23 OO 2
32 00 2 332E-03 +/- 23 OO 2 937E-04 +/- 23 OO 8
32 OO 5 453E-O3 +X- 16 00 9 791E-O4 + /• 23 OO t
1 1 OO t 2O7E-02 +X- 8 OO 1 9586-03 +/- 23 OO 2
1 1 OO 2 8086-02 »/- 16 OO 8 973E-03 »/- 8 OO S
23 OO 5 929E-02 +/• 8 OO 1 5366-02 »/- 18 OO 1
16 OO 9 745E-O2 +/• 16 OO 2 991E-02 + /- 16 OO 2
IS OO 1 346E-O1 »/- 11 OO 6 355E-02 +/- 16 OO 3
23 OO 2 1O3E-O1 »/- 8 OO 1 38OE-O1 *X- 8 OO 5
O 7O 3 108E-O1 »/- 2 CO 2 018E-O1 »/- 2 OO 1
2 OO 4 923E-O1 +/- 1 4O 3 S26E-O1 »/- 2 OO 1
0 50 6 0166-01 »/- t OO 4 0686-01 »/- 1 4O 2
O 70 7 8O5E-O1 */- t 4O 5 9SOE-O1 +X- 2 OO 2
0 70 t 0236*00 */- 1 40 7 575E-O1 +/- 2 OO 4
1 40 1 323E+OO +X- 1 4O 9 788E-O1 »/- 2 CO 5
2 8O 1 727E+OO + X- 2 OO 1 221£*00 +/• 4 OO 6
2 OO 2 032E+OO +/- 1 OO 1 539E+OO »/- 2 OO 6
1 00 2 499E+OO »/- t 40 1 871E+OO +/- 2 OO 6
1 40 3 014E+OO */- t OO 2 333E+OO +/- 2 OO 6
1 4O 3 8116+OO »/• 1 CO 2 986E+OO +/- 2 OO 6
2 OO 4M99E+CO +X- t OO 3 430E+OO +X- 2 OO 6
2 OO 4 670E+OO »/• 1 OO 3 963E+OO »/- 2 OO 6
2 80 4 S11E+OO +/- 1 OO 4 4316+OO + X- 2 OO S
2 OO 5 318E+OO +/- 0 70 4 S98E»OO »/- 2 CO 5
2 CO 5 S53E+OO +/- 1 OO 4 977E»OO +/- 2 OO 5
2 CO 5 9S8E+OO */- 2 00 6 O77E+OO »/- 2 OO 4
4 OO 6 556E+OO »/- 0 70 6 272E+OO »/- 2 00 4
1 4O 6. 6S3E+OO »/- 1 OO 8 286E*OO »/• 2 OO 3
2 OO 6 7O6E+OO +/- 1 OO 8 6S8E+OO +/- 2 OO 2
2 OO 6 S46E+CO »/• 1 OO 8 739E»CO +/- 4 OO 1
2 CO 6 53!6»OO «/- 1 OO 7 O996+OO +/• 2 OO 9
2 OO 5 344£»OO +/- 2 8O 6 254£»OO »/- 2 80 4
2 80 4 3626+OO »/- 1 40 6 127E+00 »/- 2 OO 2
6 OO 2 9S7E+OO »/• 8 OO 5 145E+OO »/- 1 1 OO 1
8 OO 1 927E+OO +/- 8 OO 3 5996*00 */- 1 t OO 7
8 00 1 590E+00 +/- 6 00 2 259E*OO */- 6 OO 4
6 OO 6 213E-01 +/- 8 OO t 340E»OO */- 8 OO 3
2 80 3 547E-O1 »/- 2 OO 5 704E-OI »/- 4 OO t
2 80 1 9036-01 + - 2 80 2 3666-01 »/- 4 OO t
4 OO 1 2686-O1 +/- 2 00 1 545E-O1 »/- 6 OO t
4 00 9 3666-02 »/- 2 00 7 342Ë-O2 */- 23 OO t
4 00 7 017E-02 »X- 6 00 4 481E-02 »/- 16 OO 1
8 OO 5 8966-02 */- 6 00 2 9136-02 +/- 32 OO 1
8 OO 6 8596-02 +/- t 1 OO 2 547E-O2 »/- 23 00 1

1 t OO 8 159E-O2 +/- 11 OO 2 4286-O2 +/- 32 OO 1
11 00 5 9666-02 +/- 1 1 OO 2 428E-02 »/- 32 00 1

U233T
6O2E-O7
179E-OS
6296-06
9806-06
9 1 36 -OS
7246-04
986E-O4
086E-O3
722E-03
159E-03
4526-02
«OIE-O2
444E-02
5O2E-01
3596-01
«706-01
8556-01
O14E+OO
888E+OO
227E+OO
8486*OO
0346»OO
4596»OO
3356+00
338E*OO
55IE*OO
542E+OO
9536*OO
797E»OO
347E*00
635E»OO
498E*OO
175E*OO
877E*OO
379E+OO
168E»CO
4O4E+OO
593E*OO
755E-01
939E-01
453E 01
131E-01
2876-02
3266-02
7136-02
9446-O2
381E-02
312E-02
2516-02
2586-02
3136-02
2046-02
2S16-02
2936-02

*/-
*/-
*/-
+/-
«/-
»X-
+/-
»X-
*/-
»X-
*X-
»X-
*/-
+/-
*/-
*X-
«X-
*X-
•X-
»X-
»X-
*X-
+ X-
+/-
+/-
+X-
+X-
+/-
+/-
+/-
+/-
»/"
»/-
»/-
*/-
»/-
*X-
*/-
*/-
»/-
»X-
+/-
+X-
»X-
+/-
*/•
*X-
•X-
»X-
+/•
+/-
+/-
+ /-
+X-

23 OO
23 00
23 00
23 00
23 00
23 OO
23 OO
23 OO
23 OO
23 00
23 OO
23 00
23 OO
11 OO
23 OO
4 OO
2 80

-

OO
00
004O
40
4O
00
4Ooo
40
4O
4O
4Ooo
40
40oo
40
4O
4O

2 OO
2 80
2 30
2 OO
4 OO
6 00
8 00
4 00
8 00
8 00
8 OO
3 00
6 OO

1t OO
8 00
8 OO
8 00

1
4
1
3
61
4
61
2
61
4
7
1
4
1
2
3
4
6
6
7
7
7
7
6
6
S
5
4
4
3
21
7
3t
9
5
5
5
6
5
7
7
8
8
7
S
7
5
6
5

1846-06
O776-08
4946-05
4506-05
752E-05
715E-04
247E-04
519E-O4
179E-03
898E-03
39OE-03
1596-02
5596-02
818E-02
985E-OI
7736-01
1006»00
1756*00
992E+00
158E+00
5S3E+OO
9346+OO
2916+OO
5596+00
968E»OO
3856+00
8S26+OO
786E+OO
7I3E+OO
6656+OO
4446+OO
46S6+OO
7096 +OO
9616+OO
382E+OO
249E-O1
7376-01
565E-O1
175E-02
180E-O2
320E-O2
189E-02
272E-02
252E-O2
259E-02
45IE-02
OO46-O2
O346-O2
5076-02
7816-02
3626-02
916E-02
298E-02
7036-O2

TH232F
*/"
*/•
+ / •
*/ -
+ /-
*X •
*/-
*/-
*/ -
*/ "
*/ -
*/ -
»/-
+ /-
+/ -
*/ -
*/-
+/ -
+/-
+/-
+/-
*/-
+X-
+ /•
+/ -
+/-
+/-
+/-
+ / -
+X-

t/I

*/-
+/-

+/-
*/-

*/-
+/•
+/ -
+/-

32 00
32 00
32 00
32 00
23 00
23 CO
16 00
16 00
16 OO
16 OO
16 OO
8 00
8 00

1 1 00
16 OO
1 1 00
IS CO
2 OO
2 00
1 40
2 00
2 30
2 00
4 00
4 00
2 00
2 30
4 OO
6 OO
2 8O
6 OO
1 4O
6 00
2 00
6 00

1 1 00
1 1 CO
4 CO

II 00
2 80
8 00

1 1 CO
16 00
6 00
16 00
6 00
6 CO
4 00

16 00
4 OO

16 00
2 30

It 00
16 OO

MASS PU239T PU239F PU241T U233T TH232f
120 3 613E-02 »/- tt OO 5 657E-02 +/- t 1 OO 2 813E-O2 »/- 23 00 1 4256-02 »X- 8 CO 5 4186-02 •/•
121 3 730E-O2 +/- 8 OO 8 1616-02 +/- 1 1 OO 2 667E-02 »X- 32 00 1 554E-02 »X- 1 1 OO 4 728E-O2 •/•
122 5 4726-02 »X- 1 1 OO 7 256E-02 »X- 1 1 00 2 6686-02 »/• 32 00 t 5286-02 »X- 1 1 OO 3 6426-02 »/•
123 4 OltE-02 +/• 23 OO 7 3106-02 »X- 18 OO 2 7736-02 +X- 32 00 1 9056-02 +X- 32 00 2 926C-O2 »X-
124 1 0036-Ot +X- 11 OO 1 2356-01 */• 1 1 OO 3 3086-02 +X- 32 00 2 5206 -O2 »X- 1 1 00 2 6396-02 +X-
125 1 1316-O1 +X- 8 CO 1 3456-01 +X- 8 OO 4 9056-02 »X- 8 00 t I03E-O1 +X- 1 1 OO 3 3606-02 +X-
126 2 549E-O1 +X- 8 OO 2 363E-O1 »X- 8 OO 8 294E-02 »X- 16 OO 2 5186-01 »X- 1« OO 4 7956-02 »X •
127 4 9816-01 »X- 6 00 5 107E-01 +/- 8 OO 2 3336-01 +X- 4 00 5 5856-01 +/• 1 1 OC 7 5516-02 +X-
128 6 9396-01 »/• 1 1 OO 8 9236-01 +X- 8 OO 3 8766-01 +X- 23 00 8 0986-01 »X- 1 1 OO 1 8216-Ot »X-
129 1 3876+CO »X- 4 00 1 495E+OO +X- 6 00 8 3816-01 »X- 23 00 1 6I6E+OO +X- 16 OO 2 8246-01 «X-
I3O 2 0496+OO +X- 16 OO 2 372E-OO »X- 8 00 1 a39E+OO »X- 1 1 00 2 165E+OO »X- 23 CO 8 0846-01 »X-
131 3 a74E+OO »X- 0 50 3 aa5E+OO »X- O 7O 3 091E-OO +/• 1 40 3 49S6+OO »X- 1 OO 1 615E+OO +X-
132 5 420E+OO +X- 0 70 5 323E+OO +X- t 00 4 563E+OO +X- t 40 4 799E+00 +X- 1 40 2 3986*00 »X-
133 7 019E+OO *X- 0 7O 6 951E»OO »X- O 7O 6 736E»OO »X- t OO « 043E*OO »X- 1 CO 3 9446»OO »X-
134 7 666E+OO »X- 0 70 7 3896+OO *X- O 70 7 921E*OO +X- 1 40 6 133E*OO *X- 1 00 5 3SlE*OO *X-
135 7 61OE+OO +X- O 70 7 5616*00 */• 0 70 7 243E»OO »X- 1 4O 6 163E-OO »X- 2 OO ! 4916*OO »X-
136 7 1826*OO »X- t 00 7 0406+OO +X- 1 4O 7 117E*OO +X- 1 40 6 8656»OO »/• 4 OO 5 623£*CO +X-
137 6 6856*CO */- 0 50 6 531E*OO *X- O 7O 6 7206*OO +X- 1 4O 6 8186»OO »X- 0 7O 5 80O6»OO +X-
138 6 I02E-OO »X- 1 40 S 129E-OO +/- 1 OO 6 599E»OO *X- 2 00 5 906E+OO »X- 2 00 7 0216»OO +X-
139 5 5346*00 «/- 4 OO 5 602E*OO »/- 1 40 6 2316*00 »X- 2 00 6 2926'CO »X- 4 00 7 I46E»OO +X-
14O 5 378E+CO »/- 1 00 5 2936*00 »X- 0 70 5 732E*CO *X- 2 00 6 5l5E*OO »X- 1 4O 7 8t5E*OO »X-
141 5 299E+OO »X- 2 OO 5 C91E+CO »X- 2 80 4 892E-OO »X- 40 6 S:5£»00 »X- 2 80 7 3206-00 »X-
142 4 8946*OO *X- t 00 4 803E»00 »X- 0 70 4 7346*OO »X- 40 6 6946*OO */- 1 40 6 4956-00 »X-
143 4 442£*OO *X- 0 50 4 349E»OO »X- 0 50 4 S9O£*OO »X- 4O 5 9426»OO *X- 1 OO 6 588E-OO +X-
144 3 744E»OO »X- 0 SO 3 692E»OO »X- 1 OO 4 2096-OO »X- 00 4 6716*00 *X- 1 OO 7 8936*OO »X-
145 2 9976+OO »X- 0 50 3 00~E*OO »X- 0 50 3 269E*OO »X- 40 3 423E»OO »X- 1 OO 5 2876*OO »X-
146 2 4666*OO »X- 0 SO 2 457E»OO *X- O 7O 2 789E-OO *X- 40 2 5596-OO »X- 0 70 4 5396»OO +X-
147 2 027E-OO »/• 1 40 1 936E*00 *X- 1 OO 2 285E-OO »X- 4O 1 746£*OO »X- 2 80 2 926£»OO +X-
148 1 639E*OO »X- 0 50 t 654E-OO »/- O 35 1 938E*OO »X- 00 1 289E»00 »X- 1 OO 1 992E*OO »X-
149 1 226E*OO *X- t 00 1 2406-00 +/• O 7O t 476E+OO *X- 40 7 731E 01 *X- 2 3O 1 O59E*CO »X-
15O 9 677E-O1 *X- O SO 9 922E-OI »X- 0 70 t 2166*00 *X- 4O 5 OoSE-01 «X- 1 40 3 47IE-OI »X-
151 7 545E-O1 *X- 2 00 7 644E 01 *X- 1 40 9 134E-01 »X- "O 3 1386-01 »X- 2 00 3 551E-01 *X-
152 5 -95E-01 »X- 1 40 5 97"E-01 *X- 2 80 7 1926 01 -X- -»0 2 1Î4E 01 *X 2 30 7 527E-02 »X-
153 3 5026-O1 »/- 6 00 4 I91E-01 *X- 4 OO S 4116-01 *X- 4 CO 9 "35E-02 »X- 6 OO 6 4436 02 *X-
154 2 6576-O1 *•/ • 1 40 2 619E-O1 »X- 2 OO 3 8026-01 *X • 2 CO 4 6416 02 «X- 2 30 6 842E 03 »X-
155 I 593E-01 »/- 11 00 2 023E-01 «/- 1 1 OO 2 422E-01 *X- 8 CO 2 416-02 •/• 23 CO 3 59BE-03 »X-
156 1 1886-01 *X- 2 3O 1 4346 01 *X- 4 OO t 7196-0< »X- 2 30 1 1536-02 •/• 6 OO 2 54IE-03 »X-
157 7 2S3E-02 »X- 5 00 1 0396-01 *X- 8 00 1 3S3E-01 *X- 4 CO 5 313E 03 »X- 8 00 9 2716-04 *X-
153 3 737E-O2 *X- 23 CO 6 232E-02 *X- IS OO 9 4266-02 *X- 23 CO 2 loOE-OS •/• 32 OO 4 6116-04 *X-
159 1 9746-02 *X- S 00 3 691E-02 »X- 1 1 00 4 800E-02 »X- 4 30 7 "36 04 *X- 6 OO 9 6996-05 «X •
16O 8 5496-03 «X- 32 00 2 2286-02 *X- 16 00 2 0956-02 »X- 23 CO 3 fSE-04 *X- 32 00 6 868E-OS *X-
161 4 6816-03 *X- 6 CO 7 9846-03 '/- 4 00 8 4646-03 »X- 4 00 1 I13E-04 *X- 6 OO 1 44O6-OS +X-
162 2 1266-O3 »X- 32 00 5 602E-03 *X- 23 OO 2 723E-03 »X- 23 00 1 SJ^E-OS »X- 32 00 7 9296-06 »X-
163 8 5946-O4 *X- 32 00 2 5396-03 -X- 45 00 9 8246-04 *X- 23 CO 7 1426-06 *X- 32 00 4 611E-06 +X-
164 3 2436-04 *X- 32 00 t 5666-03 «/- 45 OO 3 1526-04 *X • 23 00 2 3516-06 *X- 32 OO 2 0216-06 «X-
16S 1 2846-O4 »X- 23 00 8 1506-04 *X- 32 OO 9 3456-05 *X- 23 00 * 450E-07 *X- 23 00 3 5126-07 *X-
16S 6 3876-05 *X- 16 00 5 8996-04 «X- 32 00 6 5936-05 »X- 23 CO 4 5246-07 *X- 32 OO 1 3726-07 »X-
167 1 7586-05 +X- 32 00 2 574E-04 »X- 32 OO 2 9856-05 »X- 23 CO 6 3236-08 »X- 32 00 9 7016-08 •/•
163 4 915E-C6 +X- 32 00 7 3656-05 *X- 32 OO 1 36I6-O5 «X- 23 00 1 6276-08 »X- 32 00 5 2626-08 *X-
169 1 6666-06 »/• 32 OO 2 481E-05 *X- 32 00 S 760E-06 »X- 23 CO 5 5156-09 »X- 32 00 2 6726-08 *X-
1"O 3 499E-O7 »X- 64 OO 7 2716-0« */- 32 00 1 6766-06 »X- 23 00 1 6386-09 *X- 32 00 1 0616-08 »X-
171 1 6726-07 «/- 32 OO 2 4736-06 »X- 32 00 3 1426-07 *X- 23 00 5 429E-10 «X- 32 OO 4 6116-09 *X-
172 4 9346-08 »X- 32 00 7 3676-07 *X- 32 CO 1 047E-07 *X- 23 CO t 8086-10 *X- 32 00 2 371E-O9 »/•

16 00
6 00
16 00
16 OO
16 00
11 OO
16 00
6 00
16 00
4 00
16 00
2 00
1 40
2 00
2 00
2 00
2 00
4 00

11 00
2 00
2 00
2 30
4 00
2 CO
2 80
2 80
2 30
4 OO
2 30
6 OO
16 COs ;o
15 JO3 :o
23 00
23 CO
II 00
23 CO
32 CO
32 00
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32 00
32 00
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CROSS-SECTION MEASUREMENTS OF S6Fe(n,p)S6Mn AND
27Al(n,a)24Na BETWEEN 14.0 AND 19.9 MeV

K. KUDO, T. MICHIKAWA, T. KINOSHITA,
Y. HINO, Y. KAWADA
Electrotechnical Laboratory,
Sakura-mura, Niihari-gun, Ibaraki,
Japan

Abstract
The standard cross section of 27A1 (n,a)211Na reaction and

the 56Fe (n,p)56Mn cross section so often used to measure fast
neutron fluence rate were measured in the neutron energy range
from 14.0 to 19.9 MeV by the activation method, using a proton
recoil telescope to determine the neutron fluence rate of the
irradiation field. The results show difference of up to 10%
in the 27A1 (n,a)211Na cross section at 19.9 MeV, and systematic
higher values in the ^Fe (n,p)56Mn cross section except at
19.9 MeV compared with those of ENDF/B-V.

The cross sections for the reactions 56Fe (n,p)56Mn and
27A1 (n,a)2l<Na were measured by the activation method in the
neutron energy range from 14.0 to 19.9 MeV.

Monoenergetic neutrons were produced through the D-T
reaction by bombarding a Ti-T target with deuterons, which
were accelerated up to 3.3 MeV by a Van de Graaff (Pelletron
4UH-HC) or up to 270 keV by a Cockcroft type accelerator.

The activation samples as shown in Table 1 were set at
distances of 55 to 120 mm from the target and arranged in the

order Al, Fe and Al for one irradiation. The neutron fluence
rates for all energies were measured by a proton recoil
telescope positioned between 20 and 50 cm from the target,
and an associated a counting technique was also used at 14.0,
14.6 and 14.8 MeV to get the more precise-values.

Table 1. Physical constants used in our »easure»ents

1. Properties of target foils and their constants
reaction
purity
size
isotopic abundance

half life
ß efficiency

K value

a7Al(n,a)J4Na
99.992

25.4m«*, 56ng/c«2

100*

14.959 h"1'
0.796
0.003

•sFe(n,p)5'Mn

99.9$
25.4m«*, 78»g/cn2

91.68*(5tFe)
2.17* (57Fe)
2.5785 h< 1 2 >

0.727
0.0177

2. n-p elastic cross section for hydrogen
ENDF/B-V'2'

3. hydrogen content in polyethylene radiators
(14.39± 0.07) .wt.«

4. cross section of S BMn production fron 57Fe(n,np) and S7Fe(n,d)
by T. Asa»i<s> and S.M. Gain"'.



«n 3~6.5 MeV neutrons produced by D(d,n) reaction, which
increase with deuteron bombardment, contribute to the ad-
ditional activities of the 21*Na and 56Mn. The neutron yields
from D(d,n) reaction were measured by a calibrated 3He de-
tector (400 kPa of 3He and 200 kPa of Kr gases) for each
deuteron energy. One of the pulse height spectrum at 1.84 MeV
deuteron energy was shown in Fig.l. The peak induced by
D(d,n) reaction corresponding to the neutron energy 5.07 MeV
is shown on the figure with recoil edges due to the recoil He
induced by 5.07 and 18.04 MeV neutrons, and a thermal neutron
peak at the lowest energy region. The extra activity by the
d+D neutrons were finally calculated by the help of the
published 27A1 (n,a)2"Na and 56Fe (n,p)56Mn cross section. (2)

In order to estimate secondary neutrons from the target
backing and the target assembly, the neutron spectrum at the
foil position was calculated numerically at each neutron
energy, taking account of the angular distribution of T(d,n)
reaction and the differential elastic and inelastic cross

(4\sections etc. The each induced activity was estimated by
multipling the cross section to the calculated neutron
spectrum, and the secondary neutron fluence rate above 10 MeV
was taken into account.

As the activation samples used in the 56Fe(n,p) cross
sectin measurements were the natural iron as shown in Table 1,
the extra 56Mn activity from the S7Fe(n,np) reaction etc. should
be subtracted from the total 56Mn activity. The calculated
response curve of the 57Fe(n,np) corss section (5) was

normalized at 14.7 MeV by the Qaim's evaluation.(6)

10*

i r i i p
-I P»T ( thermal n. )

3He( 5.07 MeV n. )

P«T ( 5.07MeV n. )

c
o
(J

O)a
42"c
oo

10'

i
200

18.04 MeV n. )

400 600 800
Channel number

Figure 1. Pulse height spectrum of neutrons from 3He detector
at 1.84 MeV deuteron bombardment on Ti-T target.

The activities of 211Na and 56Mn, normally 0.03~4 dps/mg
produced by 14 ~ 20 MeV monoenergetic neutron irradiations,
were measured by using a 4irß CH,, gas flow proportional
counter. The absolute ß efficiencies for Al and Fe foils were



Table 2. Uncertainties for cross section «easureients Table 3. Cross sections for 2 7A1 (n, a)24Na and s'Fe(n,p)s'Mn reaction

Origin

(1) flux leasureient

n-p cross section of hydrogen

anisotropy of n-p scattering

radiator composition of hydrogen

internal telescope geoietry

target-to-telescope distance

background subtraction

neutron energy

neutron attenuation in Al window

of telescope

(2) activity «easureient

ß counting efficiency

K value

contribution of s * M n froa other

reactions

(3) foil irradiation and others

contribution of d+D neutrons

contribution of secondary neutrons

target-to-foil distance

(4) statistics

flux aeasureaent

activity »easureaent

Uncertainty (S!)

1.0

1.0

0.7

0.9

0.3

0.5 - 1.0

0 .2

0.2

s ' M n

0.3

0.5

0.1 - 0.5

0.2 - 5.0

0.2

0.4 - 0.7

0.3

0.1 - 0.2

2 4 Na

0.3

0.2

0.0

0.1 - 3.0

0.2

0.4 - 0.7

0.3

0.1 - 0.2

d«

ii

tl

tl

r<

T<

neutron energy

E n ( M e V )

14.0 ± 0 .05

14.6 ± 0.1

14.8 ± 0.1

1 5 . 2 1 ± 0 . 2 8

1 5 . 8 8 ± 0 . 1 4

16.98 + 0 . 1 0

1 8 . 0 4 ± 0 . 1 1

19.87 + 0 .15

2 7 A l ( n , a ) 2 4 N a 5 t F e ( n , P ) s s M n

a («b) y (sb)

1 2 2 . 9 ± 2 . 1 1 1 6 . 4 ± 2 . 0

1 1 3 . 4 ± 1 . 5 1 1 0 . 0 ± 1 . 5

1 1 1 . 6 ± 1 . 7 1 0 6 . 2 ± 1 . 6

105 .2 + 2.4 1 0 0 . 0 ± 2 . 2

99.0 + 2.3 91.4 + 2.2

8 0 . 4 ± 2 . 0 75.6 + 1.9

6 6 . 0 ± 1 . 8 6 4 . 4 + 1 . 7

4 4 . 9 ± 1 . 8 47 .9 + 2 .7

îtermined by the 4nß-y coincidence technique after the

rradiation of intense neutrons.

Small corrections which are related to the effects due to

le efficiency of the 4irß counter to y rays, and specially to

le complex decay scheme of the S6Mn, were made by adopting the
/ o \ / q \

ïsults of our previous measurements as described in

ible 1.



452 The uncertainties of the measurements and the cross
sections of the 27Al (n,a)21tNa and the 56Fe(n,p) Mn reactions are
given in Table 2 ~3 and Figures 2 ~3, and the ratio of the
27A1 (n, a)21tNa cross section to the 56Fe(n,p) Mn cross section is

also shown in Fig.4. The results agree closely with the
recent measurements of Ryves between 14 and 16 MeV, but
lie 5 ~15% above his results in the higher energy region.
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Figure 2. 27A1 (n,a)2"Na cross section.
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Figure 3. 56Fe (n,p)5 6Mn cross section.
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Figure 4. Ratio of 27A1 (n,ct)2"Na to 56Fe (n,p)56Mn cross sections.
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454 NEUTRON PRODUCTION USING GAS TARGETS
H. KLEIN
Physikalisch-Technische Bundesanstalt,
Braunschweig, Federal Republic of Germany

Abstract

Gas targets are often used to produce neutrons via the reactions
T(p,n)3He, D(d,n)^He and T(d,n) He, because the neutron
background caused by the construction materials can be easily
determined. For practical reasons the reaction D(d,n)-'He is
chiefly applied in the energy range 6 MeV :£ E S 1 4 MeV, but a
gas target causes problems due to the finite geometry, the
kinematics and the structure of the differential cross section, in
particular for experiments performed in close geometry. Monte Carlo
simulations allow the most important parameters or distributions
required for the correction and interpretation of fluence
measurements or activation and scattering experiments to be
calculated. The application of this method is particularly
recommended if the evaluated angular distribution of this reaction
is used to calibrate fast neutron detectors. The resulting

. uncertainties cannot be reliably estimated, when no complete
covariance analysis of the differential cross section is available.

(1) Neutron Production in the Energy Range of 6 MeV————————————————————————————————————————————————————————— tiJ ———————— LJ 14 MeV____

The reaction D(d,n)^He is chiefly applied if "monoenergetic"
neutron fields are required in the energy range from 6 MeV to
14 MeV. Deuterium gas targets are easily handled and a high flux
density of unpolarized neutrons can be achieved at a reasonable
energy resolution. While the neutron background due to construction
materials can be determined experimentally the distortions due to
low energy background from the break-up reaction D(d,np)D have to
be corrected for.

Since the unified evaluation of various reactions producing
neutrons in this energy range is available it seems to be
justified to also apply the angular distribution of this reaction
for calibration purposes, in particular for neutron energies below
.14 MeV. Nevertheless, problems arise due to the pronounced
structure of the differential cross section, the kinematics and the
finite size of a gas target. A sensitivity study shows that the
mean deuteron energy within the gas and the mean neutron emission
angle must be determined very carefully.

The distortion of the neutron field due to the construction
material of the gas cell and the beam stop may be different for
experiments performed in close geometry or for detector systems to
be calibrated at a large distance, and must therefore be calculated
or at least estimated. It will be demonstrated that a realistic
Monte Carlo simulation is required to calculate the corrections and
the most relevant parameters or distributions necessary for the
analysis of the experiment.

(2) Experimental Results

The properties of the neutron energy distribution produced by means
of the reaction D(d,n)^He using a gas target have been

2}intensively studied '. Clean net spectra are obtained even for
large emission angles. For neutron emission at 0 degrees the width
of the rectangular energy distribution is usually determined by the
energy loss of the projectiles within the gas but limited by the
straggling of the energy loss in the entrance foil. On the other
hand, the angle straggling of the deuteron beam due to multiple
small angle scattering in the foil determined the energy resolution
for emission angles *n £ 30 degrees.

The extreme gradients dE /d$n and do/d^ at forward angles
create special problems, in particular due to be finite length of
the neutron source and the angle straggling of the projectiles.



Experiments performed close to the target can be interpreted best
by complete simulation. Besides the complex geometry the field
distortion due to the construction material can be taken into
account.

A versatile Monte Carlo code has been developed at the PTB by
B.R.L. Siebert^. First, parts of the code were tested, byp)investigating the neutron energy resolution . Then the neutron
detection efficiency of a proton recoil telescope was

4 )calculated , where significant corrections for neutron
inscattering from construction materials were obtained. The same
corrections arise if neutron detectors are calibrated at large
distances but they strongly depend on the neutron emission angle
and the experimental method applied.

With a combination of precise TOP measurements and the realistic
simulation, the mean deuteron energy could be determined with
uncertainties of less than 30 keV for energies up to 11 MeV, while
the emission angle could be fixed with uncertainties of typically
0.1 to 0.2 degrees. Thus, uncertainties of less than 2 % were
estimated for the expected neutron fluence at emission angles up to
120° if calculated on the basis of the evaluated cross section. In

.fact, a comparison of the fluence measurements near the target
(proton recoil telescope) and at a larger distance (calibrated
liquid scintillator) agreed within ± 2 % for the energy range of
6 MeV < E < 14 MeV . On the other hand, the measured neutronn '
fluence was lower than expected. As this deviation increased with
the pressure of the target, this points to a problem in determining
the effective length and pressure of the gas heated by the energy
loss of the projectiles.

455

However, an absolute scaling is not required if the angular
distribution is investigated. Reasonable agreement is obtained with

2 )the experimental data reported by M. Drosg for deuteron
energies around 7 MeV, but significant deviations are obtained for

higher projectile energies. The final analysis for the entire
energy rangç of 3 MeV £ Ed < 11 MeV is in progress.
Finally it should be mentioned that this MC description of the
neutron source is also part of the simulation of scattering
experiments necessary to calculate sample size corrections

(3) Conclusion and Recommendations

Reliably evaluated differential cross sections for the reaction
D(d,n)-iHe are required if the angular distribution is applied for
calibration purposes. Deuterium gas targets can be handled
experimentally without any problems. An almost realistic Monte
Carlo simulation is recommended to take into account the finite
size and the various influences of the construction materials. Care
must be taken in determining the mean projectile energy within the
gas target and the effective angle of the neutron emission. From
the preliminary results obtained for the angular distribution we
conclude that the evaluation should be repeated and include a
covariance analysis. In this way the energy-dependent neutron
detection efficiency may be calibrated with uncertainties of less
than 3 % applying this reaction. Similar results are to be expected
for tritium gas targets used for the reactions T(p,n) He and
T(d,n) He. Fortunately, the differential cross section does not
show such a pronounced structure, but on the other hand the
distortions due to the construction material increase. Here too, a
realistic Monte Carlo simulation is therefore to be recommended.
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Abstract
Neutron fields from charged particle reactions are

examined for their suitableness as standards. Very
accurate differential neutron production cross sections
are available from measurements of the associated charaed
particles, e.g. for the reaction 3H(p,3He)n, 2H(d,3He)n
and 2H(t,ct)n. However, these cross sections are usually
not available at those energies and angles needed in fast
neutron work. Therefore, measured neutron data over the
ranges of interest must be used. Bv applying the ratio
(or quasi-absolute) method reference cross sections of
reactions involving the same target were combined and by
exchanaing projectile and taraet nuclei the two taraet
types were combined, too. Thus unified differential cross
sections for the monoeneraetic neutron production by the
hydrogen isotopes are available which use simultaneously
all associated charged particle data of the three
reactions as cross section reference. An energy dependent
evaluation of all available data yielded cross sections
with a minimum total absolute error of less than 2 % .
This small uncertainty justifies the attempt to choose
some of these cross sections as fast neutron flux
standard. The procedure selecting these standards is
fully discussed. In addition it is shown how these
proposed standards can be connected throuah time reversal
with the n-fiLi and n-l°B standard.

Aside from absolute standards there is a need of
relative ones which can be used for easy calibration of
the energy response of neutron detectors. In energy
discriminating systems (e.g. time-of-flight systems) the
measurement of a single continuous standard spectrum
would be sufficient. Such a standard would be difficult
to transfer because of site dependent background
conditions. The dependence on the environment of the
source can strongly be reduced bv usina either resolvable
multiple line neutron spectra, allowing simple background
subtraction or by the employment of sources which deliver
neutrons in a narrow forward cone only. e.g. inverse
(p,n) reactions. The latter procedure depends on heavy
ion acceleration which is already availabe at several
installations. Presently, data on the candidates for such



standards are so sparse that one can only consider them
for future use.

At the moment a point-bv-ooint measurement of the
enerav response usina differential cross -sections of the
monoenerqetic neutron production bv the hydrogen isotopes
is state-of-the-art. By selecting optimum excitation
functions and anaular distributions this procedure can be
improved and standardized. Proposals toward this end are
presented which take into account the accuracy of the
reference cross sections as well as the practicability of
their application.

I. INTRODUCTION:
Nearly all absolute differential cross section

measurements with neutrons depend directly or indirectly
on a standard. Generally, these standards comprise
reactions used for neutron detection. However, there
appears to be a need for transferable standard neutron
fields. The main problem lies in the transferability
which is limited by the background originating from the
source (accelerator and target structure) and the
environment. Controlling the environment is in many cases
impractical if not impossible. Therefore, a negligible
background or the possibility to discriminate against it
is a necessity if the same neutron standard fields should
be employed at different installations.

From the experimenter's point of view several types
of neutron reference fields would be useful, e.g.

a) absolute "monoenergetic" neutron fields at
several energies to allow e.g. a straight-forward
•calculation of the flux at the location of the sample

b) a field with a well defined wide energy
distribution at the location of the sample (like the2S2Cf spectrum, used as a relative flux standard in
instrument calibration)

c) (relative) "monoenerqetic" standard neutron
angular distributions or excitation functions for use as
a step--by-step relative flux standard

d) other neutron reference spectra for special
applications.
The last group will not be discussed here further. Just
one example will be given: For difficult experiments,
like the measurement of double differential neutron
emission cross sections, it would be very beneficial to
have a reference spectrum available to check the
experimental procedure and the data reduction (multiple
scattering etc.) for systematic errors.

The discussion here will be resticted to neutron
fields . generated by charged particles from an
accelerator.

II. BASIC REQUIREMENTS FOR ACCELERATOR BASED STANDARD
NEUTRON PRODUCING REACTIONS.
Desirable properties of a standard neutron field

generated by accelerators are summarized in Table 1.

Table 1. Requirements for the Generation of Standard
Neutron Fields by Accelerators.

1. Data of standard: adeguate accuracy, moderate
dependence on energy and angle
2. Practicability:

a) Availability: easy access to target material,
proiectile type and projectile energy

b) Reproducibility: stable machine operation, well
defined and reproducible target construction,
controlled background situation

c) Simplicity: simple preparation and handling of
target: standard eguipment for measuring neutron
yield, solid angle, taraet thickness (evenness,
isotooic and chemical purity), (effective) beam
energy, (effective) anale, intensity of incoming
beam.

3. Directness: small and straiaht-forward corrections,
reliable input data for corrections.
4. Purity: no other disturbing radiations

Among these requirements the availability and
reDroducitailitv are most important. The others will loose
their importance in the course of time by refinements and
improvements in the measuring technique.

III. MONOENERGETIC NEUTRON PRODUCTION
The properties of a neutron field from monoenergetic

neutron sources are summarized in Table 2. Amid the
generally used reactions 7Li(p,n)7Be and 3H(o,n)3He would
be especially attractive, because their cross sections
can be connected to the n-ELi and n-10B standard by time
reversal of the standard and by applying the quasi-
absolute measuring method (]). In addition, the cross
section scale of 2H(d,n)3He and 3H(d,n)4He has been tied
to that of 3H(p,n);sHe (2). So it seems feasible to tie
monoenerqetic neutron production cross sections to the
n-6Li and n-10B cross sections with uncertainties of less
than 2 % using present day technigues. However, the



458 Table 2. Properties of the Neutron Field from Mono-
eneraetic Neutron Sources at the Location of the
Sample (or Detector):

1. Primary neutrons:
1.1. Neutron energy
1.1.1.Energy distribution (resolution)

1. Variation of acceleration voltage
2. Eneray straggling of charged particles in the

target (e.g.entrance foil and gas)
3. Energy loss in the active volume of the target
4. Inhomogeneities in the active (and in the up-

stream portion of the nonactive) volume of the
target

5. Energy spread from angular spread
a) divergence of charged particles (intrinsic

beam divergence, angular straggling)
b) divergence of neutron beam (finite aperture)
c) beam diameter

1.1.2.Energy definition
1. Calibration of mean beam energy
2. Mean energy loss in target (dependent on the

specific energy loss and the areal density)
3. Shift of mean neutron energy due to the kine-

matics of the reaction
a) Offset of assumed 0° from the charged particle

beam direction
b) Difference between effective and geometric

reaction angle due to the angular spread of the
charged particle beam (intrinsic divergence,
angular straggling in target) and of the
emitted neutron beam (finite aperture)

4. Mean emission angle with respect to assumed 0°
direction

1.2. Neutron intensity *)
1.2.1.Intensity distribution

1. Dependence of cross section on charged
particle energy

2. Dependence of cross section on angle
1.2.2.Mean Intensity

1. Areal density of active isotope
2. Absolute value of effective cross section
3. Solid angle

2. Secondary neutrons: **)
2.1. Intrinsic background (from target isotope)
2.1.1.Direct intrinsic background

1. Intensity distribution
2. Energy distribution

2.1.2.Inscattered intrinsic background (air, beam stop,
room)
1. Dependence on energy anisotrooy
2. Dependence on cross section anisotropv

2.2. Structural background
2.2.1.Direct structural background (dependent on set-up)

1.' From admixtures to the target isotope
2. From construction (entrance foil, backing,

beam-stop)
3. From the beam line upstream of the target

2.2.2.Inscattered structural background
3. Induced gamma rays: **)
*) Kinematics considerations similar- to those in 1.1

have been omitted
**) Most considerations of part 1 are also applicable

situation becomes less favorable, when the practical
realisation of an absolute standard neutron field bv
these reactions is considered.
A) Absolute Standards:

Because triton beams are generally not available,
the 2H(t,n)"He and 1H(t.n)3He reaction are not suited.
For an absolute standard, also 3H(d,n)4He and 3H(p,n)3He
do not gualify, because the accuracy in determining the
areal density of tritium in the target is insufficient.
Finally, lithium targets are usually so uneven that the
areal density at the location of the beam spot cannot be
determined reliably.

So, practicability rules out all but two reactions,
namely 2H(d,n)3He and 1H(7Li.n)7Be. Although heavy ion
beams are no handicap in neutron production any more, at
present time the 7l_i-1H reaction must be ruled out
because the p-7Li data (3) are not accurate enough (see
Fig. 1) so that only the 2H(d,n)3He reaction remains as
candidate for an absolute standard.

The following discussion will be restricted to gas
targets, because only these give the well defined areal
density reguired. However, when determining the actual
length of such a target, the flexure of the entrance foil
must be taken into account. In additon, the beam heating
must be corrected for. The corrections for the
interactions of the charged particle beam in the entrance
foil (energy loss, energy and angular straggling) .
decrease with energy and so the input data for these
corrections . become more reliable. For this reason the
projectile energy should not be too low.



Turning now to our candidate d-D we can see from
Fig. 1 to Fia. 5 a strong increase with -energy of

a) the (maximum) shape uncertainty in the
differential cross sections (3-6)

b) the relative energy spread from the kinematics
c) the chanoe in cross section at 0 ° because of

the finite opening angle
d) the (maximum) change in the differential cross

sections in case of a 0 * offset, and
e) the intrinsic background relative to primary

neutron intensity (3,7).
Contrary to that the energy dependence of the zero degree
cross section is guite small. It even drops with energy
(see Fig. 6) .

0.02 DÛS 0.1 02 0.5 1 2 5 10 20
PROJECT/LE ENERGY [MeV]
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Fig.1 Shape uncertainties of the differential cross sections for
ncnoenergetic neutron production. The full lines are worst case
figures derived frcm Refs.3 and 4, the other are estiinates based
on Ref.6.

En(0°)[MeV)
Fig.2 Energy dependence of the maximum geometric neutron energy
spread at O3 due to a 5° opening angle of the sample for projectiles
without energy spread.

0.2 0.'5 7.0 2.0 5.0 70.0
PROJECT/LE ENERGY [MeV]

20.0

Fig.3 Energy dependence of the percentage change of the differential
cross section for an angle change from CP to 2.5°. The dashed curve
is for the d-D reaction with an angle change from 0° to 1°.
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ce

PROJECTILE ENERGY [MeV]

Fig.4 Maximum percentage change in the differential cross sections
at the given projectile energy when the 0° position is offset by
0.1 degree.

30

03
9 10

Fig. 5 Signal-to-noise-ratio SNR fron the intrinsic background of
the p-T and d-D reaction at 0° in dependence of the primary neu-
tron energy.

PROJECTILE ENERGY (MeV]

Pig.6 Percentage change of the 0° cross section for a 1% change
of the projectile energy. Use the right hand scale for the

reaction.

From all this it is evident that the deuteron energv
for a standard neutron field by the d-D reaction should
be less than 10 MeV. On the other hand- low energies must
be avoided, because otherwise the (energy and angular)
dispersion of the charged particle beam in the entrance
foil is difficult to correct for.

Therefore energies near 5 MeV seem the best. From
Table 3 it can be seen that total absolute uncertainties
of less than 2 % can be expected for the differential
cross sections at 5 MeV.

In add!ton the 0 ° excitation function between 5 and
14 MeV can be considered as a standard. The shape error
in this energy range is about ± 1 % and the total
absolute error of each point close to ± 1.5 % .



Table 3. Uncertainties and Corrections of the
Differential Cross Sections of'the d-D Reaction

Enerav
Uncertainties:
Shape Uncertainty
of Diff. Cross Section
(Max.) Uncertainty From a
0.1° Anaular Shift

4 MeV

1.2 %

1.0 %

Scale Uncertainty Resulting 0.6 %
From the Enerav Uncertainty *)
Basic Scale Uncertainty >1.0 X

5 MeV

1.0 %

1.2 %

0.5 %

1.0 %

6 MeV

1.0 %

1.3 %

0.4 %

1.0 %

Total Cross Section Uncertainty >2.0
Corrections:

I.'' % 2.0 %

Relative Energy Spread
From a 5° Opening Angle
Relative Intensity Drop
From 0° to 2.5°

0.15 % 0.20 % 0.26 %

1.25 1.5 % 1.75 %

*) 0.2 % of accelerating voltage + 10 % of energy loss in
5.3 me/cm2 molybdenum foil.

8) Relative Standards:
The main application of relative standards is the

calibration of the energy response of detectors.
Monoeneraetic sources can be used for this purpose in a
step by step fashion, either by using angular
distributions or excitation functions. The latter
requires that the target thickness at the location of the
beam remains constant. So solid targets cannot be used
easily, and the excitation function of p-7Li is of
little use. Besides the strong energy dependence (Fia. 6)
makes a use below 2.5 MeV very questionable .

Reference angular distributions should be chosen at
those energies where the energy dependence (Fig. 6) and
the angular dependence (Fig. 4) are not serious.
Presently, for accuracy reasons, p-7Li must be excluded
(see Figs. 1 and 7). Angular distributions of the P-T
reaction between 2.8 and 4.2 MeV and between 10 and 14.5
MeV have small shape uncertainties (± 2 %) and a
reasonable small enerqy dependence. However, presently
the zero degree offset at 3.1 MeV may be as big as 0.6 *
resulting in an additional maximum shape uncertainty of
2.4 % (see Fig. 8).
For the d-T reaction the shape uncertainty is less than
2X for enerqies below 1.1 MeV and between 5.4 and 12.4
MeV, with minima at 7 and 10 MeV. Therefore relative
standards should be chosen in these enerqv ranaes.
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From the same figure it can be seen that also the
p-T excitation function reguires a guite accurate energy
determination over most of the energy range. ( See (8) for
a recent discussion of energy calibrations.) So it is not
well suited for general use. However, the d-T reaction is
another candidate: between 6 and 11 MeV the shape
uncertainty is ±1 %, increasing to ±3 % at 2.5 MeV and
at 16 MeV (2.6) .

Pig.7 Differential cross sections of Li(p,n) Be at 2.4 MeV usingthe reoamvended Legendre coefficients of Ref.3. The worst casealternative solution (± 0.030 uncertainty of the coefficients) isshown, too.
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2H(d,n)3He
Of OFFSET

3H(ptn) 3He
0.6" OFFSET

30 60 90 120
QLab N

750

Fig.8 Angular dependence of the percentage change in the differential
cross sections for ̂ (d.nJ-Tte at 5 and 6 MeV and for ̂ (pjn̂ He at
3.1 MeV when the O° position is offset by 0.1° and O.6°, resp. .

IV. NEUTRON ENERGY DISTRIBUTIONS
Standard neutron enerav spectra would be very useful

for detector calibrations. Obviously, it is very
advantaaeous to calibrate the detector in the actual
measuring geometry, i.e. to use an accelerator source
rather than a radioactive source (e.g. 2S2Cf.) As was
discussed before, the transferability of such a standard
depends on the insensitivity to background. Thereforetwo approaches should be considered:

sources with a continuous neutron spectrum withneutron confinement in a forward cone
sources with several (resp. many) lines which allowbackground subtraction.

A) Continuous Spectra:
From a practical view point a reference spectrum to

be used with "14 MeV" neutron generators would be
especially useful. This would require exothermic
reactions e.g. (d,n). However, the background emitted in

a solid angle of 4 ir would prevent the transfer of such a
field. Besides. (d,n) reactions with the elements carbon
and oxVgen (which are freguent impurities in samples),
will contribute unreproducible background. A further
complication is the self target build-up contributing
background by the d-D reaction.

Endothermic two body reactions emit neutrons only
into a forward cone for projectile energies Eo between
the threshold energy Etn and that energy at which the
center-of-mass velocity of the neutron becomes as big as
the energy of the center of mass. The half angle 6 of
this cone at the projectile energy Eo can be derived from
the (nonrelativistic) eguation

sin 9 = M2-M4
M1 -M3

Eth
V

The masses Mi are those of the projectile, the target,
the neutron and of the residual nucleus, resp..
Expressed in neutron energy En at 0
becomes (nonrelativistically)

En ,,.M2> M3+M4

this formula

At a given zero-degree neutron energy En the collimationwill become the narrower
a) the smaller M2 is with respect to Ml
b) the smaller the total mass is
c) the bigger the absolute value of Q is.
As long as the proiectile energy Eo stays below the

threshold for 3-body neutron production, all the
intrinsic neutrons are contained in this cone with a
maximum opening angle according to formula /2/. Then, by
completely stopping projectiles with an energy Eo in a
target, a reproducible continuous neutron spectrum at 0°
with a maximum energy En is obtained.

Table 4 summarizes relevant reaction data in the low
Z range. Unfortunately, condition a) restricts candidates
more or less to inverse (p,n) reactions if a maximum
neutron energy of at least 10 MeV is aimed at. So gas
targets of considerable length must be used for stopping
the beam completely . In addition, the entrance foil will
contribute background, the seriousness of which isdifficult to predict.

Presently, only few installations would be able to
accelerate the heavy ions to energies reguired for 14 MeV
neutron production. Fig. 9 shows that the machine energy
must be the higher the narrower the cone is (in
accordance with condition c) from above). Observe also
that the minimum energy in the distribution increaseswith decreasing opening angle (see Table 4).



Table 4. Reaction Data

Reaction Threshold

Ep (MeV) E n (MeV)

V

V
V

V

V
1H(

V

V

V

t ,n)3He 3.
7 Li ,n ) 7 Be 13.
10Be,n)10B 2.
10B.n)10C 48.

B , n ) C 32.
1 4C,n) 1 4N 9.
14N,n)140 38.
15N,n)150 56.
180,n)18F 45.
19F,n)19Ne 79.

4He(160,n)19Ne 60.

a)
b)

c)

L i m i t for 3-body
Energy of second

051

095

478

492

967

323

302

177

980

824

646

0

1

0

4

2

0

5

3

2

3

2

.573

.439

.206

.031

.534

.584

.533

.316

.310

.821

.487

1 break-uo with
neutron group

Maximum energy for

B) Mult i l ine

for Contained Emission of Continous Neutron Spectra at 0

En=10 MeV En* 14 MeV Upper Limit3)

E (MeV) 9m(deg) En¥ (MeV) b ) Ep(HeV) SJdeg) En i t(MeV)b ) E (MeV) E n (MeV)

14.

31.

59.

51.

44.

96.

75.

75.

99.

71.

875

-

299

190

068

653

245

067

360

728

842

63

-

73

25

36

62

16

30

38

26

59

.1 0.033

-

.7 0.004

.2 1.625

.5 0.643

.8 0.034

.7 3.061

.1 1.100

.6 0.534

.5 1.460

.0 0.059

20.180 67.1 0.024 25.011

- , - - 25.732

43.297 76.2 0.003 51.267

69.797 33.5 1.161 92.284

63.449 43.9 0.459 122.986

60.532 66.9 0.025 121.821

108.677 25.7 2.187 157.248

90.636 38.1 0.786 172.138

94.454 45.3 0.3S2 129.284

118.389 34.8 1.043 149.908

17.640

8.184

16.659

21.924

32.659

29.449

27.298

33.806

21.156

20.386

76. 988° 'l2. 435

9m(deg)

69.6

44.5

77.2

43.5

58.8

73.9

41.5

55.1

53.4

43.1

90.0

neutron emission
at 0°, ah from 180° mLab c.m.

containment of the neutrons a<
c<
tt
tl
ni
Tl
tt
pi

Spectra: . . . . . . . . . t ;Ï T t h e structure in the background is wider than the
enerav resolution, usually, a reliable background
subtraction under isolated peaks is possible. Therefore,
a detector calibration at a number of discrete energies
could be performed using a calibrated multiline spectrum.
A reaction with many lines, well resolvable, and with
small energy dependence of the cross section near the
enerav of interest must be found. The spectrum should
extend to rather high energies, e.g. 14 MeV. The latter
demand suaoests positive Q-value reactions (e.g. (d,n)
reactions).

To provide intrinsically clean conditions, the
proiectile enerav must not be much above the threshold
for 3-body neutron production. Therefore, the low

... disintegration energy of deuterons limits the maximum
4W attainable neutron energies in (d,n) reactions. Besides.

IN

15r

70-

5- t inverse (p,n)
o inverse (*tn)
x (t.n)

30 60 90

Fig. 9 Maximum opening angle 6~ of the contained neutron beam versus
minimum terminal energy of a Tandem accelerator when producing 14 and
16 MeV neutrons by the reactions of Table 4. The curves are only meant
to guide the eye.

mentioned above, oxvaen and carbon impurities
contribute background in (d,n) reactions. A wav out seems

inverse (d.n) reaction. Higher neutron energies at
the same center-of-mass energy are obtained and the
neutron energies from excited states are farther apart.

necessary projectile energies are moderate so that
thev can be provided bv many accelerators. The main
problem will be the target, both in the case of gas
targets (entrance foil and beam stop) and in the case of
solid targets as well. However, in the case of gas
targets a background run with the empty cell might give
an adeguate correction.

If a smaller energy range is acceptable (p,n)
ractions can be chosen. By using structural materials
(e.g. for beam stops) with high (p,n) threshold (like2aSi(9),S8Ni, etc.) clean background conditions can be
obtained. As shown above, inverse (p.n) reactions reguire
too high machine energies to be considered for general
use, although they produce an optimum neutron field:
neutrons of discrete energies, contained in a forward
cone. According to formula /!/ the neutrons from the
excited states are even stronger collimated than those
from the ground state. For lower neutron energies the
reaction JH(7Li,n)7Be (10) can be useful. At 25 MeV
(below the break-up threshold) 4 neutron lines occur at



464 eneraies of 7.85. 6.39, 0.48 and 0.27 MeV which miaht be
sufficient in some cases. The relation between the
projectile enerav and the 4 neutron energies is shown in
Fia.10.
Table 5. Kinematics Data for Selected Multiline Neutron

(All eneraies in MeV)
Reaction Type 2-Bodv Reaction 3-Body Neutron Reaction

Q En(0°)*) Threshold Q
14C(p,n)14N
11B(p,n)11C2H(13C,n)14N
2H(27Al,n)28Si2H(30Si,n)31P
2H(31P,n)32S2H(10B,n)11C
2H(9Be,n)10B
*) Maximum zero-degree neutron enerav at the 3-body

threshold energy

-0 . 626
-2.764
5.326
9.361
5.072
6.640
6.466
4.361

8.138
8.558
13.236
13.288
13.561
8.836
10.895
4.̂ 08

8.765
11.341
16.587
8.987
35.331
5.057
6.442
0.547

-8.177
-10.310
-2 . 225
-0.624
-2.225
-0.30e»
-1.07*
-0.100

50r

Fig. 10 Energy relations and maximum opening angle (right hand scale)
for the 4 neutron lines of the lH(7Li,n)'Be reaction.

Table 5 summarizes data for selected multiline
neutron spectra. At lower eneraies 14C(p,n)14N (11) and
11B(p,n')11C (12) give reasonable spectra, amona the
inverse (d,n) reactions the followina reactions werp
conspicuous:2H(13C,n)14N (13,14), 2H(27Al,n)28Si (15,16),
2H(3°Si.n)3lP (17),2H(31P.n)32S (17),2H(10B,n)*XC (18,1*)
and 2H(9Be,n)10B (20,21). Other candidates that seemed
suitable but were dropped later on because of too low
yield, dense levels or because of exothermic break UP
with neutron production are 29Si(t,n)31S (22),
38Ar(d.n)39K (23). 170(d,n)18F (24), 180(p,n)18F (25).19F(d,n)20Ne (26) and 23Na(d,n)24Mq (26-28).

V. CONCLUSION
At present time only cross sections of the

2H(d,n)3He reaction can be recommended for an absolute
standard. For relative standards cross sections of both
3H(d.n)4He and 3H(p,n)3He can be considered. The accuracy
of the 7Li(p,n)7Be cross sections is not at all
satisfactory vet.

There are no neutron energy spectra available which
fullfill all the requirements of a standard. Potential
candidates for standards of continuous and multiline
spectra are presented. Their practical realisation with
an adequate accuracy is still open. If a standard
multiline enerqy spectrum is chosen, it can at the same
time serve as a neutron energy standard.
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ABOUT 237Np FISSION CROSS-SECTION STANDARDIZATION

A.A. GOVERDOVSKIJ
Institute of Physics and Power Engineering,
Obninsk,
.Union of Soviet Socialist Republics

2*57Past neutron-induced fission cross-section of Np2 38is twice as much U fission cross-section, therefore it
may be more convenient for neutron flux monitoring in the
threshold cross-section measurements ( En>5 MeV ). Howe-
ver, there are any complications:
a) energy dépendance of 0"» is more complicated, than 6"c ;P -37 T rb) J Np samples are more 06 and },$ -active ;
c) illustrative comparisons of the evaluated result of
6j (Np-237)/ 6J:(U-235)fR5 with some measured values2"11

are given in Figure. Prom Pig. it can be seen that all re-
sults »3»4,5,S, are ^n good agreement with the shape of
the Np-237:U-235 ratio, but there are a great systematic
absolute scatter of point groups. There is a 5-10% ten-
dency for the values '^' to be systematically highero o o -i Q nthan the results 'J'°' . Absolute value is in good ag-
reement with the second group. The measurement include
high methodical uncertainties. Thus, the total uncertain-
ties of the nuclear data about Ç) L are higher than 0 f ',238d) J Np fission probability is relatively high near ob-
servational threshold ( En ̂  0,5 MeV )2)12,that may be ve-
ry important for using of the high backgraund neutron so-
urce.
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RECOMENDA.TION
238T1. The fission cross-section of U is more reliable

2 37standard cross-section, than Np (a,c,d).2362. It is very reasonably to use of the the U fis-
sion cross-section for more effective neutron flux



466 monitoring with the 1-1.5$ accuracy. The shape of thise
cross-section is simple and subthreshold fission pro-
bability is very low.

fission cross-section ratio;
O - 2 ,O- 3 ,0- 4 ,M- 5 ,X- 6 ,-f - 7 ,
V - 8 ,£-9 ,•- 10, A- 11, —— - ENDF-B/V
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APPLICATION OF THE DUAL TfflN SCINTILLATOR
NEUTRON FLUX MONITOR IN A 23SU(n,f) CROSS-SECTION
MEASUREMENT

M.S. DIAS, A.D. CARLSON, R.G. JOHNSON, O.A. WASSON
National Bureau of Standards,
Gaithersburg, Maryland,
United States of America

WORKING GROUP SESSION III
Abstract

The f i s s i o n cross section for 2 3 5U was measured over the 1 to 6 MeV
energy range u s i n g the N a t i o n a l Bureau of Standards neutron t i m e - o f - f l i g h t
f ac i l i t y at the N8S 100-MeV electron l i n a c . The recently developed dual t h i n
scinti l lator (DTS) neutron detector was used as the neutron f l u x monitor. The
OTS f l u x monitor was placed ~ 200 m from the source. At ~ 69 m on the same
f l i g h t path a well-characterized f i s s i on chamber c o n t a i n i n g ~ 100 yg/cm2 of
235U was located. The background for both detectors was reduced to n e g l i g i b l e
levels. Two parameter da ta (pu l se height and t i m e - o f - f l i g h t ) were taken for
both detectors w i t h a computer based system. Since the experiment was devised
p r i m a r i l y to v e r i f y the accuracy of the DTS detector as an absolute neutron
f l u x moni to r , only moderate energy reso lu t ion was p l a n n e d ( A E / E = 10%). The
cross section unce r t a in ty obta ined was ~ 2%.

INTRODUCTION
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Recently a new concept in neutron flux monitors employing proton recoil
scintillators has been developed at NBS. The detector, which is called the
dual thin scintillator (DTS) neutron detector1 uses a thin plastic scintil-
lator to keep multiple scattering corrections small. A second thin plastic
scintillator is used to experimentally eliminate the pulse height distortion
due to proton escape.

The DTS detector has been calibrated using the time-correlated
associated-particle technique and Monte Carlo simulations. To further test
the DTS detector as a neutron flux monitor, it has been used for this purpose
in a measurement of the 235U neutron-induced fission cross section over the
1-6 MeV range. The measurement is closely related to the 0.3 to 3.0 MeV



468 measurement using the NBS Black Detector as the neutron flux monitor.2 For
the present measurement the OTS detector was placed at the same position as
the Black Detector.

Since this measurement was devised primarily to verify the accuracy of
the DTS detector as an absolute flux monitor, only moderate energy resolution
was planned (AE/E * 15%).

This report presents preliminary results of the measurement. These
results may be subject to minor revision and should not be used until final
corrections are made.

EXPERIMENTAL METHOD

OTS Neutron
Detector

Shielding 235U Fission
Chamber Shielding

Beam
Col 11 motor

LINAC
Target

200m 69m 0 m

A general description of the NBS Neutron Time-of-Flight Facility has been
described prev ious ly . 3 The present measurements were made at the 200-m flight
path of this fac i l i ty as shown in Fig. 1. The larqe parallel-plate ionization
f iss ion chamber1* with 170.9 ± 2.0 mg of 235U was located at 69.466 m from the
neutron producing target. The absolute neutron fluence was monitored by the
DTS detector located at 200.765 m. The NBS linac operated wi th a 30-ns pulse
width, 720-Hz repetition rate, and with 1.7 kW on target.

Details on the design and calibration of the DTS detector, which is shown
in Fig. 2, have been described in a recent paper.1 A brief summary fo l lows.
The detector consists of two thin NE110 plastic scint i l lators optical ly
separated from each other and independently coupled to photomultiplier tubes.
The two scint i l lators are 0.2565 cm in thickness and 4.70 and 4.90 cm in
diameter. Each scintiHator is coupled to a pair of photomultipliers by a
rectangular (5.3 cm by 12.0 cm) plastic light guide. The primary advantage of
this detector concept is that all calculated corrections to the efficiency are
kept smal l . For a thin scinti l lator mult iple scattering corrections are
small. Although distort ion of the proton recoil spectrum due to escape of
protons is large for a single thin sciintillator, the use of a second
scintillator experimentally eliminates this correction.

The absolute efficiency of the DTS detector has been calculated for the 1
to 15 MeV range using Monte Carlo techniques. The efficiency was also
measured at 2.44 MeV and 14.0 MeV using the time-correlated associated-
particle technique at the NBS 3-MV Positive-Ion Van de Graaff. The agreement
between the calculated and measured efficiencies is < 1.7%.

1. Experimental geometry for the 235U neutron-induced cross-section
measurement.

PMT2

Aluminum
Window
(54 ym)

Aluminum
Reflector Foil̂

(6.6 pm)

Neutron Beam

Scintillator 1 (NE110)

Guide

PMT's (3 and A)

Scintillator 2 (NE110)

PMT 1 0 5
L 1 I I *—__...-!

cm

2. Geometry of the dual thin scintillator (DTS) detector.



Shielding for the DTS detector at the 200-m flight path consisted of 20
cm of Pb and 20 cm of borated-polyethylene. The'neutron beam was collimated
to an area of 1.1459 cm2 incident on the center of the scintillators. Time-
independent background was measured by opening a time gate just before the
next beam pulse. The largest potential source of time-dependent background
was due to high-energy neutrons scattered by the detector then scattered back
later in time by the shielding. This source was eliminated by opening the
time gate for these high energy neutrons and operating in a one stop per start
mode.

DATA ANALYSIS

Data from both the fission chamber and the DTS detector were taken in
two-parameter mode (pulse-height and time-of-flight). The data were analyzed
by a comprehensive computer program that calculated the fission chamber and
DTS detector yields (corrected for dead time and background). The neutron
detector yields were then normalized to match the time width and flight path
at the fission chamber. The neutron fluence was determined for each time-of-
flight channel by correcting for detection efficiency and neutron attenuation
in materials between the fission chamber and the neutron detector. The latter
correction was made using cross sections from ENDF/B-V.5 Also, the neutron
yields were smeared by a Gaussian function to match the broader time
resolution of the fission chamber. Ratios of the corrected fission chamber

•and neutron detector yields were multiplied by the appropriate scale factor to
give the 235U(n,f) cross section per time-of-flight channel together with its
statistical uncertainty. The data was then grouped into the desired energy
intervals.

The efficiency of the DTS neutron detector was calculated using the
following interpolation formula:

B H i 2 c 3 H (1)

where eß is the biased efficiency, <JH is the hydrogen elastic cross section,
CTÇ is the carbon elastic plus inelastic cross section, and A^ are fitting
constants. The parameters of Eq. (1) were determined by fitting the Monte
Carlo calculat ions of the efficiency for a 30% energy bias. The calculat ions

469 wer~e in turn normalized to the associated-particle technique calibrations.

05
CO

oL.
O

1.4

1.3

1.2

1.0

DTS Detector

Black Detector

ENDF/B-V

1.0 2.0 5.0 6.03.0 4.0

Neutron Energy (MeV)
3. 235U(n,f) cross section in the 1-6 MeV range.

Circles - DTS detector as the neutron flux monitor.
Triangles - Black Detector as the neutron flux monitor.
Solid line - ENDF/B-V evaluation.
The error bars represent statistical uncertainties only.

RESULTS AND CONCLUSIONS

The data were grouped so that the energy resolution AE/E was
approximately 10% throughout the energy range (1.45 to 6.00 MeV). The
statistical error which is obtained with this grouping is ~ 1.0% at the lowes
energy and increases to ~ 1.9% at the highest energies. At this time the
systematic errors have not been fully evaluated, nevertheless, they will be
dominated by the DTS detector efficiency uncertainty (approximately 1.7% at
low energies decreasing to 1.1%) and by uncertainty in the 235U mass
(approximately 1.2%).

In Fig. 3 the preliminary results of the present experiment are
presented. The error bars are statistical uncertainties only. Also shown ar



470 partial results from the NBS measurement using the Black Detector as the flux
monitor and the ENDF/B-V evaluation. In the region of overlap there is good
agreement between the two measurements but both results are somewhat lower
than ENDF/B-V. Above ~ 2.5 MeV the present results are in reasonable
agreement with ENDF/B-V.

It must be emphasized that this is a preliminary report. Systematic
corrections and their uncertainties have not been finalized. Careful
evaluation of these corrections can cause changes in these results by ~ 1.0 %.
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INVESTIGATION FOR A PRECISE AND EFFICIENT NEUTRON
FLUENCE DETECTOR BASED ON THE
n-p SCATTERING PROCESS
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Abstract
An ionization chamber with Frisch grid is used to detect the
recoil protons induced by fast neutrons in an advantageous 2ir-
geometry. The working principles of the detector are explained.
Recoil proton spectrum measurements are made at several incident
neutron energies below 2 MeV using four radiator foils of different
thicknesses. These measurements permit a proton energy calibration
of the detector and the determination of proton stopping powers
for the radiator foil material. Proton recoil spectra are inter-
preted by Monte Carlo calculations with the aim of understanding
closely the spectrum shape and to obtain the total number of proton
recoil s.

INTRODUCTION

A feasibility study for a neutron fluence detector working on the basis
of the neutron,proton or perhaps on the n-carbon scattering process is
in progress. An ionization chamber with Frisch grid is used to measure
the recoil particles emitted from a radiator foil positioned coplanar
with and in the centre of the circular chamber cathode. This detector
is intended to be used-as an absolute neutron fluence detector in
measurements of neutron standard cross sections. The detector study
should of course reveal with what accuracy the neutron fluence can be
measured and which neutron energy range can be covered. At present these
questions cannot be answered, but the investigations done so far and
the difficulties encountered will be reported.



EXPERIMENTAL SET-UP

The experimental set-up as it was used in test measurements is shown in
Fig. 1. The cathode of the chamber which supports on one side a radiator
foil and on the other side an uraniutn-tetrafluoride layer was positioned
at a distance of 10 cm from the neutron producing target of the 7 MV Van
de Graaff under the zero degree direction with respect to the incident
proton beam. In beam direction there is the Frisch grid at a distance of
2.5 cm from the cathode and the grid is followed in 0.6 cm distance by the
recoil chamber anode. In backward direction there is at present a parallel
plate iomzation chamber to detect the fission fragments from the UF^-layers.
From the recoil lonization chamber two signals per recoil are registered.
The first, the anode signal q is proportional to the recoil energy

q a - E W

The second signal obtained from the cathode q is a function of the recoil
energy E, the cos i» of the emission angle with respect to the normal of the
cathode and of the quantity X(E,A,Z).

. X ( E.A.Z) .cos
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FIG. 1

Experimental set-up to study proton recoil ionization chamber.

(2)

A is the atomic weight and Z the electric charge of the recoil, D the
distance between cathode and grid, X(E,A,Z) the distance from the origin
of the recoil track at the cathode to the centre of charge of this track.
The quantity X(E,A,Z) depends on the particle type and energy and on the
position of the origin of the ion trace if the trace does not start at
the cathode. The registration of these two signals for one event permits
therefore a rather effective background discrimination by selecting an area
of interest for the recoils in a two dimensional representation on the plane
formed by the anode signal q= and by the ratio of cathode to anode signalsa

qc/qa * (1 - X(E ' j j 'Z) -cos *} (3)

Fig. 2 shows such a bi-parametric spectrum for recoil protons measured
at 1.895 MeV incident neutron energy which shows a clear ndge for the
recoil protons. The largest sensitivity with respect to particle type and

PROTON AREA

FIG. 2

Background subtracted bi-parametric proton recoil spectrum. The events are
plotted versi
signals q./q,.

l* u

plotted versus the anode signal q. and versus the ratio of cathode to anode
a



472 cos tf for this detector one obtains for the condition

X(E ,A ,Z ) » D (4)

where R0 is the range of the recoils at zero degree.
Therefore the range of the zero degree recoils should be just as long as
the distance D between cathode and grid.

This condition between range and cathode grid distance leads us to look for
the dependence of the range of the recoils in the counter gas as function
of energy. Fig. 3 shows in a radial plot for the forward emission angles
the proton and carbon recoil ranges for different incident neutron energies.

RADIAL PLOT OF RECOIL RANGES IN ARGON

n-i;C scattering
( ranges are multiplied by 10 )

En 10 MeV-
7 MeV-
5 MeV-
3MeV-
2 MeV-
I MeV-

FIG. 3

Radial plot of proton and carbon recoil ranges in argon at NTP for incident
neutron energies as marked.

The range for protons between 0.1 MeV and 5 MeV in argon at NTP changes
between about'0.3 cm and 35 cm. For a fixed distance of D = 3 cm this requires
a pressure range between 0.1 and 12 bars. For comparison the carbon ranges
are also plotted. They are much shorter than the proton ranges, e.g. only
0.45 cm at 5 MeV. The better knowledge of the angle integrated neutron
scattering cross section of carbon compared to the n-p cross section, 0.5 %
and 0.9 % respectively, and the simple composition of a carbon layer compared
to tri stearin or any other hydrogen containing sample would be advantages of
a carbon recoil detector. However, there are also some important facts which
are very much in favour for the n-p detector, like higher countrate in the
same neutron flux for the same relative energy losses of protons and carbons
in their respective radiator foils as well as the much simpler angular
distributions for the n-p process. Therefore at present we are looking only
for the n-p process.

TEST MEASUREMENTS

In order to check energy linearity of the response and to understand the
operation of the detector more clearly, measurements with tristearin radiator
foils were performed at the incident neutron energies of 0.297 MeV, 0.597 MeV,
1.096 MeV, 1.495 MeV and 1.895 MeV. The tristearin radiator foils which

-2 ?were used in these measurements had thicknesses of 0.148 mg.cm , 0.323 mg.cm ,
0.370 mg.cm" and 0.625 mg.cm"2. A set of recoil spectra taken at 1.895 MeV
with an argon + 55» CO- gas pressure of 3 bar are shown in Fig. 4. One sees
the long plateaus of the proton recoils and, at lower energies, the recoils
of the carbon and oxygen ions which are also present in the tristearin and
in the counter gas. Fig. 5 shows the according background subtracted proton
recoil spectra. Here the sample thickness effects can be clearly seen. In
the thickest radiator foil for example a recoil proton at zero degree with
respect to the normal of the cathode can loose about 10 % of its energy at
a 1.895 MeV incident neutron energy.

An interpretation of the shape of the recoil spectrum is needed in order to
be able to obtain from the measured spectrum the total number of proton
recoil events which took place in the radiator foil. For this purpose it is
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FIG. 4 PULSE HEIGHT

Recoil spectra measured with three tristean'n radiator foils of different
thicknesses at 1.895 MeV incident neutron energy.
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PROTON SPECTRA
En = 1 895 MeV

t
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FIG. 5

Proton recoil spectra, background subtracted.
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needed to have a calibration between proton energy and channel number and
to check the linearity of the detector response with the proton energy. There-
fore, from all the measurements, which were made with the same gas pressure
of 3 bar, the channel numbers at half the fall at the high energy end of each
spectrum were evaluated as indicated in Fig. 6. The results of these
evaluations are shown together in Fig. 7. For each incident neutron energy
the radiator thickness of a measurement is plotted versus the above mentioned
channel value. The measurements at each neutron energy, done with different

radiator foil thicknesses, were extrapolated to zero foil thickness to obtain
the channel value which corresponds to the average incident neutron energy
or to the corresponding proton energy. The above four calibration points at
0.597 MeV, 1.096 MeV, 1.495 MeV and 1.895 MeV together with the zero point
show linearity within the experimental errors. The accuracy of the proton
energy calibration above 0.5 MeV is better than 0.5 %. This is shown by a
least squares fit through the experimental results.
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530 570
CHANNELS

FIG. 6
Upper end of proton recoil spectrum is shown. CH1 ,~ is the channel for
which the number of protons has dropped to half the height of the plateau.

The rises of the straight lines in Fig. 7 give the stopping powers of
protons in tristearin at the energies corresponding to the incident neutron
energies. Fig. 8 shows a comparison of the experimental stopping powers
with values of refs. 1 and 2. Below about 1 MeV there is a real discrepancy
between the stopping power of réf. 2 and the two other data sets.

FIG

.!£= (769*109) keV.mg''cm2d x
.aiL*<362î38)k*V mg"'.cdx

90 ISO 160
CHANNEL NUMBER

170

The full points are the channels of the recoil spectra where the proton number
dropped to half that at the plateau for different radiator foil thicknesses
and neutron energies. The measurements at each neutron energy are plotted in
a subsection. The full lines represent least squares fits through the
experimental points when the number of measurements is larger than 2. At
0.297 MEV the full line is determined by the one measured point and the proton
energy calibration as obtained from the other four energies.

INTERPRETATION OF PROTON RECOIL SPECTA

For understanding more closely the spectrum shape and to obtain the total
number of proton recoil events which took place in the foil, the experiment
was simulated by Monte Carlo calculations. The calculations considered the
TiT target thickness, the neutron emission angle and the according kinematics,
the nominal thickness of the radiator, the n-p scattering law, the energy

loss of the protons in the radiator as well as the electronic resolution of
the detector. For the stopping power of tristearin data were used which
follow below 2 MeV the own measurements and which, below 200 keV, approach
and then follow the data of réf. 1. This curve is shown in Fig. 8 as a
dashed line. Fig. 9 now compares the Monte Carlo spectrum for 1.895 MeV
incident neutron energy with the experimental spectrum measured with the

f\

thickest sample of 0.625 mg-cm tristearin at the same neutron energies.
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FIG. 8

Stopping power of tristearin is plotted versus proton energy.

In both spectra always 10 neighbouring channels were added in order to have
less statistical fluctuations. It is seen, that the shapes of the spectra,
full line experiment, dotted line Monte Carlo spectrum, agree nicely down to
about 0.9 MeV. Below that energy the spectra deviate up to 7 % or in area
by about 1.5 % as indicated in Fig. 9. This discrepancy cannot be explained
by the uncertainties in the stopping power of tristearin. It is possible
that inhomogeneities of the tristearin layer, which are up to 250 %, as ob-
served with a microscope, are one important reason for the mismatch between
Monte Carlo model and experiment. The inhomogeneities are formed by cristalli-
zation during the evaporation process. For layers with such extreme inhomo-
geneities the I/cos tf-law for the path length to be passed by the protons on
their way in the radiator is then not valid and can cause the
observed difference in spectrum shape. In the investigation of alpha active
actinide layers it is seen (3), that a strict I/cos <5 dependence for the
average path length.which is to be passed by alphas emitted under an angle tf
with respect to the normal of the layer, is only valid for homogeneous
layers. For inhomogeneous layers with corns and crystals the dependence on
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5 400.oo
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Comparison between experimental and Monte Carlo spectra.

cos <> is much weaker. Therefore, Monte Carlo calculations were performed
with the extreme assumption of no dependence of the path length on the_pemission angle. The result of this calculation for the 0.625 rag-cm thick
tristearin radiator at En = 1.895 MeV is shown in Fig. 9 with a full but thin
line. This line lies now above the experimental spectrum as one would expect
from the extreme assumption made.
Some reservations should be made also with respect to the isotopic composition
of the radiator material which might not correspond to the stechiometric
composition of tristearin (£57^1i00g).

CONCLUSIONS
The measurements have to be repeated with homogeneous radiator foils. Also
other chemical compounds should be tried as radiator material. The 0.9 %
accuracy of the n-p angle integrated standard cross section is not sufficient
if one aims accuracies below 1 %. Other possibilities to circumvent the
use of the values of the n-p cross section should perhaps be investigated.
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ASSAYING OF 23SU FISSION LAYERS FOR
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Abstract
An ionization chamber with a Frisch grid is used to determine both the
energy (E) of the charged particles emitted from the sample positioned
coplanar with the cathode, and the cosine of the emission angle (t>) with
respect to the normal of the cathode. Using the combined information on
cos i> and E, problems in particle counting due to sample absorption and
scattering effects can be circumvented and sample source strengths are
readily determined to an accuracy of 0.3 %. However, it is emphasized
that the source strength can be determined from the particles emitted in
a large solid angle close to 2n steradian, which means a considerable
higher efficiency than for the conventional low geometry counting tech-
niques. Moreover the present method, within reasonable limits is insensi-
tive to source shape and thickness homogeneity.

The technique will be illustrated by measurements of alpha particles
and fission fragments emitted from a set of four vacuum evaporated UF,,

235three electrodeposited and one suspension-sprayed U^Og layers.

INTRODUCTION

Assaying of samples to be used in nuclear measurements rarely involves
only a determination of the mass and the isotopic composition of the sample
material. A useful sample must also be characterized by its thickness .
homogeneity and effective thickness so that the energy losses which the
studied nuclear particles suffer in the layer can be estimated. For nuclear



cross section measurements where a är measuring geometry is used, e.g. fission
cross section measurements, the above sample qualities are very important
for a correct determination of the number of induced events lost by absorption

1 2^in the foil. In two recent papers ' ' we presented a method for charged
particle counting employing energy and angle information from gridded ion
chambers. It was demonstrated that the simultaneous measurement of cosine
of the emission angle a with respect to the normal of the' layer and the
charged particle energy circumvented problems in particle counting due to
sample absorption and scattering effects. Using this technique sample source
strengths are readily determined to an accuracy of 0.3 %. Moreover the source
strengths can be obtained from the particles emitted in large solid angles
close to 2n retaining the high counting efficiency of the ion chamber. The
purpose of the present paper is to further illustrate the capabilities of the
technique and especially to show how the technique can be used to investigate
the quality of U sample layers.

EXPERIMENTAL DETAILS

The present investigations were based on a gridded ion chamber where signals
from the anode and the cathode wre used to derive both the energy (E) of
the ionizing particle and the cosine of its emission angle (t?) with respect
to the normal to the electrodes. The working principle and the data processing
procedures used in connection with these chambers are described in Refs.l to 6.235Three sets of U layers, four UF^ samples vacuum evaporated onto highly
polished stainless steel disks, one sample prepared by electrospraying of
a U30g suspension and three samples prepared by electrolysis using an
uranyl-niträte solution ) were compared. All samples were fabricated at CBNM
and their metrological data are given in Table I.

SOURCE STRENGTH AND BIPARAMETRIC ALPHA SPECTRA

The upper part of Fig. 1 shows the pulse height distribution of the anode
o

signals obtained from the 75 jig-cm thick UF. sample. The two main alpha
477 lines from the decay of U and U are only partly separated and a low-

Table I : Metrological data of the investigated samples

Sample

25A-27
25A-36
25A-93
25A-96

Sp3024-l

ROLF-32B
ROLF-33
ROLF-34

Prep. Method

Vacuum-
evaporated

Suspension-
sprayed UjOg

Electrolysis
u,oao o

Nominal thickn.
[Mg'cnf ]

15
75

300
500

100

25
75

400

Diameter
[ cm]

1.27

2.8

3.0

Isotopic Composition
[at %]

234U : 0.176
235U : 99.361
236U : 0.029
238U : 0.433

as above

234U : 1.658
235U : 97.663
236U : 0.150
238U : 0.530

energy tail due to self-absorption and scattering is visible. The lower part
of Fig. 1 shows the pulse height distribution of the cathode signals, which
is broadened due to the cos t? dependence. The upper part of Fig. 2 is a plot
of the biparametric distribution of the number of alpha events versus the
anode signal and versus the ratio of cathode to anode signal. This ratio
is for a single alpha line distributed between[l - X(E)/d] and 1 [see Eqs.
(1) and ( 2 ) ] .
The lower part of Fig. 2 gives the biparametric distribution of cos # and

_2
E for the 75 ^g-cm sample. The cos 0 distributions are, even for the
rather thin samples, strongly influenced by the sample thickness. However,
the low energy tail is mainly distributed close to cos i> = 0. For larger
cos i? values the energy spectra have below the peaks a nearly energy inde-
pendent tail with vanishing content. This is illustrated in Fig. 3, where
three different alpha apectra belonging to the angular cone 0.9<cos tf<1.0
are displayed. For an angular cone such that cos # > 0.3 the tail content
below 3 MeV was for most of the samples less than 0.1 %. This is important •
since it means that only the lowest cos & intervals are influenced by
backscattering and losses due to self-absorption.
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Fig. 1
The pulse height distributions for the anode and cathode signals are plotted
in the upper and lower part of the figure respectively.

i.o

Fig. 2
The upper part shows a biparametric distribution of the number of alpha events
versus the anode stgna.l and versus the ratio of the cathode-to anode signal.
The lower part shows the number of aloha events versus the aloha enerav and
versus the cos & with hiah resolution in the cos tf-parameter. Both spectra2
are measured with the 75 jia/cin samole.
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It is believed that the low-energy signals originate from alpha particles
that have lost an appreciable amount of energy in the sample (tf ~ 90 deg)
or in the backing (6 > 90 deg) and then made a large Rutherford scattering
out into the active volume of the detector. Therefore these events do not
initially belong to the selected angular cone.
The determination of the source strength is based on the cos $ distribution
integrated over all alpha lines in the energy spectrum. Figure 4 displays

_o
this distribution for the 75 Aig-cm UF^ sample. The distribution has a

13O

75 Llg cm'2 UF41
/N-d(cos£)=AA

04 06
COStd)

Fiq. 4
The cos * -distribution measured for the 75
all alpha lines is shown.

sample and integrated over

rectangular shape as expected from an Isotropie distribution. However, a
small top is visible close to cos # = 0. This is very likely due to back-
scattered alpha particles, which, because of the strongly forward-peaked
Rutherford scattering law, will leave the sample with angles close to
£ = 90 deg. According to the discussion above, a lower limit (cos *)m̂ n
can be found such that the effects of backscattering and self-absorption
are negligible for cos i> > (cos i>) . . Therefore, the height, N, of the
plateau in the cos tf distribution above (cos ö)m^n = 0.3 has the same value
as it would have in the ideal case where no scattering or self-absorption
was present. The true source strength * can be determined from

* = 2 / N-d(cos >?) = 2
0

(A + AA), (4)
where A is the number of counts summed above (cos t?) . and AA = I
is the extrapolation from (cos *)_..:_ down to cos t? = 0.
Compared to conventional low-geometry counting techniques, the error sources of
the present method originate from the detector-associated electronics instead
of geometrical uncertainties. The systematic errors of this counting technique
are discussed in detail in réf. 1,2 and amount to 0.2 - 0.3 %.



480 Table II Strengths of the four UF^ alpha sources as determined by the
present method "cos tf"and the low geometry counting.

Sample

25A - 27

25A - 36

25A - 93

25A - 96

"cos 0"
is'1]

8.89 -f 0.03

44.03 + 0.11

165.24 + 0.51

273.26 + 0.98

Low geometry
[s"1!

44.16 + 0.13a

165.35 + 0.26a

272.60 + 0.41a

a) values obtained from réf. (g)

VACUUM-EVAPORATED 500 M-g.cm-2

%, oo
r*<Fig. 5 '* „„

Biparametric distributions versus cos t> and the alpha particle energy for
two different samples with high resolution in the particle energy.

-2

The second column of Table II gives the activities of the four UF, samples as
determined from the cos 6 distributions. The third column gives the activities
for the three most active samples as independently measured by conventiona1

low-geometry counting '. The results of the two methods agree within the
stated uncertainties of ~ 0.3 2.
It should be emphasized that the present technique has an angular-detection
efficiency close to 2ir which in many cases is several orders of magnitude
larger than used in conventional low-geometry counting. The method also has
the advantage that it is independent of sample shapes and thickness inhomo-
geneities as long as these quantities stay within reasonable limits.
As mentioned earlier the sample quantities such as microscopic homogeneity
and effective thickness strongly affect the biparametric (cos <?,E) alpha
spectra as shown in Fig. 5. Here the energy distributions for the 500 Mg
evaporated UF, and the electroplated 400 Mg'cm~2U,0Q samples are displayed*r O Ö
with high resolution and cos i> intervals are given in steps of 0.1. The
thicker UF^ samples gave flat topped energy distributions for which it was
found ' ' that the widths, FWHM, increased inversely proportional to cos i?
being proportional to the path lengths of the alpha particles in the layers.
However, the samples prepared by the two other techniques did not produce
similar spectra. These spectra have all a sharp edge at 4.774 MeV but with
a broad exponential low energy tailing, at most pronounced for the sprayed
sample, as can be seen from Fig. 3 where the three preparation techniques
are compared. Note that the three samples have about the same areal density.
Also the average sample energy loss :

< AE > = E0 - < E > (5)
was larger for the latter two techniques. Here EQ is the unperturbed
alpha line energy and < E > is the centroid of the measured energy
distribution. The average energy losses < AE > were determined from the

234shape of the U 4.774 MeV line and are for the electroplated and sprayed
samples shown in Fig. 6 as function of cos #. Correction was made for theoorcontribution of other ( U) lines under the 4.774 MeV tail assuming that
all lines have identical shapes. From Fig. 6 it can be seen that the
average energy losses for the electroplated samples are nearly inversely
proportional to cos tf whereas the sprayed sample shows a much weaker cos tf
dependence. It is likely that the electroplated samples are
continuous layers, although having large thickness variations, whereas
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The average energy loss of the alpha particles emitted from different
samples is plotted versus cos # in double logarithmic scale. On the right
hand side the vertical energy losses are indicated for each sample.
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are plotted versus their respective average sanple thicknesses.
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the sprayed sample consists of corns lying more or less isolated on the
backing. However, it is more important that the average energy losses are
much larger, especially for the sprayed sample, than expected from their
area! density. This can be seen from Fig. 7 where the vertical energy losses
< AE >L for all the samples are compared. For the UF4 layers this energy
loss is proportional to the area! layer density and is only 15 % larger
than the calculated values based on the alpha stopping power data of
Ref. 9. The energy losses for the electroplated samples display the same

thickness linearity, however, the average energy losses are about a factor
2.5 larger than expected for layers having uniform thicknesses. For the
sprayed sample the increase of the energy loss due to nonuniformity is
close to a factor 10. 'However, the sample contains grains with thicknesses
of more than a factor 50 of the areal density giving rise to energy losses
of more than 1 MeV, see Fig.3 . Such characteristics make it very doubtful
whether the sample is useful in a nuclear physics experiment, since energy
losses and absorption losses of the studied nuclear particles can totally
obscure the experimental results.



482 FISSION FRAGMENT COUNTING

Actinide samples like the ones discussed are very often used in nuclear
experiments where the fission process is studied. The sample qualities
enter critically in such measurements, since they determine the
energy resolution by which the fission fragment energy can be measured. An
important correction to fission cross section determinations is due to
the losses of fission events by absorption in the sample. The following
section discusses the proposed method for absolute charged particle counting
with respect to fission fragments. The measurements were made with the
vacuum evaporated UF4 and the suspension sprayed UjOg sample.
The ion chamber was mounted in front of a CBNM Van de Graaff beam line and
neutrons were produced using the Li(p,n) reaction. The neutrons were
"thermalized" in blocks of paraffin to ensure that the neutron-induced fission
events gave an isotropic angular distribution of the fission fragments. The
distance between the cathode and the grid was 2.5 cm and the chamber was
operated at 1-bar pressure, which was sufficient to stop the fragments in the
active volume between the cathode and the grid. The cos 6 value belonging to
each fission fragment was calculated using Eq.(3). Fig. 8 displays the bipara-
metric distribution of cos t? and the fragment energy. Again, it is seen that
energy degradation of the fragment occurs for cos # approaching zero. However,
in this case there is also a high-energy tail, barely visible in the figure,

. distributed close to cos » = 0. This tail stems from fission events where the
fragment initially emitted downward into the backing is scattered out in the
detector volume where its ionization charge is added to the ionization of the
unscattered fragment. Due to the strongly forward-peaked scattering cross
section, this only happens, as observed, close to cos t> = 0. As in the
case for alpha particles, a cos i? value (cos <?)mi-n can be found such that
the fission spectra have no tailing for cos t? > (cos *)_*_• This is illus-
trated in the upper part of Fig. 9, which is a plot of the integrated fission_2fragment energy spectrum for cos # > 0.5 measured with the 75 /ng*cm UF.
sample. However, a similar spectrum with no low energy tailing was not found_2for the 100 jig-cro suspension-sprayed UjOg sample for which the energy
spectrum in the same cos & interval is given in the lower half of Fig. 9.
The valley between the light and heavy fragment peaks is filled and an
appreciable low-energy tail is observed. The difference between the two types

OUTSCATTERED
SECOND
FRAGMENTS

Fig. 8
The biparametric distribution of fission fragments is plotted versus the
fragment energy and versus cos # with high resolution in the cos i> parameter.

t)

The spectrum was measured with the 75 Mg/cm vacuum evaporated UF. sample.

EVAPORATED UF,

COSÖ20.5

V

SUSPENSION
SPRAYED U308

COS •& 20.S

35
ENERGY [MeV]

100

Fig. 9. oFission fragment energy spectra for cos i> > 0.5 are shown for the 75 ng/an2vacuum evaporated UF^ sample and for the 100 jig/cm U,0g suspension sprayed
sample in the .upper and lower part of the figure respectively.
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Fig. 10.
The ratio of the 2ir-countrate and the total number of fission events determined
from the cos » distribution is plotted versus the sample thickness.

of samples is also demonstrated by a comparison of the fraction of events
falling in the low-energy tail between 10 and 35 MeV as function of cos i>.
The tail content for the evaporated UF^ sample decreases rapidly with cos &
becoming negligible, < ID'2*, for cos » > 0.3. The tail content for the
sprayed sample changes weakly with cos £ and amounts still to 0.4 % in the
cos <J interval from 0.9 to 1. This means that even fission fragments
emitted with a direction perpendicular to the sample can encounter appre-
ciable energy losses and it is certainly a possibility that some of these
fragments can be stopped completely in the sample. Although the nominal
sample thickness ~ 100 ng-cnf2 is small compared to the fission fragment
ranges, the sample must contain grains, which individually can have sizes
larger than the fission fragment ranges confirming the conclusions drawn
from the alpha particle spectra. This makes it extremely difficult to

correct for self-absorption in the sample,since usual correction formulas
are no longer valid. This is more serious,since suspension-sprayed or
-painted samples often have been used in fission cross-section measurements,
especially with more exotic samples where the material losses in connection
with vacuum evaporation cannot be tolerated. For fast-neutron-induced fission
cross-section measurements, lacking or incorrect absorption corrections can
lead to a wrong determination of the cross-section shape due to the energy
dependence of the fission fragment angular distributions.
The true number, Hcos, of neutron-induced fission events was determined
in the same way as described in the section on alpha-particle counting.
However, due to the shorter range of the fission fragments, it was necessary
to increase (cos *)m1n up to cos » = 0.6 for the thickest of the samples
to assure that there were no fission events with energies lower than the
bias level. The ratios N^/N005 between the 2* counting and the intensities
found from the cos <? distributions are plotted in Fig. 10. For the four UF4

samples, this ratio has a linear dependence with sample thickness, which
extrapolated to zero thickness yields a value N^/N003 = 1.000 + 0.002. The
inefficiency, 1 - N2"/NCOS, of the 2* counting is for the UF4 samples given by

= (10.5 + 0.7) • t

-2

(6)

of UF«. It should be rememberedwhere the thickness t is given in mg-cm
that the 2" counting is affected both by self-absorption and by the extra-
polation of the fragment spectrum down to zero pulse height. The layer
absorption loss was calculated using the range tables of Ref. 10. The cal-
culated absorption is shown in Fig. 10 as a dashed line and has a somewhat
weaker thickness dependence than experimentally observed. It should, however,
be noted that the ranges of heavy ions in matter probably are not known to
better than 20 % (Ref. 10).

Also given in Fig. 10 is the N2îr/Ncos ratio obtained from the sprayed UgOg
sample. As discussed previously, the biparametric distribution of cos $
and E measured on this sample showed that there did not exist a cos » value •
above which there was no self-absorption. Therefore the cos » distribution
for this sample can only be used to determine a lower limit for the loss of



fission fragments in the sample. However, this limit, A.. ., = 3.7 + 0.3 %,
38 ~is a factor of ~ 3 more than expected for an evaporated UF, sample of

similar thickness which, again, confirms that this type of sample, due to
its self-absorption problems, should not be used in fission cross-sectionimeasurements.

CONCLUSIONS

The biparametric method of measuring both the energies of the charged
particles and their emission angles with respect to the normal of a plane
source gives a clear and vivid picture of the processes that these particles
experience on their different ways out from the source layer into the
directly facing counter gas. In the two-parametric spectra, it is clearly
seen in which parameter range they are undisturbed. This information permits
in the case of the alpha particles and in that of the fission fragments, a
determination of the absolute number of decay events with an accuracy of
better than 0.3 and 0.5 % respectively. The error sources of earlier methods
like backscattering, absorption processes, source shapes, and source inhomo-
geneities are circumvented by the present method. An important strength of
the present method is also the large solid angle for the particle detection.
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FINAL RESULTS OF THE INTERNATIONAL
235U SAMPLE INTERCOMPARISON AND THE
HALF-LIFE OF 234U

W.P. POENITZ, J.W. MEADOWS
Argonne-West,
Argonne National Laboratory,
Idaho Falls, Idaho,
United States of America

Abstract
Finalized values were recieved from all laboratories which contributed

samples to the 235U mass intercomparison carried out at Argonne National
Laboratory. A least-squares fit was made which included the quoted masses
and the absolute low-geometry and relative 2ir-geometry alpha data as well
as the relative fission ratios measured at ANL. Correlations between the
measured values were taken into account. The values quoted by the con-
tributing laboratories were found to be within ±0.355! of the values ob-
tained from the LS f i t .

Very precise values for the isotopic composition were known for two of
the sample materials which permitted a determination of the half-life of
231*U. The value obtained is Tj /2 » (2.457 ± 0.005) X 105 years. Includ-
ing this value in the present data base results in a current best value of
T l /2 = (2.4566 ± 0.0044 ) X 105 years.

TABLE I. Contributing Laboratories

Laboratory

AERE Atomic Energy Research
Establishment, Harwell, UK

ANL Argonne National Laboratory
Argonne, Illinois, USA

BRC Centre d 'Etudes de Bruyeres-
le-Chatel, Montrouge Cedex,
France

Samples Provided by

R. Wiltshire

R. Armani
J. Meadows

G. Grenier

CBNM Central Bureau of Nuclear J. Pauwels
Measurements, Geel, Belgium,
EURATOM

KRI Kloplin Radium Insti tute, 'V. Shpakov
Leningrad, USSR

LANL Los Alamos National Laboratory D. Barton
New Mexico, USA

NBS National Bureau of Standards, D. Gilliam
_______Washington, P .C. , USA_____________________

I. INTRODUCTION

An intercomparison of 235U samples from several U.S. laboratories was
carried out in 1979.* This intercomparison was extended in 1982/3 in order to
include samples from several European laboratories. A list of the contributing
laboratories is given in Table I. The results from the 1982/3 measurements at
Argonne National Laboratory were reported at the IAEA Consultants Meeting on the
U-235 Fast-neutron Fission Cross Section held in Smolenice in 1983.2 Finalized
values have been received from all contributing laboratories and the present
paper summarizes and discusses this intercomparison. A more detailed descrip-
tion has been given elsewhere.3

Fifteen 235U samples (see Table II) made from six different enriched
materials (see Table III) were involved in the intercomparison. Absolute and
relative alpha decay rates and relative fission ratios were measured.

II. ALPHA COUNTING

The alpha-counting rates of all samples were determined with a low-geometry
counter. The geometry factor was ~0.0045 but some samples were also counted
with a geometry factor of ~0.0010. Systematic uncertainties due to the geometry
factors were estimated to be 0.1-0.2%. The accuracy of the absolute alpha
counting was checked against other counters to that precision. Additional
systematic uncertainties are due to less well defined errors caused by sample
backing warping, impurities, and nonuniform area densities. These were esti-
mated to be 0.1-0.3%. Statistical uncertainties were 0.1-0.2%. The results
from the absolute alpha counting and the derived masses (based on the specific
activities of Table III) are given in Table IV. The present alpha decay rates
agree well with the quoted decay rates.

Samples of the same material and deposited on the same backing were also
counted with a 2n counter in order to obtain ratios with negligible statistical
uncertainty.
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III. FISSION-RATIO MEASUREMENTS

The present fission-ratio measurements were carried out in a back-to-back
ionization chamber. Measurements were made at 600 ± 100 KeV neutron energy
uti l izing the 7 L i ( p , n ) reaction with a pulsed and bunched proton beam. The
samples were located at a distance of ~5 cm from the neutron source and measure-
ments were made with two d i f fe ren t orientations of the fission chambers such
that once one sample faced the target, then the other. Corrections were applied
for:

20

1. The differences of the distances for the two samples from the neutron
source,

2. The transmission losses and scattering gains,

3. The losses of fission fragments below the electronic threshold,

4. The fission events from isotopes other than 235{jt

5. The angular distribution of the source neutrons, and

6. The total fission fragment absorption.

The uncertainties caused by some of these corrections become negligible due to
the measurements with the two orientations of the fission chamber.

An interesting "by-product" of the present investigation is the finding
that the fission-fragment range used for the calculation of the total fission
fragment absorption can be checked by comparing the product of the alpha energy
width and the assumed range with other samples. A linear relationship

AEa • Rf ~ 6

appears to be valid. Here AEa is the width of a specific alpha particle
observed in a low-geometry alpha spectrum, Rf is the fission fragment range,
and S is the thickness of the fissile deposit. This is demonstrated in
Fig. 1.

Fifteen 235U samples were involved in the present intercomparison, thus
measurements of 14 ratios would have been sufficient to derive the ratio between
any two sample masses. A sensible 105 ratio could have been measured between
these samples, however, one ratio measurement required an average exposure time
of six hours. As a compromise, a total number of 28 ratios were measured. The
results from these fission ratio measurements are given in Table V.

IV. DISCUSSION OF THE RESULTS

Best values for the masses of the 15 uranium samples involved in the
present intercoraparison have been determined based upon the masses quoted by the
contributing laboratories, the masses derived from the present absolute alpha
counting, and the relative 2ir alpha and fission ratio measurements. The over-
determination of the available data has been removed by least-squares adjustments
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Fig. 1.

where A is the coefficient matrix, and C is the variance-covariance matrix
of the measurement vector M. Correlations arising from the use of the average
specific-activity values of Table III for the present absolute mass determina-
tions and from the application of various factors and corrections in the present
alpha and fission measurements have been taken into account. The result of the
LS analysis and its correlation matrix are given in Table VI. The masses quoted
for the samples by the contributing laboratories are also given in Table VI.
The average differences between the quoted masses and the results of the LS
analysis are shown in Fig. 2 in percent. The agreement within 5 - 0 - 3 %
is very encouraging for future 235u(n,f)~cross section or reaction rate
measurements. The differences are covered in all cases by the quoted uncer-
tainties, which, more often than not, appear to be quite conservative. It is
therefore concluded, that 23 iU masses and fission rate measurements are suf-
ficiently accurate to permit reaction rate measurements in reactor test facil-
ities or in cross Section experiments with the required accuracy.



TABU VI. Conpariaon of the Quoted 235U Katie« with the LS-Eit iteiult»

Samples

ANL -R5
-N3
-5-1
-5-2
-SST5

IANL-S1
-S3

NBS
KRI -VI

-XV
BRC
AERE -A

-B
CBNM-33

-36

b Restated

D-Mais, Ug
Quoted

79.60±0.19
52.17±0. 19
1067 ± 4

834.6 ±2.7
418.1 ±1.6
298.7 ±0.3

1688.3 ±3.0
228.5 ±1.2
757.9 ±7.6«
901.0 ±9.0"
116.1 ± b

345.9 ±2.2
347.7 ±2.2
121.9 ±0.4
250.0 ±0.9

for TI /Z <2 3 1 >U)

Correlation Matrix
IS -Fit

79.32±0.15
52.0310.13

1066.4 ±2.1
833.7 ±1.3
417.3 ±0.7
298.7 ±0.3

1687.5 ±2.1
228.6 ±0.4
760.2 ±1.4
893.0 ±1.8
116.5 ±0.3
346.4 ±0.6
347.2 ±0.7
122.2 ±0.2
250.7 ±0.4

- 2.456 • 10s

R5

1.00
0.39
0.45
0.51
0.57
0.26
0.19
0.29
0.35
0.31
0.33
0.47
0.43
0.21
0.24

yr«.

M3

1.00
0.41
0.43
0.41
0.15
0.12
0.19
0.25
0.22
0.22
0.27
0.26
0.16
0.18

5-1

1.00
0.74
0.47
0.20
0.16
0.25
0.33
0.30
0.26
0.31
0.30
0.23
0.25

5-2

1.00
0.68
0.25
0.20
0.31
0.44
0.40
0.35
0.42
0.41
0.31
0.34

SST5

1.00
0.21
0.18
0.28
0.44
0.41
0.41
0.50
O.W
0.28
0.31

SI

.1.00
0.64
0.46
0.20
0.17
0.18
0.20
0.19
0.10
0.11

S3

1..00
0.31
0.15
0.13
0.14
0.16
0.15
0.08
0.09

NBS

1.00
0.36
0.30
0.31
0.32
0.30
0.16
0.19

VI

1.00
0.75
0.43
0.48
0.45
0.28
0.33

XV BRC A B 33 36

1.00
0.33 1.00
0.36 0.53 1.00
0.35 0.53 0.88 1.00
0.24 0.18 0.25 0.23 1.00
0.28 0.22 0.29 0.27 0.76 1.00

0.3

0.2

0.1

u
g 0.0

~
5 0.1

0.2

0.3

-

-

A6B1-

-

t._A_N L
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LANL
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US-Fit
NBS
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V. THE 23"*U HALF-LIFE

The 231|U half- l i fe is important for the mass assay of 235U samples.
Available experimental values are not consistent and a conflict exists with
values obtained from fitting thermal parameters. Very accurate values are given
for the isotopic compositions of two of the fissile materials involved in the
present intercomparison (AERE and CBNM). The absolute alpha-decay rates and
absolute masses of the corresponding samples can be used to determine the
half-life of U. For this purpose, all input data based upon the U half-
l ife was removed and the LS fit was repeated. The average value obtained for

• the half- l ife of 23"*U from the four samples (AERE-A.-B ;CBNM-33, 36) is

T1/2(23*U) (2.457 ± 0.005) • 10s yrs.

This is in good agreement with the latest measurement of 2.459 yrs
by Geidelman et al. as well as with the evaluated value of 2.455 • 10 yrs
by Holden5 , and its modification to 2.456 • 105 yrs. as used in the present
work. Inclusion of the present value for the half-life of "*U in the set of
values revised by Holden , and the elimination of the value by Meadows , results
in a current value of

Ti/2 (2 3"U) (2.4566 + 0.0044) 105 yrs

which is recommended as the best value to be used.
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