NUCLEAR DATA
FOR THE CALCULATION OF
THERMAL REACTOR REACTIVITY COEFFICIENTS

PROCEEDINGS OF AN ADVISORY GROUP MEETING
ORGANIZED BY THE
INTERNATIONAL ATOMIC ENERGY AGENCY
AND HELD IN VIENNA, 7–10 DECEMBER 1987

A TECHNICAL DOCUMENT ISSUED BY THE
INTERNATIONAL ATOMIC ENERGY AGENCY, VIENNA, 1989
The IAEA does not normally maintain stocks of reports in this series. However, microfiche copies of these reports can be obtained from

INIS Clearinghouse
International Atomic Energy Agency
Wagramerstrasse 5
P.O. Box 100
A-1400 Vienna, Austria

Orders should be accompanied by prepayment of Austrian Schillings 100,— in the form of a cheque or in the form of IAEA microfiche service coupons which may be ordered separately from the INIS Clearinghouse.
PLEASE BE AWARE THAT
ALL OF THE MISSING PAGES IN THIS DOCUMENT
WERE ORIGINALLY BLANK
FOREWORD

On its 15th meeting in Vienna, 16-20 June 1986, the International Nuclear Data Committee (INDC) considered it important to review the accuracy with which changes in thermal reactor reactivity resulting from changes in temperature and coolant density can be predicted. It was noted that reactor physicists in several countries had to adjust the thermal neutron cross-section data base in order to reproduce measured reactivity coefficients. Consequently, it appeared to be essential to examine the consistency of the integral and differential cross-section data and to make all the information available which has a bearing on reactivity coefficient prediction. Following the recommendation of the INDC, the Nuclear Data Section of the International Atomic Energy Agency, therefore, convened the Advisory Group Meeting on Nuclear Data for the Calculation of Thermal Reaction Reactivity Coefficients, in Vienna, Austria, 7-10 Dec. 1987. The Conclusions and Recommendations of the meeting together with the papers presented, are submitted in the present document.
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NUCLEAR DATA FOR THE CALCULATION OF THERMAL REACTOR REACTIVITY COEFFICIENTS — A BRIEF INTRODUCTION

J.L. ROWLANDS
Winfrith Atomic Energy Establishment,
United Kingdom Atomic Energy Authority,
Dorchester, Dorset,
United Kingdom

Abstract

Several reactor physics groups have been unable to reproduce the measured values of thermal reactor reactivity coefficients using current evaluations of nuclear data. Consequently they have used modified data in the thermal energy region. In response to this problem differential cross section measurements have been made at Geel and Harwell. This paper briefly summarises the nuclear data changes made by these reactor physics groups and also summarises the assumptions made by some reactor physicists about the effect of crystalline structure on Doppler reactivity coefficients.

1. SHAPES OF ACTINIDE CROSS-SECTIONS AT THERMAL ENERGIES

As a consequence of the analysis of thermal reactor reactivity coefficient measurements changes have been proposed to the shapes of cross sections for the primary actinides in the thermal energy range (that is, from about 0.01 eV to 0.1 eV). In particular, changes have been proposed for the energy dependence of:

(a) Eta for uranium-235

and (b) Capture for uranium-238

In ENDF/B-V 235U eta varies by less than about 0.2% below 0.1 eV whereas Santamarina, Golinelli and Erradi (1984) [1] propose a value which increases by about 2% from 0.01 eV to a maximum value at about 0.08 eV. In JENDL-2 (JEF-1) the 238U capture cross section decreases slightly less rapidly than a 1/v form (being about 2% higher than this at 0.1 eV) whereas Santamarina et al propose a more rapid decrease than the 1/v form, the variation being about 20% greater between 0.01 and 0.1 eV. These changes are based on measurements of temperature coefficients in light water moderated lattices.

In his earlier study of the reactivity temperature coefficient in light water reactors Edenius (1976) [2] recommended a similar adjustment to the shape of the 238U capture cross section in order to improve the agreement between calculation and measurement of reactivity coefficients.
A similar adjustment to 235U eta to that of Santamarina et al was adopted in the 1981 Version of the WIMS library [3] (Halsall, 1982). The value of eta increases to a maximum at an energy of about 0.09 eV, the value at the maximum being about 2.4% higher than the value at 0.01 eV. This adjustment had been proposed earlier by Askew (1971) [4] to make calculated moderator temperature coefficients less negative and also help to improve the agreement between the values of effective multiplication, keff, calculated for different types of thermal system: the well-thermalised ORNL uranyl nitrate spheres, lattices of natural uranium with D₂O moderation and lattices of enriched uranium with H₂O moderation.

As a consequence of these proposals requests for measurements of the energy dependence of eta and of cross sections at thermal energies were included in the NEA High Priority Nuclear Data Request List. Measurements have now been carried out at Geel and at Harwell and it is possible to reconsider the validity of these adjustments.

Information about the shapes of cross sections at thermal energies can also be obtained from the reaction rate measurements made for a range of moderator temperatures (from about -200°C to 300°C) by Okazaki and Jones [5]. The measurements give the values of the cross sections averaged over a Maxwellian spectrum, with a temperature corresponding to that of the moderator. Measurements have been made for fission in 233U, 235U and 239Pu and capture in 232Th and 238U (relative to 55Mn capture).

Changes to the shapes of actinide cross sections at thermal energies could have implications for the values of 2200 m/sec parameters derived from a simultaneous fit to 2200 m/sec measurements and Thermal Maxwellian Average values.

2. INFLUENCE OF SOLID STATE EFFECTS ON DOPPLER COEFFICIENT CALCULATIONS

The revisions to the shapes of cross-sections at thermal energies are made to improve the calculation of the variation of reactivity with changes in the thermal neutron spectrum. The fuel temperature coefficient is dominated by the 238U Doppler effect. So as to improve the agreement between calculated and measured fuel temperature, or power coefficients, both Edenius and Santamarina et al have assumed that solid state effects have a significant effect on Doppler coefficients measured at room temperature. The gas model of Doppler broadening is used with an effective temperature which is higher than the actual temperature by an amount which is determined by the Debye temperature, θ_D. At temperatures above the Debye temperature the effective temperature is given, approximately, by:

\[ T^* = T(1 + 0.05 \left( \frac{\theta_D}{T} \right)^2) \]
and the effective temperature is about 5% higher than the actual temperature when the temperature equals the Debye temperature. At lower temperatures the effective temperature is relatively higher than the actual temperature. In some studies a Debye temperature of about 620°K is assumed for UO₂ whereas analyses of resonance shapes and neutron diffraction studies are consistent with an effect corresponding to a Debye temperature of about 250°K, (see for example, Butland, 1974 [6]). The adoption of a high value for the Debye temperature, as is done by both Edenius and by Santamarina et al, reduces the magnitude of the negative fuel temperature coefficient calculated for measurements starting at room temperature but has only a very small effect on values calculated for a reactor at operating temperatures. Consequently, if this assumption of a high Debye temperature is incorrect and there is a different reason for the overestimation of the magnitude of the fuel temperature coefficient at low temperatures the fuel temperature coefficient might be overestimated in calculations for operating reactors.

3. OTHER POSSIBLE EXPLANATIONS FOR DISCREPANCIES

A number of possible alternative explanations for the discrepancies between calculated and measured temperature coefficients have been investigated by Edenius.

Edenius concluded that approximations in the representation of nuclear data in lattice cell calculations were not a significant source of error. However, it is important to verify that the approximations used in each analysis are acceptable. In particular, it is necessary to ensure that the number of energy groups used in the thermal range, the neglect of temperature dependence of cross-sections in this range and the usual neglect of solid state effects on total and partial cross sections are not introducing errors. The treatment of the resonance region also requires validation by comparison with lattice slowing down calculations made using a very fine energy representation.

The effect of using different thermal scattering models for light water was also examined by Edenius and he concluded that the use of an alternative model would not reproduce the measured reactivity coefficients more accurately. However, the use of alternative thermal scattering models for D₂O and graphite might reduce the discrepancies for the values of k eff and reactivity coefficients for systems with different moderators.

4. OTHER ANALYSES RELATING TO REACTIVITY COEFFICIENTS

Williams et al (1985) [7] have carried out an analysis of thermal reactor benchmarks using ENDF/B-V data and the reactor design code EPRI-CELL. Resonance integrals have been calculated to compare with Hellstrand's measurements for UO₂ pins in D₂O moderator. The comparison is made for two values of the fuel pin radius (0.52 and 1.04 cm) and two temperatures, 300 and 900K. Calculation overestimates the measured resonance
integrals by between about 1 and 3%. The change with
temperature is overestimated by 6% and 8%, respectively, for
the two sizes of fuel pin. These differences are within the
uncertainties on the measurements.

The results of calculations for twenty-one UO₂ fuelled, H₂O
moderated lattices are also presented. The uranium enrichments
range from 1.3% to 4.02%. The calculated values of keff are,
on average, 0.2% high and, with only 2 exceptions, all the
values lie within 0.25% of this mean value (the other two
differing by + 0.38% and -0.54%).

Ozer [8] describes Monte Carlo calculations made using ENDF/B-V
data and the comparison of these with the results obtained
using the design code, CELL-2. These include U-metal and UO₂
temperature coefficients. Calculation is within a few percent
of the measured values. Using ENDF/B-V improved the accuracy
of prediction of the hot critical reactivity by about 0.5% dp
for the ZION 2 reactor, largely eliminating the earlier
discrepancy.

Selected thermal reactor benchmark experiments have been
analysed by Bernnat et al (1986) [9] using JEF-1 data and the
RSYST/CGM calculational scheme. JEF-1 uses the ENDF/B-V
evaluation for 235U but the 238U evaluation is different from
ENDF/B-V. The JEF-1 values of the 238U capture at 2200 m/sec
and the capture resonance integral are the same as ENDF/B-V but
the Maxwellian average is 0.3% higher. For the five ORNL
homogeneous uranyl nitrate solutions, (1 to 4 and 10) the three
UO₂ fuelled, water moderated, BAPL lattices (1, 2 and 3) and
the four tight lattices (HI-C, UO₂, 3, 10, 11 and 13) the
calculated values of keff are all within 0.15% of unity. For
the metal fuelled, water moderated lattices (TRX-1, 2, 3 and 4)
the calculated values of keff are not in such good agreement,
the value for TRX-1 being underestimated by 0.4%, TRX-2 by
0.27% and TRX-4 by 0.21%. For the series of three lattices
consisting of natural uranium rods with D₂O moderation (MIT-1,
2 and 3) the underestimation of keff is larger, being about
0.7%. Changes both to the absolute values of thermal cross-
sections and to the energy shapes of the cross sections would
alter these relative differences.
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CONCLUSIONS AND RECOMMENDATIONS

1 TEMPERATURE COEFFICIENTS OF REACTIVITY

1.1 Accuracy requirements

Participants at the Advisory Group Meeting considered the following calculational target accuracies to be appropriate:

\[(C - E) = \pm 1 \text{ to } 2 \text{ pcm/}^\circ\text{C (2 s.d.)}\]

for the moderator temperature coefficient, and

\[(C - E)/E = \pm 10\% (2 \text{ s.d.})\]

for the fuel temperature coefficient,

where \((C - E)\) is the difference between calculation, \(C\), and experiment, \(E\).

1.2 Current status

The agreement between calculation and measurement, \((C - E)\), differs in different countries and for different reactor types. It also differs for the comparison with measurements made on critical facilities and on operating reactors. In some countries (for example, France, Sweden and the UK) nuclear data have been modified so as to improve the agreement between calculation and experiment.

For isothermal measurements:

a) Using unmodified data

For light water reactor critical facilities (Sweden, France and UK)

\[(C - E) \approx -2 \text{ to } -8 \text{ pcm/}^\circ\text{C}\]

For operating light water reactors (France, Sweden)

\[(C - E) \approx -2.5 \text{ pcm/}^\circ\text{C (~100}^\circ\text{C to 300}^\circ\text{)}\]

Using some calculational schemes there is a discrepancy of about 0.5% to 1.0% \(\Delta K\) in the change in \(k_{\text{eff}}\) on going from cold to hot critical.

The use of unmodified ENDF/B-V data in LWR design codes has been shown to give results within the experimental uncertainty for a large LWR (USA).

For gas cooled graphite moderated critical facilities (UK)

\[(C - E) \approx -1 \text{ to } -2 \text{ pcm/}^\circ\text{C for uranium fuel}\]

and there is agreement between \(C\) and \(E\) for plutonium fuel.

For 235U/Th gas cooled graphite moderated reactors there is no significant discrepancy, neither for reactors nor critical
facility measurements, when the standard design calculational methods are used. However, ENDF/B-V Version 1 data for thorium were not so satisfactory (USA).

There is very little information openly available for MOX fuel. Some experiments have been carried out in Sweden and France.

b) Using modified data

France:

For light water reactors

\[(C - E) \approx -1 \text{ pcm/°C (cold)}\]

\[(C - E) \approx -1 \text{ to } -2 \text{ pcm/°C (hot)}\]

Sweden:

For the light water reactor critical facilities

\[(C - E) \approx 0 \text{ pcm/°C (20°C to 245°C)}\]

For light water reactors

\[(C - E) \approx 0 \text{ to } +0.5 \text{ pcm/°C (hot)}\]

UK:

Using modified 235U \(\eta\) data, \((C-E)\) for all systems is increased by 1 pcm/°C (i.e. becomes less negative). There is now believed to be no significant error for graphite or water reactors (i.e. \((C-E) \approx 0 \text{ to } -1 \text{ pcm/°C})\), although \((C - E)\) for low enriched critical LWR facilities remains about \(-4 \pm 2 \text{ pcm/°C}\).

1.3 Modifications made to data to improve predictions of temperature coefficients

These have been made in France, Sweden and the UK.

a) Shapes of cross sections in the thermal energy range: (i.e. below about 0.1 eV)

i) 235U \(\sigma_f\) (France)

ii) 235U \(\eta\) (France, UK)

iii) 238U capture (France, Sweden)

b) Other changes:

iv) A high Debye temperature of about 620°K has been adopted for U in UO2. This reduces the calculated Doppler effect particularly at low temperatures (300°K) (France and Sweden). This value was adopted
in France in order to improve the agreement between calculation and measurement of Doppler worth in MINERVE.

v) Adoption of an improved graphite thermal scattering model in 1972 improved the calculation of moderator temperature coefficients (UK). (This revision predated the studies leading to the change in 235U eta described above).

These changes were not uniquely determined by the integral measurements. They were chosen to be consistent with the uncertainties in the differential nuclear data (and in the Debye temperature) and also with possible resonance parameter representations (France, Sweden). It is believed by the groups making these changes that changes must be applied to nuclear data for the fuel isotopes in order to correct for the discrepancies although it cannot be excluded that approximations in the representation of nuclear data and in the calculational methods are contributing to the discrepancies.

Concerning the void reactivity effect in normal light water reactors, the experimental information is meagre. The void coefficient is related to the coolant density component of the temperature coefficient and the uncertainties can be related.

2 RESULTS OF RECENT NUCLEAR DATA MEASUREMENTS AND STUDIES

Measurements have been carried out at CBNM Geel of energy shapes at thermal energies for fission of 233U, 235U and 239Pu, for eta of 235U, and for capture of 238U. The results are preliminary pending the completion of measurements below about 20 meV being made at ILL Grenoble. Measurements of 235U eta have also been made at Harwell.

Studies of solid state effects in Doppler broadening have been made at Harwell and in the USA.

Measurements of Maxwellian spectrum averaged cross sections have been made for a range of moderator temperatures (-200°C to 300°C) at Chalk River (Canada).

2.1 235U fission.

The high precision shape measurement made at Geel is consistent with ENDF/B-V above about 20 meV but is about 1.5% lower below about 20 meV. The Chalk River Maxwellian spectrum measurements are consistent with these measurements and also with ENDF/B-V. The shape adopted in the French cross section set is consistent with the Geel measurement.

2.2 238U capture.

The Geel curve is consistent with a 1/v dependence or with the slightly less rapid variation adopted in ENDF/B-V, both being consistent with the Chalk River measurements. The measurements are not consistent with the more rapid variation adopted by the French group (a 20% reduction relative to 1/v between 10 meV and 100 meV) nor the variation proposed by Edenius (Sweden) in 1976.
(The current Swedish thermal reactor data library contains 238U capture data in the thermal range which was revised by Edenius and which has a smaller variation through the thermal range).

2.3 235U \( \eta \).

Sample size corrections have been found to be important in the analysis of the Geel measurements. Below 70 meV the resulting preliminary data are consistent with the variation adopted by the French group rather than with the constant value adopted in ENDF/B-V. The measurements to be made at ILL will provide an independent check on the data below 20 meV. The measurements made at Harwell have a larger uncertainty particularly below 10 meV, and are not accurate enough to distinguish between the constant value adopted in ENDF/B-V and the data adopted by the French group. There is an indication of a structure in the energy dependence at about 70 meV which could be due to solid state effects. This is seen in both the Harwell and the Geel measurements. Some of the structure in the Geel measurements could be due to the use of beryllium to tailor the neutron spectrum. The energy dependence adopted in the UK (WIMS) data set between 50 meV and 150 meV is not supported by the measurements.

2.4 Crystalline binding effects in Doppler broadening

Studies of the energy shapes of resonances and of the temperature dependence of thick sample transmission made at Harwell are consistent with the recommendation of Butland which proposes that an acceptable approximation is the use of the gas model with an effective temperature of the form:

\[
T_{\text{eff}} = T \left(1 + 0.05 \left(\frac{T_0}{T}\right)^2\right)
\]

where \( T_0 = 250^\circ \text{K} \) for U in \( \text{UO}_2 \).

A study has also been made by Sher (1984 ANS Meeting in New Orleans). He points out that the lower frequency vibrations are carried by the uranium nuclei and the higher frequency vibrations by the oxygen nuclei. Although the crystalline binding effects result in a small asymmetry in the cross-section shape in a resonance Sher concludes that the recommendation of Butland should be satisfactory.

The Harwell group see some evidence of crystalline structure effects in low energy resonances and consider that more work is desirable, bearing in mind the importance of the Doppler effect and the conflicting conclusions drawn from some thick sample measurements (eg Brugger and Aminfar). Effective temperatures can be deduced from thick sample transmission measurements made at a range of temperatures and the Harwell group recommend more measurements of this type.

2.5 Conclusions drawn from the results of the recent differential cross section measurements

Following the completion of the measurements described in this section a reanalysis of the integral measurements, using the new
data, is required. It would be preferable to include measurements made using different moderators (H\textsubscript{2}O and graphite) in these reanalyses. Meeting participants considered that it would be valuable if an accurate benchmark temperature coefficient measurement could be carried out for a regular lattice. Spectral indicator measurements in the thermal range could help to determine the variation of the thermal spectrum with temperature.

Even though the modified data in some current data sets are not now within the uncertainties of the differential nuclear data it is considered that the continued use of these data sets (in the associated calculational schemes) is preferable to the adoption of the new data until extensive validation (and consequent modification of other items of data) has been carried out. In some cases it might be necessary to increase the uncertainties of predictions for systems and properties which lie outside the range of validation of the current data sets.

3  CALCULATIONAL METHODS APPROXIMATIONS AND METHODS DEVELOPMENT

Ishiguro pointed out problems with the F-Table method (based on homogeneous-medium slowing-down calculations) when applied in Advanced Light Water Reactor studies. He considered this to be a consequence of the rapid flux attenuation through the resonance energy range.

Some groups take account of the temperature dependence of all cross sections in the thermal energy range whereas others treat this dependence only for the 1 eV 240Pu resonance. It is considered that an investigation is needed of the accuracy of the current data and methods used to treat the 240Pu resonance, the temperature dependence of the absorption and its influence on void coefficients. It is not usual to allow for crystalline effects in the cross sections for the fuel isotopes at thermal energies. The effect of these should be examined.

Tebin described his Generalised Subgroup Method. In the SAPHIRE code the variation of temperature across a fuel pin and the variation of the composition (such as plutonium build-up near the surface of the pin) is allowed for. The subgroup parameters are interpolated in temperature (in the form \(a + b \cdot T + c \cdot T^2\)). The method includes a treatment of the correlation between subgroups.

New calculational systems are being developed in several countries. In particular methods for treating new designs of PWR are being developed.

4  REQUIREMENTS FOR THE DESIGN OF ADVANCED LIGHT WATER REACTORS

These reactors aim to have a high conversion ratio and to recycle plutonium. The thermal component of the spectrum is small and the resonance range assumes greater importance.

The results of more recent critical experiments are proprietary and so the status of validation of methods and data is different in different countries. The NEACRP has organised a calculational
benchmark intercomparison to enable participants to form a view on the status of their methods. There are significant differences between the results of calculations made using different nuclear data libraries.

The prediction of the void coefficient for different void fractions, different stages of burnup and different absorber configurations has an uncertainty which it is desirable to reduce. There is a need for more data for intermediate coolant fractions. Treatment of the Doppler effect could require improved calculational methods and experimental validation. It is also considered desirable to improve the accuracy of prediction of burnup characteristics.

Self-shielding effects become more important not only for the primary actinides but also for fission product isotopes (a 5% effect) and for the 242Pu resonance at 2.67 eV, for example. Self-shielding is also important for resonances in the thermal energy range.

It is not only the infinite dilute cross section of 238U which must be known, but the parameters affecting the resonance shielding (which is calculated to be significantly different using different evaluations). It is recommended that as well as providing data on the uncertainty in the infinite dilute cross section of 238U evaluators should provide an estimate of the accuracy of the shielded cross section (calculated for a background cross section of $\sigma_b = 10$ barns) and the variation with temperature between 300°K and 1000°K.

5 RECOMMENDATIONS

5.1 Nuclear data measurement and evaluation requirements

The importance of completing the low energy measurements of 235U eta and 235U fission planned for ILL Grenoble is emphasized. These measurements must be followed by evaluations of the data. A revision of the 235U g-factors input to the Axton 2200 m/sec data evaluation is required. These factors will now have lower uncertainties.

Additional measurements should be carried out to improve the accuracy of 235U eta and alpha in the thermal and epithermal range. There is also a need for corresponding measurements for 239Pu.

Further measurements to clarify crystalline binding effects in Doppler broadening are considered to be important.

Evaluators are requested to provide information on shielded cross-sections as well as infinite dilution values. In particular, for 238U the uncertainty in the capture cross-section calculated with shielding corresponding to $\sigma_b = 10$ barns and in the difference between the values at 300°K and 1000°K (averaged over broad energy intervals) is requested.

5.2 Reactivity coefficient measurements and analyses

There is a requirement for reference benchmark temperature coefficient measurements carried out in uniform lattices (betwee
about 10°C and 80°C, for example) to an accuracy of ± 1 pcm/°C. Data are required for both uranium and plutonium lattices. If such measurements have already been carried out it is requested that participants enquire if the descriptions can be made available to the IAEA NDS and other participants. Data for tight lattices are considered to be of particular interest.

Reference Doppler, or fuel temperature coefficient measurements, are also requested for both UO₂ and MOX lattices. Benchmark experiments on the void coefficient in tight pitched lattices are also required. One set of benchmark results which is available is for the KRITZ-1 core. This consists of an array of UO₂ pins in water, the uranium enrichment being 1.1882%. The temperature range of the experiments is 20°C to 210°C and the uncertainty in the change of k_{eff} with temperature is less than 100 pcm (see EPRI NP-2855, p 25-6).

Following the reanalysis of reactivity coefficient measurements, made using evaluations which take into account the new differential measurements, participants are asked to exchange information about data modifications made and the accuracy of prediction of measured reactivity coefficients.

Participants are requested to collaborate on work to resolve differences between the conclusions drawn from reactivity coefficient measurements made on different systems. Participants are asked to keep the IAEA NDS informed of progress.

5.3 Internationally available calculational systems

There is a requirement for an internationally available thermal reactor neutronics calculational scheme and associated nuclear data library which could be made available through the IAEA for reference calculations, reactor studies and training purposes. Such a scheme is also required for studies relating to the conversion of research reactors which at present use high enrichment fuel to the use of low enrichment fuel.

There is also a requirement for a compilation of references to integral data available for testing such a library, including reactivity coefficient measurements.

Participants were asked to provide the IAEA NDS with information on availability of calculational schemes and also to provide references to suitable integral measurements.

5.4 Proposed benchmark intercomparison

A benchmark intercomparison exercise is recommended for comparison of calculations of moderator and fuel temperature coefficients and coolant density coefficients for a conventional PWR.

5.5 NEACRP benchmark intercomparison for high conversion light water reactors

Members of NEACRP who attended the AGM were asked to enquire if the IAEA NDS and participants can be kept informed of the results of the NEACRP HCLWR benchmark intercomparison.
PAPERS PRESENTED AT THE MEETING
EFFECT OF FUEL BURNUP AND CROSS-SECTIONS ON MODULAR HTGR REACTIVITY COEFFICIENTS

W. LEFLER, A. BAXTER, D. MATHEWS
GA Technologies, Inc.,
San Diego, California,
United States of America

Abstract

The temperature dependence of the reactivity coefficient in a prismatic block Modular High-Temperature Gas-Cooled Reactor (MHTGR) design is examined and found to be large and negative. Temperature coefficient results obtained with the ENDF/B-V data library were almost the same as results obtained with the earlier versions of the ENDF/B data library usually used at GA Technologies Inc. (GA) in spite of a significant eigenvalue increase with the ENDF/B-V data. The effects of fuel burnup and arbitrarily assumed cross section variations were examined and tabulated.

1. INTRODUCTION

The active core of the 350 MW(t) MHTGR is annular in configuration, shaped to provide a large external surface-to-volume ratio for the transport of heat radially to the reactor vessel in case of a loss of coolant flow [1]. For a given fuel temperature limit, the annular core provides approximately 40% greater power output over a typical cylindrical configuration. The reactor core is made up of columns of hexagonal microspheres of 19.8% enriched uranium oxycarbide and of fertile thorium oxide. The core is controlled by 30 control rods which enter the inner and outer side reflectors from above. A significant feature of the Standard MHTGR design is its capability for passive decay heat rejection. In the unlikely event that both the normal and shutdown cooling systems are unavailable, decay heat must be rejected by radiation, conduction, and natural convection from the core to the reactor vessel wall and outward to air-cooled panels within the reactor cavity structure. These passive decay heat rejection requirements influence the shape and size of the reactor core. A relatively tall core with a high surface-to-volume ratio provides acceptable fuel temperatures during a total loss of coolant flow, whether the primary coolant system is pressurized or depressurized. At the rated core thermal power of 350 MW, the peak fuel temperature is approximately 1600°C for the most severe loss-of-forced circulation case. This temperature is well within the limits for high retention of fission products by the all-ceramic coated fuel particles.

2. MHTGR REACTIVITY COEFFICIENTS

Whenever there is a change in the operating condition or configuration of a reactor, a change in reactivity may be induced. Such changes are important for controlling heat generation and thus for reactor safety. They influence the course of a reactivity transient and determine the degree of stability during reactor operation. These reactivity changes are defined in terms of coefficients, i.e., the reactivity change produced by a unit change in the variable of interest. For analytical purposes, a coefficient can be quantified by partial coefficients each depending on separate reactor changes to the variable of interest. For example, a core temperature coefficient of reactivity is composed of contributions from changes in the resonance energy range neutron cross section of fuel compact nuclides (Doppler effect) and in thermal neutron energy spectrum (moderator effect) as functions of temperature, i.e.,

\[ \frac{dk_{\text{eff}}}{k_{\text{eff}}} = \frac{1}{k_{\text{eff}}} \frac{\partial k_{\text{eff}}}{\partial T_f} dT_f + \frac{1}{k_{\text{eff}}} \frac{\partial k_{\text{eff}}}{\partial T_m} dT_m \]

where \( k_{\text{eff}} \) = effective reactivity,
\( T_f \) = fuel temperature,
\( T_m \) = moderator temperature.

Normally the reactivity changes are quantified by combining all the individual feedback effects into one overall coefficient called the power coefficient of reactivity. The power coefficient of reactivity is defined as the change in reactivity resulting from a unit change in reactor power level. It is the sum of the reactivity effects caused by a power change, i.e., the reactivity feedback due to temperature change, the reactivity feedback due to changes in coolant density, and the reactivity feedback due to changes in graphite volume and density. Considering the operational or configurational changes in the MHTGR core, the temperature component of the power coefficient is significant.

The helium coolant is inert and essentially transparent to neutrons. Thus, coolant density or phase changes are insignificant in affecting reactivity of the MHTGR. (In contrast, liquid cooled reactors normally have significant reactivity coefficients associated with the coolant density.) The total loss of helium from the MHTGR core is worth less than 0.01% ΔP in reactivity.

Graphite dimensional changes also have only small reactivity effects, either positive or negative. Graphite expansion with temperature reduces reactivity by reducing the average moderator density, but it also increases reactivity by decreasing core leakage, thus the net effect is small. The thermal neutron absorption cross section for graphite is very small, of the order of only a few millibarns.

The main reactivity feedback effects in the MHTGR are a prompt, instantaneous negative fuel feedback (Doppler), a large negative thermal neutron spectrum feedback (moderator) that is also relatively prompt, and a secondary small delayed positive reflector feedback (hours or days to
heatup reflector). The Doppler feedback is due to an increase in the effective cross section for neutron capture in the fertile nuclides (U-238 and Th-232) as the fuel temperature increases. The negative moderator coefficient results from an increase in the mean of thermal neutron energy which increases the effective neutron capture rate compared to the fission rate at higher temperatures.

The MHTGR reactivity change with temperature varies depending on cycle (initial core (IC) or equilibrium) and time in cycle. This change reflects the varying contributions of the fixed burnable poison (FBP), fission products, and the important nuclides which build up from transmutation, such as Pu-239 and Pu-240. The calculated reactivity change, \( \Delta \rho = (k_2 - k_1)/(k_1 \cdot k_2) \) with temperature change of the active core at the beginning of cycle (BOC) of the IC and at the end-of-cycle (EOC) of a typical equilibrium (equil) core is shown in Fig. 1. These two cases represent the extremes in reactivity change, and thus in the temperature coefficient curves for the MHTGR core, since the BOC initial core case has no fission product or plutonium buildup, and the EOC equilibrium core case has no FBP and the maximum level of fission products and plutonium. The slope of these curves, when plotted as a function of core temperature, yields the active core temperature coefficient of reactivity, as shown in Fig. 2.

The reactivity change with temperature, as well as the reactivity coefficient as a function of temperature, are shown as a function of the mean fuel temperature in all figures in this paper. In developing these figures, a somewhat lower moderator temperature was assumed at each fuel temperature. The reactivity values were calculated at nominal steady-state full power temperature conditions. The control rod position is assumed to be withdrawn as appropriate for achieving criticality, for calculations of temperature coefficients. If control rods were inserted, the negative coefficients would be stronger.

The active core isothermal temperature coefficient is different in both magnitude and shape (as a function of temperature) for BOC conditions compared to EOC conditions as shown in Fig. 2. The difference is
due to differences in the important contributors to the coefficient as shown in Figs. 3 and 4. At IC-BOC conditions, the prompt Doppler coefficient (due to U-238 and Th-232) and the FBP (due to shielded B-10 poison pins) are significant contributors (along with U-235) to the overall coefficient. As shown in Fig. 3, Xe-135 is the only important nuclide which contributes a small positive component to the very negative total coefficient.

At the EC-EOC condition, the FBP loading is depleted and plays no role in the coefficient. The prompt Doppler, and the Xe-135 contributions are essentially the same as for the BOC condition and were not plotted in the Fig. 4 results. Two major contributors of particular interest to the EOC coefficient are Pu-239 (a positive contributor at full power and accident temperatures up to approximately 1300°C) and Pu-240 (a strong negative contributor at accident conditions) although other nuclides, such as U-235, also contribute to the EOC coefficient.

The Doppler feedback effect is prompt acting and negative at all times in the cycle. The feedback due to FBP, Xe-135, Pu-239, and Pu-240, and essentially all other isotopes in the core, except U-238 and Th-232, is due to temperature changes in the moderator graphite which typically occur 5 to 10 sec later than fuel compact temperature changes following a power level change. The moderator coefficient is a negative feedback for any transients involving fuel temperature increases from nominal full power conditions.

The reactivity defect and temperature coefficient data discussed above refer to the active core temperature coefficient. The reflector temperature coefficient for the MHTGR is positive and this effect reduces the overall reactivity temperature defect from cold to hot conditions. The temperature response of the reflectors greatly lags
that of the active core (typically by hours) and the reflector effect can be neglected in any short-term transient analysis and/or in any events terminated by a reactor trip.

3. EFFECT OF CROSS SECTION DATA

The impact of uncertainty in the cross section of selected nuclides has been evaluated to determine the effects of such uncertainties on the equilibrium EOC isotopes and neutron balance and to quantify their effect on the EOC temperature coefficient and $k_{eff}$ of the core. These uncertainty analyses have also included the assessment of the use of the ENDF/B-V cross sections in comparison to the earlier ENDF/B versions normally used in HTGR design calculations at GA. Concerns related to neutron cross section and plutonium buildup uncertainties have been previously related to the possible effect of such uncertainties on the EOC temperature coefficient of reactivity.

Sensitivity analyses have been completed to quantify the impact of cross section uncertainties on both the core $k_{eff}$ values and EOC isotopic quantities, with a particular emphasis on the EOC isotopic changes and the resultant potential impact of such changes on the EOC temperature coefficient. The sensitivity analyses have consisted of the following:

Step 1: Zero-dimensional (0-D) $k_{eff}$ values and EOC isotopic compositions were compared to the same results calculated from detailed two-dimensional (2-D) depletion estimates using the GA reference cross sections. This comparison established the validity of using the simpler and more readily computed point-burnup model results which were then used for further cross section sensitivity studies.

Step 2: Additional 0-D depletion calculations were run for nominal assumed uncertainties in the cross sections (f) or loadings of selected nuclides (U-238, total U, Pu-239, and Pu-240) to determine the impact on cross section variations on EOC $k_{eff}$ and on EOC reactor isotopes. Compensating effects and/or nonrandom trends were identified, e.g., a higher U-238 resonance cross section would increase the negative fuel Doppler effect due to U-238, but would also increase the plutonium production and thus the positive moderator temperature coefficient contribution due to enhanced Pu-239 buildup, for example. Some interesting compensating effects, due to Pu-239 and Pu-240 buildup effects were identified from the results of these sensitivity studies.

Step 3: The multigroup cross sections of selected nuclides from the GA reference sets used above (ENDF/B-V, II, and III) were compared to current ENDF/B-V data values in the HTGR spectrum. The reference fuel depletion was repeated with all ENDF/B-V values to assess the magnitude of changes in the EOC compositions and in the calculated EOC temperature coefficient of reactivity due to the use of older cross sections in the GA reference calculations. This comparison eliminated any concerns regarding uncertainties related to the use of older cross section sets since the ENDF/B-V cross sections produced essentially the same temperature coefficient at EOC as was produced with the older cross section sets.

The ENDF/B-V coefficients were 2% less negative at normal operating temperatures and 5% more negative at accident temperatures than the coefficients calculated with the older data sets.

Step 4: From the sensitivities developed in Step 2 above, and with the realization that there were essentially no important cross section uncertainties related to the use of older ENDF/B data as demonstrated in Step 3 above, a highly conservative estimate of the impact of large uncertainties related to individual contributors to the EOC temperature coefficient was developed. This estimate assumed conservative and nuclide specific estimates of the uncertainty in the temperature coefficient contribution due to the particular nuclide. These uncertainties were assumed to be independently random and RMS combined to yield an overall uncertainty in the temperature coefficient.

Preliminary sensitivity study results for $k_{eff}$ and EOC isotopes were compared from a detailed 2-D depletion result and a 0-D depletion result in Step 1. In these, and all other 0-D or point-burnup sensitivity studies and/or one-dimensional (1-D) temperature coefficient calculations, a nine-neutron group (five fast, four thermal) cross section library was used.

In addition to the reference 2-D and point-depletion comparisons based on the use of the reference GA cross section set, six additional point-depletion estimates were performed with modified cross sections (or loadings) for selected isotopes. The purpose of performing the modified point-depletion runs was to determine the change in the EOC isotopes, $k_{eff}$, and in certain neutron balance information needed to estimate the impact of such changes on the EOC temperature coefficient or to determine these effects due to the use of the ENDF/B-V data. In all, eight depletion cases were used to complete Steps 1 and 2 above and to provide the ENDF/B-V verification required in Step 3 above.

These cases were:

A - 2-D; reference cross sections.
B - 0-D; reference cross sections.
C - 0-D; U-238 fast microscopic capture cross section ($\sigma_{fc}^{U-238}$) increased by 5%.
D - 0-D; Pu-240 thermal microscopic capture cross section ($\sigma_{hc}^{Pu-240}$) for the 1.05 eV capture resonance was increased by 10%.
E - 0-D; Pu-239 thermal microscopic absorption cross section ($\sigma_{ph}^{Pu-239}$) increased by 10%.
F - 0-D; kg U loaded ($N_{U-235}$ and $N_{U-238}$) increased by 3%.
G - 0-D; Pu-239 thermal microscopic fission cross section ($\sigma_{ph}^{Pu-239}$) increased by 10%.
H - 0-D; ENDF/B-V cross sections used.

It should be noted that no special significance should be attributed to the magnitude of the modifications made in Cases C through G. These were arbitrarily chosen in order to obtain the sensitivity to these arbitrary changes.

Table I summarizes the EOC core isotopic loadings (kg) for the heavy metals of most significance for each of these cases. The total EOC heavy metal includes typically 6 or 7 kg (13 to 15 Ib) of heavy
in the Pu-240 loading at EOC. However, there is almost no change in the reactivity worth of Pu-240 nor in its contribution to the temperature coefficient. On net, large Pu-240 cross section uncertainties would appear to only result in modest changes in the EOC $k_{eff}$ or in the temperature coefficient at accident temperatures. The base case Pu-240 worth at EOC was 6.1% $k_e$ while the 10% increase in Pu-240 cross section (Case D) yielded a change to only a 6.2% $k_e$ value. These $k_e$ values result from the Pu-240 fractional absorptions of 4.56% (Case B) and 4.63% (Case D) as shown in Table II.

In Case E, both the Pu-239 fission and capture cross sections in the thermal range ($\leq 2.38$ eV) were increased by 10%. This perturbation results in an 8% reduction in the Pu-239 loading at EOC and an increase in Pu-240 of only 1%. Saturation effects result in only very modest $k_{eff}$ changes, i.e., $k_{eff}$ increased by 0.0003 $k_e$. Since the macroscopic reaction rates in both Pu-239 and Pu-240 differ by only 2%, or less, the effect on the EOC temperature coefficient is insignificant. Therefore, the Pu cross section uncertainty would have negligible effect on fuel temperatures or fission product release.

A 3% change in total uranium loading, which is three times the expected loading uncertainty factor based on fuel manufacturing experience, shows that the EOC $k_{eff}$ is increased by 0.0056 $k_e$. From the result, the actual uranium loading uncertainty of ±1% would be expected to produce ±0.002 $k_e$ uncertainty and a ±2.3% change in Pu-240 loading at EOC.

In Case G, only the Pu-239 thermal fission cross section was increased by 10% so that this case represents a change in the Pu-239 thermal $\sigma_f/\sigma_c$ ratio, and would tend to produce an increase in the positive contribution to the temperature coefficient due to Pu-239.

The reference MHTGR cross sections are based on earlier evaluations and on selected cross sections for the more important nuclides which GA believes are accurate for MHTGR calculations. The impact of the possible uncertainties due to the use of the GA reference set compared to the use of ENDF/B-V cross sections has been evaluated. Table III lists the source of the cross section data for the GA reference set.

### TABLE I

<table>
<thead>
<tr>
<th>Case</th>
<th>A Reference</th>
<th>B Reference</th>
<th>C 1.05 $a_f$</th>
<th>D 1.01 $a_f$</th>
<th>E 1.10 $a_f$</th>
<th>F Pu-239 $a_f$</th>
<th>G Pu-240 $a_f$</th>
<th>H ENDF/B-V</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-235</td>
<td>141.06</td>
<td>136.77</td>
<td>138.83</td>
<td>137.05</td>
<td>137.68</td>
<td>147.63</td>
<td>137.88</td>
<td>136.75</td>
</tr>
<tr>
<td>U-236</td>
<td>44.57</td>
<td>44.88</td>
<td>44.61</td>
<td>44.84</td>
<td>44.76</td>
<td>45.35</td>
<td>44.72</td>
<td>43.73</td>
</tr>
<tr>
<td>U-238</td>
<td>1550.7</td>
<td>1552.5</td>
<td>1549.4</td>
<td>1552.5</td>
<td>1555.6</td>
<td>1600.7</td>
<td>1553.1</td>
<td>1553.8</td>
</tr>
<tr>
<td>Pu-240</td>
<td>7.86</td>
<td>7.98</td>
<td>8.32</td>
<td>7.55</td>
<td>8.07</td>
<td>8.13</td>
<td>7.55</td>
<td>8.08</td>
</tr>
<tr>
<td>Pu-241</td>
<td>4.99</td>
<td>4.87</td>
<td>5.10</td>
<td>4.97</td>
<td>5.01</td>
<td>4.63</td>
<td>4.63</td>
<td>4.59</td>
</tr>
<tr>
<td>Pu-242</td>
<td>2.51</td>
<td>2.38</td>
<td>2.44</td>
<td>2.45</td>
<td>2.43</td>
<td>2.30</td>
<td>2.26</td>
<td>2.69</td>
</tr>
<tr>
<td>Th-232</td>
<td>1357.8</td>
<td>1360.2</td>
<td>1364.0</td>
<td>1360.2</td>
<td>1360.3</td>
<td>1360.5</td>
<td>1360.6</td>
<td>1360.8</td>
</tr>
<tr>
<td>Pa-233</td>
<td>2.86</td>
<td>2.75</td>
<td>2.72</td>
<td>2.74</td>
<td>2.74</td>
<td>2.67</td>
<td>2.72</td>
<td>2.72</td>
</tr>
<tr>
<td>Total IM</td>
<td>3158.6</td>
<td>3158.1</td>
<td>3158.5</td>
<td>3158.1</td>
<td>3158.1</td>
<td>3218.8</td>
<td>3158.2</td>
<td>3158.1</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Case</th>
<th>A Reference</th>
<th>B Reference</th>
<th>C 1.05 $a_f$</th>
<th>D 1.10 $a_f$</th>
<th>E 1.10 $a_f$</th>
<th>F Pu-239 $a_f$</th>
<th>G Pu-240 $a_f$</th>
<th>H ENDF/B-V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pu-238</td>
<td>13.4</td>
<td>13.3</td>
<td>13.8</td>
<td>13.3</td>
<td>13.3</td>
<td>13.5</td>
<td>13.4</td>
<td>13.2</td>
</tr>
<tr>
<td>Pu-239</td>
<td>14.1</td>
<td>14.3</td>
<td>14.7</td>
<td>14.4</td>
<td>14.4</td>
<td>14.4</td>
<td>14.4</td>
<td>14.2</td>
</tr>
<tr>
<td>Pu-240</td>
<td>4.53</td>
<td>4.56</td>
<td>4.66</td>
<td>4.63</td>
<td>4.63</td>
<td>4.53</td>
<td>4.32</td>
<td>4.69</td>
</tr>
</tbody>
</table>
Table III: Source of Cross Section Data for GA Reference

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th-232</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td>U-233</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td>U-235</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td>U-238</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td>Pu-239</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td>Pu-240</td>
<td>ENDF/B-III</td>
</tr>
<tr>
<td></td>
<td>ENDL/B-II</td>
</tr>
<tr>
<td></td>
<td>ENDL/B-III</td>
</tr>
<tr>
<td></td>
<td>ENDL/B-I</td>
</tr>
</tbody>
</table>

The reference point depletion burnup study was repeated through initial cycles to an equilibrium reload based on the use of ENDF/B-V cross section in Case H. The fissile loading at each reload was held at the reference value and the burnup dependent $k_{eff}$ values were compared. The use of the ENDF/B-V cross section increased the equilibrium EOC $k_{eff}$ by 0.7% compared to the reference GA case result.

A comparison of the EOC plutonium compositions and fractional absorption rates in Pu-239 and Pu-240 show only trivial differences due to the use of the ENDF/B-V data. For example, the GA reference data showed that the Pu-239 and Pu-240 fractional absorptions were 14.3% and 4.56%, respectively. With the ENDF/B-V data the respective values were 14.2% and 4.49%.

The fractional absorptions for each case, expressed as a percent of all neutron absorptions, show that the Pu-239 fractional absorptions vary by less than ±3% from the Case B reference value. Maximum variations for Pu-240 absorption rate at EOC are the same to within ±2%. These results indicate that, in general, very high cross section uncertainties would be required to make modest uncertainties in the EOC temperature coefficient contribution due to Pu-239 and Pu-240, the two most dominant nuclides.

Figure 5 shows the buildup of Pu-239 and Pu-240 in one fuel segment (one-half of the core fuel elements) as a function of exposure out to the equilibrium exposure of 964 equivalent full power days (EFPDs). As shown, the Pu-239 concentration saturates before the end of an equilibrium cycle exposure, while Pu-240 is nearly saturated by the end of the design burnup cycle. The change in the buildup rate of Pu-239, and Pu-240, that occurs at 482 days is due to the refueling that occurs for the other core segment at that time. The refueling results in a change in the core thermal flux and thus the Pu-239 absorption rate.

The total core plutonium loading, corresponding to the plutonium loading in both of the two core segments, when plotted over an equilibrium cycle exposure shows that Pu-239 is equilibrated by about 250 EFPDs while Pu-240 is ~71% of its EOC value at 250 EFPDs. An equilibrium cycle is based on 482 EFPDs exposure between reloads.

These saturating effects, which result in an EOC reaction rate in the nuclides that is nearly independent of cross section uncertainty for that nuclide, explain why ±10% cross section uncertainties produce only ±2.5% changes in the EOC reaction rates for these two plutonium isotopes as given in Table II. Reasonable modeling and cross section uncertainties can only produce modest uncertainties in the EOC temperature coefficient contributions due to either Pu-239 or Pu-240 unless the cross section uncertainties involve fairly large changes in the Pu-239 fission-to-capture ratio.

An important feature in the sensitivity analysis (Step 3) was the assessment of the impact of using ENDF/B-V cross sections rather than the reference GA cross section (ENDF/B-I to -III). For example, the ENDF/B-V U-235 is more reactive than the earlier version normally used by GA while the U-238 resonance capture is ~1.5% lower with the newer data. The Pu-239 fission and capture cross sections, as well as the $\sigma_f/\sigma_c$ ratios are nearly the same in the all-important two bottom thermal groups. Finally, the Pu-240 resonance cross section is ~5% lower than the value used in the reference set. The assessment of very conservative uncertainties in the temperature coefficient described below involves uncertainties much larger than indicated from the comparisons of the GA reference cross sections and the newer ENDF/B-V results.

Figure 6 compares the ECC temperature coefficient of reactivity for the reference MHTGR cross sections and EOC isotopics, the ENDF/B-V
cross sections with reference EOC isotopics, and also with ENDF/B-V cross sections and isotopics (Case H isotopics). These results show convincingly that the GA use of the older cross section data sets has very little impact on the EOC temperature coefficient and if anything, the coefficient at higher temperature is slightly more negative with the newer data.

The depletion sensitivity analyses for arbitrarily assumed cross section uncertainties (Step 2) indicated that, for example, ±10% cross section changes in Pu-239 and Pu-240 tended to produce only ±2.5% changes in the EOC reaction rates in these nuclides and, by deduction, only relatively small changes in the contributions to the EOC temperature coefficient are expected due to these plutonium cross section changes.

Further confirmation of the probable accuracy of the GA reference cross sections (Step 3) demonstrated that the use of ENDF/B-V cross sections would change the temperature coefficient predictions by less than about 5% over the whole range of temperatures with the ENDF/B-V results slightly more negative than the reference calculation results.

In the evaluation of very large uncertainties (Step 4), the approach was to define a conservative estimate of the possible temperature coefficient uncertainty due to assumed random uncertainties in the temperature coefficient contribution for all of the significant contributors to the overall coefficient. Other "worst case" estimates assuming nonrandom uncertainties have also been made for the licensing authorities. Since the results are qualitatively similar, they will not be discussed here.

One-sigma cross section uncertainties for the thermal (E = 0.0253 eV) fission or capture cross sections (σ or σorption) and also for the epithermal (E > 0.5 eV) cross section integrals (I or I capture) are given in [2]. A summary of these data for U-238, Pu-239, Pu-240, and Xe-135 cross sections and their one-sigma uncertainties are summarized in Table IV.

In the MHTGR neutron spectrum, the majority of Pu-239 neutron capture and fission takes place in the thermal range so the uncertainty in those rates is related to the cross section uncertainty given for the 0.0253 eV cross section rather than to the uncertainty given for the integrals at E > 0.50 eV. For example, the four thermal neutron groups used for the depletion studies have upper limit energies of 0.13, 0.825, 1.275, and 2.38 eV. Approximately 19% of all Pu-239 captures and 26% of all fissions occur in the lowest group (50.13 eV) while ~97% of all captures and fissions in Pu-239 are predicted to occur at 50.825 eV.

For Pu-240, essentially all of the absorptions occur at E > 0.5 eV, and the I capture uncertainty of ±12% is an appropriate one-sigma estimate for sensitivity studies for example. For Xe-135, for example, the

TABLE IV

<table>
<thead>
<tr>
<th>Description</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-238 σ <em>c</em> = 2.70 ± 0.02 barns (0.0253 eV)</td>
<td>±0.1</td>
</tr>
<tr>
<td>I <em>c</em> = 275 ± 3 barns (E &gt; 0.5 eV)</td>
<td>±1.0</td>
</tr>
<tr>
<td>Pu-239 σ <em>c</em> = 742.5 ± 3.0 barns (0.0253 eV)</td>
<td>±0.4</td>
</tr>
<tr>
<td>σ <em>f</em> = 268.8 ± 3.0 barns (0.0253 eV)</td>
<td>±1.1</td>
</tr>
<tr>
<td>I <em>c</em> = 301 ± 10 barns (E &gt; 0.5 eV)</td>
<td>±3.3</td>
</tr>
<tr>
<td>I <em>f</em> = 200 ± 20 barns (E &gt; 0.5 eV)</td>
<td>±10.0</td>
</tr>
<tr>
<td>Pu-240 σ <em>c</em> = 269.5 ± 1.4 barns (0.0253 eV)</td>
<td>±0.5</td>
</tr>
<tr>
<td>I <em>c</em> = 8013 ± 960 barns (E &gt; 0.5 eV)</td>
<td>±12.0</td>
</tr>
<tr>
<td>Xe-135 σ <em>c</em> = (4.65 ± 0.20) x 10^6 barns (0.0253 eV)</td>
<td>±7.5</td>
</tr>
<tr>
<td>I <em>c</em> = 763.4 barns (E &gt; 0.5 eV)</td>
<td>±9.5</td>
</tr>
</tbody>
</table>

(*σ _c_ = capture cross section  
σ _f_ = fission cross section  
I _c_ = capture cross section integral  
I _f_ = fission cross section integral)
$\sigma_T$ uncertainty at 0.0253 eV is estimated to be typical of the total cross section uncertainty.

To illustrate the possible effect of combined modeling, burnup, or cross section uncertainties on the core isothermal temperature coefficient, an uncertainty analysis was performed as part of Step 4 in which random uncertainties were assumed in the reference calculated temperature coefficient contributions due to all the key nuclides. These uncertainties, which represent estimates of a conservative uncertainty for the coefficient contribution due to selected nuclides, are summarized in Table V. The magnitude of the indicated temperature coefficient contribution uncertainty for the various nuclides except Pu-239 and Pu-240 is consistent with the correlations of measured and predicted temperature coefficient and xenon worths for both Peach Bottom and Fort St. Vrain. The indicated ±25% uncertainty due to Pu-239 and Pu-240 is much higher than indicated in the HTLTR experiment with plutonium fuels and is higher than would be expected based on the EOC plutonium buildup uncertainty analysis and temperature coefficient changes due to cross section changes discussed earlier.

### Table V

<table>
<thead>
<tr>
<th>Contributor</th>
<th>Assumed Coefficient Uncertainty (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pu-239</td>
<td>±25</td>
</tr>
<tr>
<td>Pu-240</td>
<td>±25</td>
</tr>
<tr>
<td>U-238</td>
<td>±10</td>
</tr>
<tr>
<td>Th-232</td>
<td>±10</td>
</tr>
<tr>
<td>Xe-135</td>
<td>±20</td>
</tr>
<tr>
<td>U-233</td>
<td>±5</td>
</tr>
<tr>
<td>All other</td>
<td>±5</td>
</tr>
</tbody>
</table>

The core isothermal temperature coefficient was calculated combining all these assumed coefficient uncertainties in a root mean square fashion; and the resulting error limits in the core isothermal temperature coefficient are shown as error bars in Fig. 7. This combination of large calculational errors results in an overall temperature coefficient uncertainty of only about ±15% at accident temperatures while the coefficient at operating temperature is reduced by ~30% with this very conservative approach.

![Fig. 7. Temperature coefficient uncertainty due to random uncertainty in key nuclide contributors (EOC equilibrium core)](image)

### 4. Conclusions

In the MHTGR, only the temperature component of the power coefficient is significant. The overall temperature coefficient is large and negative.

The use of the GA reference cross section set has very little impact on the EOC temperature coefficient when compared to the EOC temperature coefficient calculated with ENDF/B-V cross section data.

An estimate of the potential uncertainty in the overall core temperature coefficient was evaluated by conservatively estimating uncertainties in the predicted contribution to the overall coefficient from individual nuclides. In this case, it was assumed that such nuclide contribution uncertainties were random. This uncertainty estimate yielded an uncertainty of ~±30% at normal operating temperature but a lower average uncertainty of ~±15% over typically evaluated accident temperatures.
This conservative uncertainty analyses assumed uncertainties due to Pu-239 and Pu-240 which were much larger than indicated due to the saturating effects of those nuclides as assessed and described in these sensitivity studies.

ACKNOWLEDGEMENTS

Work on this paper supported by U.S. Department of Energy contract DE-AC03-84SF10961.

The authors wish to thank R. K. Lane for his efforts in the cross section uncertainty evaluation.

REFERENCES


COMPARISON OF CALCULATED AND MEASURED REACTIVITY COEFFICIENTS FOR LIGHT WATER REACTOR LATTICES
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Abstract

The cell and assembly multigroup transport theory burnup code CASMO in its latest version, CASMO-3, combined with a 70-group nuclear data library, a modified variant of an earlier CASMO library, has been tested against data from experimental facilities. The tests reported deal with reactivity coefficients for light water reactor lattices and, to some extent, with related parameters, in particular the resonance absorption in U238.

I. INTRODUCTION

The cell and assembly multigroup transport theory burnup code CASMO is used by many utilities world wide. Over the years the code combined with various multigroup nuclear data libraries has been tested extensively against data from experimental facilities as well as against results from power reactors. This is so also for the latest version of the code, labeled CASMO-3, and its 70-group library being a modified version of a previous library.

The tests of CASMO-3 and its library reported here are based on data from experimental facilities. The emphasis in the study is on reactivity coefficients for lattices moderated with light water. Some tests for the resonance absorption in U238 are also included in this context. The reactivity measurements were performed in the high temperature reactor KRITZ at Studsvik, whereas the resonance absorption measurements were carried out at the reactor H1 in Stockholm. Some of the tests included in this paper have been done by other investigators and the results have also been reported elsewhere, some tests were done quite recently by the present author.

II. THE CALCULATIONAL MODEL AND ITS APPLICATION

The CASMO code first solves the one-dimensional integral transport theory equation for each pin cell type involved. This calculation is carried out in the microgroup energy structure, consisting of 70 groups in the work presented...
here. There are 14 groups above 9118 eV and 13 groups in the resonance region between 4 eV and 9118 eV. For BWR assemblies and (as an option) for single pin cell cases the macrogroup calculation is followed by a calculation in the macrogroup energy structure, here in 23 groups, the default value for a 70-group library. The subsequent two-dimensional calculation needed for BWR and PWR assemblies is performed with a transmission probability routine COXY in 12 groups or less. The default value, 7 groups, was used in this work. Finally, a fundamental mode calculation is carried out, in the macrogroup structure, accounting for the leakage. Shielded resonance absorption data based on the equivalence theorem are used in the region from 4 eV to 9118 eV for U235, U236, U238, and Pu239. The important resonances in Pu239 at 0.296 eV and in Pu240 at 1.056 eV are adequately treated by a tight group structure around these energies. More detailed information on CASMO, in particular on CASMO-3 used in the present work, can be found in Refs 1, 2, and 3.

The burnup process in burnable absorber (BA) rods cannot be handled directly in CASMO. Such cases are first treated with the code MICBURN (Ref 4), producing homogenized cross sections to be used in CASMO. The present work does not include any such burnup, but MICBURN had to be used anyway, namely for the so-called grey BA rods having a non-uniform axial BA distribution, in the present work a pattern of pellets with and without Gd. The rods with a uniform (homogeneous) Gd distribution on the other hand, could be treated directly in CASMO.

The 70-group nuclear data library labeled E4LBG70 (Ref 5) used in the CASMO calculations is based on data from several sources, in particular ENDF/B-3, 4, and 5. It is equivalent to or almost equivalent to the library versions presently applied in CASMO by many users around the world.

Cross section data obtained from CASMO were used in the core calculations for the various KRTZ cases. These calculations were performed with the diffusion theory code DIXY, applied in xy geometry, with the axial leakage represented by a buckling term. Separate cross section data were used for each pin-cell type, water hole, and gap. The DIXY calculations were throughout performed in the 4-group energy structure 10 MeV - 0.821 MeV - 5530 eV - 0.625 eV - 0. Cross section data for the KRTZ water reflector were generated in special CASMO calculations. In some cases, particularly for pin cells with Gd, the cross section data from CASMO had to be adjusted to outweigh the errors in diffusion theory calculations for such rods. The correction factors needed in that context were obtained from CASMO.

The main results from the calculation for each KRTZ core is the $k_{eff}$ value, to be compared with the experimental result of unity. As mentioned, calculations were also done for the resonance absorption in U238. These calculations, performed on pin cells, are presented below in connection with the reactivity effect due to fuel temperature changes. Some other calculations are also presented.

III. Reactivity Effect of a Fuel Temperature Change

As an introduction some results from calculations of the fuel temperature reactivity effects in a power reactor will be presented. These calculations (Ref 6), performed with CASMO for the first reload fuel batch in the Swedish BWR Forsmark 1, refer to an 8x8 rod assembly with 4 Gd rods. These CASMO calculations, using a 40-group variant of the library, were done for the fuel temperatures $T_f = 540$ K, $840$ K, $1140$ K, $1640$ K, and $2140$ K for each combination of the burnup degrees $E = 0, 5, 10, 20,$ and $30$ MWd/kgHM, and the void fractions $V = 0, 50,$ and $75$ %. HM means Heavy Metal initially and V refers to the volume fraction of dry steam. Core calculations were not needed for the present survey. It can be mentioned in this context that the span of the migration area as a function of $T_f$ is less than 0.3 cm$^2$ for any of the $E$, $V$ pairs.

The reactivity effect due to a fuel temperature change from $T_f'$ to $T_f''$ was obtained as

$$\Delta P = 2 \cdot 10^5 \frac{(k'_{eff} - k''_{eff})}{(k''_{eff} + k'_{eff})} = 10^5 \Delta k_{eff}$$

CASMO also calculates the components of $k_{eff}$ in two energy groups. The following relations are given in Ref 3.

$$k_{eff} = (1-P_i) n_{1} f_{1} + P_i n_{2} f_{2}$$

where

$$n_{1} f_{1} = \frac{\nu_{1} E_{1} f_{1}}{\nu_{1} E_{1} f_{1}}$$

$$n_{2} f_{2} = \frac{\nu_{2} E_{2} f_{2}}{\nu_{2} E_{2} f_{2}}$$

and

$$P_i = \frac{E_{i}}{E_{1} + E_{2}}$$

with $E_{i} = (\phi_{i} E_{1} + \phi_{2} E_{2})/\phi_{1}$.

The boundary between the two groups is at 0.625 eV in this work.
From the expressions just given one can estimate the thermal component of $\Delta \phi$ as

$$\Delta \phi_2 = 10^5 P_a n_{2f}^2 / k + \Delta(T_2^2 + 1)$$

The last term can be neglected here because the upscattering is fairly small. Values of $\Delta \phi_2$ and of $\Delta \phi_1 = \Delta \phi - \Delta \phi_2$ for a change of $T_f$ from 540 K to 1140 K are given in Fig 1. In addition, results for $d\phi_1/dT_f$ and $d\phi_2/dT_f$ as a function of $T_f$ are presented in Fig 2.

---

Fig. 1 Reactivity changes calculated with CASMO for an increase of the fuel temperature in typical BWR fuel from 540 K to 1140 K.

Fig. 2 The reactivity coefficients $d\phi_1/dT_f$ and $d\phi_2/dT_f$ versus the fuel temperature $T_f$ from CASMO calculations for typical BWR fuel. Void, $V = 50 \%$.

The minor reactivity component $\Delta \phi_2$, the thermal one, given in Fig 1 shows an obvious dependence on the degree of burnup, with a span of more than 300 pcm. The net effect in a reactor would, however, be small for this particular example because of compensating effects between negative and positive contributions. The corresponding coefficient $d\phi_2/dT_f$ in Fig 2 seems to be about constant as a function of $T_f$. The thermal component shown could be due to many causes, such as influence from Pu239 and Pu241, gradually growing with burnup, as well as influence from the Gd absorber, present up to about $E = 6$ MWd/kgHM in the BWR calculations referred to.

The thermal component is associated with the spectrum hardening occurring when the fuel oxide is heated. This hardening has been demonstrated in measurements of the neutron spectrum in a $UO_2$ tube at $50^\circ$C and at $750^\circ$C. The results, obtained with a time-of-flight spectrometer analysing the neutron beam from a
lead scatterer located in the centre of the UO₂ tube, are shown in Fig 3. Also shown are some results from THERMOS calculations - with the oxygen treated as a free gas of mass 16. Such a treatment seems to be adequate.

The epithermal reactivity component \( \Delta \rho_1 \), the major one, to some extent depends on the void fraction and on the degree of burnup, as shown by the curves in Fig 1, a behaviour that seems reasonable. This component is mainly due to the resonance absorption in U²³⁸. It is shown experimentally in Ref 8 that the effective resonance integral \( R_I(T) \) of this nuclide could be written as

\[
R_I(T_f) = R_I(T_0) \left( 1 + \beta \left( \frac{1}{T_f} - \frac{1}{T_0} \right) \right)
\]

This result refers to uranium oxide and uranium metal rods for fuel temperatures \( T_f \) in the region from 300 K to 1000 K. \( T_0 \) is a reference temperature, e.g. 300 K. The parameter \( \beta \) depends on the fuel type and on the rod radius. The small \( 1/v \) contribution is not included in \( R_I \). The behaviour of \( d\rho_1/dT_f \) would follow a curve proportional to the derivative \( dR_I/dT_f \), i.e. \( 1/V_f \).

CASMO calculations for single rods in water (Ref 9) combined with experimental data for \( \beta \) and \( R_I \) based on Refs 8 and 10, led to the results given in Table I. \( \Delta R_I/R_I \) is the change of the effective resonance integral between \( T_f = 300 \) K and \( T_f = 1000 \) K. The experimental uncertainties (1σ) are ±3.5 % for \( R_I \) and ±8 % for \( \Delta R_I/R_I \).

**Table I**

Comparison of Calculated and Experimental Resonance Integrals and Temperature Effects for the Resonance Integral of U²³⁸. In this Comparison the \( 1/v \) Contribution Was Included. The Library Used is Equivalent to E4LBG70.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Rod Radius cm</th>
<th>( \left( \frac{C}{F} - 1 \right) ) 100, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>0.40</td>
<td>+0.1</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>+0.4</td>
</tr>
<tr>
<td></td>
<td>1.04</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>1.60</td>
<td>-0.8</td>
</tr>
<tr>
<td>U metal</td>
<td>0.50</td>
<td>-4.2</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>-1.0</td>
</tr>
<tr>
<td>UO₂</td>
<td>0.40</td>
<td>+0.6</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td>+3.5</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>-2.1</td>
</tr>
<tr>
<td></td>
<td>1.04</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>1.60</td>
<td>-0.9</td>
</tr>
<tr>
<td>U metal</td>
<td>0.50</td>
<td>+4.8</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>-4.8</td>
</tr>
</tbody>
</table>

IV. REACTIVITY EFFECT OF A MODERATOR TEMPERATURE CHANGE

The experiments referred to in this section were all performed in the zero-power high-temperature reactor KRITZ used at Studsvik up to the mid-seventies. A great variety of light water moderated lattices, including several cases with plutonium, were investigated in this reactor in the temperature range from 300 K to 520 K. The measurements deal with criticality combinations of temperature, boron content, and water level (and the associated axial buckling) as well as with fission rate distributions.
The tests of CASMO-3 and its library E4LBG70 discussed in this section concentrate on the criticality states around 300 K and 500 K for various cores fueled with enriched uranium. So far the present calculational model has not been tested thoroughly against the Pu-bearing lattices. One such test, dealing with a small, regular lattice of PuO2, UO2 rods from an early KRITZ project, is, however, included here. The purpose of the tests is to compare calculated $k_{\text{eff}}$ values with the measured ones, which are unity throughout. As this is done both at low and high temperature the calculation of the reactivity effect of a moderator temperature change is also tested - or, to be more accurate the effect of a uniform temperature change as the fuel effect is also included.

In addition to regular pin lattices the present study deals with PWR lattices with large or small water holes and with BWR lattices with or without burnable absorbers (Gd rods). The layout for the BWR lattices is shown in Fig 4.

CASMO-3/DIXY calculations were carried out as outlined in Section II. For the BA cores 3:3 and 3:4, not shown in Fig 4, MICBURN calculations were done

### TABLE II

<table>
<thead>
<tr>
<th>Core</th>
<th>Calculated $k_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>KRITZ-2 Pin Cell Cores</td>
<td></td>
</tr>
<tr>
<td>2:1 U_0_2(1.9 % enr U), $V_{\text{m}}/V_{\text{f}} = 1.2$</td>
<td>1.0000 1.00007 Ref 12, 1</td>
</tr>
<tr>
<td>2:13 U_0_2(1.9 % enr U), $V_{\text{m}}/V_{\text{f}} = 1.7$</td>
<td>0.9989 0.9990 Ref 12, 1</td>
</tr>
<tr>
<td>2:19\textsuperscript{a} Pu_2O_2,U_0(1.5 % PuCO), $V_{\text{m}}/V_{\text{f}} = 3.3$</td>
<td>1.0026 1.0030 This work</td>
</tr>
</tbody>
</table>

| KRITZ-3 PWR Cores |                            |
| U-WH1 Small water holes | 0.9998 0.999 This work, 12 |
| U-WH2 Large water holes | 1.0003 1.0002 Ref 12, 1 |

| KRITZ-4 BWR Cores |                            |
| 3:1 No Gd | 1.0010 1.0016 Ref 12, 1 |
| 3:2 5 hom Gd rods in each of 4 central assemblies | 1.0016 1.0015 Ref 12, 1 |
| 3:3 5 grey Gd rods (type Y) | 1.0006 0.9992 This work |
| 3:4 5 grey Gd rods (type Z) | 1.0005 0.9999 This work |

\textsuperscript{a) A correction, somewhat uncertain, of -500 pcm and -380 pcm, respectively, related to shielding effects in the PuCO grains has been applied to the $k_{\text{eff}}$ values given.

The experimental uncertainties ($\delta$) for $k_{\text{eff}}$ values obtained in the calculations is given in Table II. Some of these values were first given in Ref 12 and later on cited in Ref 1.

![Image of two cores from the BWR/BA measurements in KRITZ. The outer dimension of the steel frame, approximating the real steel configuration, is 115 x 115 cm.](image-url)
uncertainty in geometry or fuel composition. Essentially they account for uncertainties in the criticality measurement, mainly those for the boron content and for the axial buckling.

The reactivity effect $\Delta \rho$ (Cold+Hot) due to a temperature change is not measured explicitly in the experiments, which, as has been mentioned, primarily give critical states. Neither are numerical values for this $\Delta \rho$ parameter needed in the tests. However, a few estimates have been done anyway, by use of the expression

$$\Delta \rho (\text{Cold + Hot}) = - \Delta \beta \frac{d \rho}{d \beta} - \Delta B \frac{d \rho}{d B}$$

where $\beta$ means the boron content and $B$ the axial buckling. $\Delta \beta$ and $\Delta B \frac{d \rho}{d B}$ were obtained in the measurements and average values of $d \rho \beta$ and $d \rho \beta^2$ were estimated from calculations. The results obtained for $\Delta \rho (\text{Cold + Hot})$ are -3100 pcm for core 2:19, + 500 pcm for core 3:1, and - 700 pcm for core 3:2. Obviously the results vary strongly. To some extent this depends on large differences in boron content among the various cases.

The outcome of the tests for the reactivity effect of a uniform temperature increase can be expressed as $10^5 (k_{\text{eff}}(\text{Hot}) - k_{\text{eff}}(\text{Cold}))$. For the cores in Table II the largest deviation from the ideal value zero is - 140 pcm, referring to core 3:3, a core with grey Gd rods. The average value of $10^5 |k_{\text{eff}}(\text{Hot}) - k_{\text{eff}}(\text{Cold})|$ for all 9 cores is (70+10+40/10+10+60)/9 = 43 pcm, a value of the same order as the experimental uncertainty. The average deviation means about 0.2 pcm/K, a very small value in this context.

V. REACTIVITY EFFECT OF A VOID CHANGE

Special measurements concerning the effect of void were carried out in the BWR/BA project in KRITZ. The void was created either by air bubbles or by empty zircaloy tubes inserted in the central assembly. In the present study the zircaloy tube variant has been analysed. One of the pertinent cores is shown in Fig 5. Altogether there were 45 tubes in the central assembly, occupying, walls included, 36.9 % of the normal coolant volume. Measurements were carried out also with a voided assembly without BA in the centre, a NO assembly – see Fig 4, as well as for cores without any tubes.

The average void fraction, representing dry, saturated steam, to be used in the CASMO input was found to be 37.7 %. A non-uniform distribution of this void across the assembly was needed in the CASMO input. Some information on the core calculations is given in Fig 5. The $k_{\text{eff}}$ results obtained are presented in Table III, also showing the estimated void reactivity, obtained in a manner similar to the one for the temperature effect in Section IV. The $k_{\text{eff}}$ level is somewhat lower than for the corresponding cases in Table II. To some extent this depends on a less severe flux convergence criterion in the calculations for the cores in Table III.
TABLE III

CASMO-3/DIXY Calculated $k_{\text{eff}}$ Values for Critical Cores in the KRITZ Reactor With or Without Void in the Central Assembly. Data Library E4LBG70.

<table>
<thead>
<tr>
<th>Core</th>
<th>Temp</th>
<th>Central Assembly</th>
<th>$k_{\text{eff}}$</th>
<th>Void Reactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>KRITZ-4 BWR Cores</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 1</td>
<td>515.6</td>
<td>NO, no void</td>
<td>0.99681</td>
<td>69 pcm</td>
</tr>
<tr>
<td>7.2</td>
<td>517.1</td>
<td>5X, no void</td>
<td>0.99728</td>
<td>32 pcm</td>
</tr>
<tr>
<td>7.3</td>
<td>515.1</td>
<td>NO, voided</td>
<td>0.99612</td>
<td>-70</td>
</tr>
<tr>
<td>7.4</td>
<td>517.4</td>
<td>5X, voided</td>
<td>0.99696</td>
<td>-344</td>
</tr>
</tbody>
</table>

As the $k_{\text{eff}}$ values in Table III for the voided cases are lower than for the corresponding cases without void, the calculations overestimate the numerical value of the void reactivity. The overestimate is 69 pcm for the NO case and 32 pcm for the 5X case, or about 9% of the estimated void reactivity. The experimental uncertainty for a case with void relative to the corresponding case without void is given as ±40 pcm in Ref 13.

VI. DISCUSSION

The 70-group nuclear data library, E4LBG70, used in the CASMO calculations in the present work, is not based on one single evaluated compilation. Instead, as mentioned in Section II, several data sources have been used, in particular the compilations ENDF/B-3,4, and 5.

The shielded resonance data for U238 in the library E4LBG70 have been obtained after adjustment downwards of values originally calculated from the basic resonance parameters. This adjustment (Refs 5,9) particularly noticeable for large diameter rods with their pronounced selfshielding, was chosen temperature dependent. It was governed by the experimental results (Refs 8, 10) used in the comparison shown in Table II. The adjustment means an obvious shift in the calculation of the fuel temperature effect for all rods examined. On the other hand, it is not very important for $R_1(300)$ for $\text{UO}_2$ rods with radii of about 0.5 cm, i.e. normal LWR rods. It should be noted that the shifts discussed are of the order of the standard deviation in the experimental results, i.e. ±3.5 % for $R_1(300)$ and ±8 % for the temperature (Doppler) effect. However, if there is no special preference, it is generally justified to try to reproduce nominal measured results - also for changes within the experimental uncertainty limits. It is not clear if the need for the adjustment is associated with basic resonance data or with the method - for instance, does the equivalence theorem really give results accurate to the order of 1%?

The fuel temperature reactivity effect in an LWR is not only due to the Doppler effect in the resonances in U238 and, to a lesser extent, in other resonances, such as the one at 1.056 eV in Pu240. There is also an effect in the thermal region in the first place caused by the hot oxygen in $\text{UO}_2$ fuel leading to a hardening of the neutron spectrum. In this work the thermal and nonthermal reactivity components have been estimated separately on the basis of CASMO calculations for a typical BWR fuel assembly. Furthermore, reference has been made to an experimental demonstration of the spectrum hardening in heated $\text{UO}_2$ as well as to calculations showing that the oxygen could be treated as a free gas of mass 16. Probably the cross section data presently available are adequate for a calculation of the thermal region reactivity effect as well as of the effect in Pu240.

Concerning the resonance absorption in U238 it can be noted that CASMO uses a temperature, $T_0$, somewhat higher than the physical temperature. A free gas model using such an elevated temperature is expected to give an adequate approximation of the influence of atomic vibrations in the $\text{UO}_2$ lattice. Another problem, of a more practical nature, is to find the correct physical temperature for the fuel in a power reactor.

For the Doppler effect in U238 we finally present in Table IV the relative importance of various energy regions. These data have been obtained from very recent calculations with CASMO for an LWR pin cell and should be regarded as somewhat preliminary.

In the thermal region a slight non $1/3$ dependence has been adopted for the absorption cross section of U238. This adjustment (Refs 5, 9) associated with an assumed bound level (resonance at negative energy) has contributed to the good outcome of the reactivity effect for a change of the uniform temperature as shown in Table II. Not only this differential effect but also the individual $k_{\text{eff}}$ values are very well calculated. The outcome of the calculations is also quite good for the void reactivity effect as shown in Table III.
Relative Doppler Reactivity in U238 in Various Energy Regions for an LWR Pin Cell for a Fuel Temperature Increase from 840 K to 940 K.

<table>
<thead>
<tr>
<th>Energy Region, eV</th>
<th>Relative Effect, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>9118.0 -906.898</td>
<td>9</td>
</tr>
<tr>
<td>906.898 -367.262</td>
<td>11</td>
</tr>
<tr>
<td>367.262 -148.728</td>
<td>14</td>
</tr>
<tr>
<td>148.728 - 75.5014</td>
<td>11</td>
</tr>
<tr>
<td>75.5014 - 48.052</td>
<td>7</td>
</tr>
<tr>
<td>48.052 - 27.700</td>
<td>8</td>
</tr>
<tr>
<td>27.700 - 15.968</td>
<td>15</td>
</tr>
<tr>
<td>15.968 - 9.877</td>
<td>-</td>
</tr>
<tr>
<td>9.877 - 4.00</td>
<td>25</td>
</tr>
</tbody>
</table>

So far, only few sensitivity studies have been performed in the analysis of the KRITZ experiments. The results from one such study (from Ref 13), showing the effect of an error in the resonance absorption in U238 is presented in Table V. Even a 1 % error in the resonance integral causes significant changes for the individual k\text{eff} values whereas the influence on the "Cold to Hot" effect is fairly small. One reason for further study of the resonance integral of U238 would be the calculation of the Doppler effect. A study of the accuracy of the equivalence theorem might also be valuable. Another important parameter is the thermal absorption cross section of U238 for which a high accuracy measurement would be very valuable. For the rest it is, on the basis of the present tests, difficult to select any particular cross section or another parameter, the values of which seem to be doubtful with respect to the calculation of reactivity coefficients. Nevertheless, such values might exist, in spite of the very good outcome of the tests, because of possible compensating effects. Also, there are so far very few applications of the library in calculations on cores containing plutonium. Several such cores were studied in the KRITZ experiments. Finally, the calculational model has been tested against measured results for tight lattices. The outcome of these tests, presented in Ref 14, is reasonably good, though far from the very good outcome for normal thermal light water moderated lattices.

So far, only few sensitivity studies have been performed in the analysis of the KRITZ experiments. The results from one such study (from Ref 13), showing the effect of an error in the resonance absorption in U238 is presented in Table V. Even a 1 % error in the resonance integral causes significant changes for the individual k\text{eff} values whereas the influence on the "Cold to Hot" effect is fairly small. One reason for further study of the resonance integral of U238 would be the calculation of the Doppler effect. A study of the accuracy of the equivalence theorem might also be valuable. Another important parameter is the thermal absorption cross section of U238 for which a high accuracy measurement would be very valuable. For the rest it is, on the basis of the present tests, difficult to select any particular cross section or another parameter, the values of which seem to be doubtful with respect to the calculation of reactivity coefficients. Nevertheless, such values might exist, in spite of the very good outcome of the tests, because of possible compensating effects. Also, there are so far very few applications of the library in calculations on cores containing plutonium. Several such cores were studied in the KRITZ experiments. Finally, the calculational model has been tested against measured results for tight lattices. The outcome of these tests, presented in Ref 14, is reasonably good, though far from the very good outcome for normal thermal light water moderated lattices.
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Abstract

The reactivity temperature coefficient is analyzed for light water reactor lattices. Qualification through French integral experiments leads to adjustments in the thermal cross-section curve shapes for U-235 and U-238.

1. INTRODUCTION

Reactivity Temperature Coefficient (RTC) is a very important parameter for design studies, safety and operation of Light Water Reactors (LWR).

The calculation of this parameter is a delicate problem, as RTC is the result of the sum of several negative and positive contributions of different physical phenomena linked to the fuel and moderator temperature change: theoretical considerations on RTC neutron calculation and the main effects involved in LWR moderator temperature coefficient are summarized in section 2.

For several years, an important disagreement about 4 pcm/°C (10⁻⁵ in uK/K) between calculation and the available RTC experimental data has arisen /1, 2, 3/; start-up operations in French PWRs confirmed the existence of a large discrepancy between measured RTC values (nominal conditions) and core calculations performed with the APOLLO French neutron code /4/. Most of the data basis was critical experiments limited to the room...
temperature conditions, and RTC measurements in UO₂ - PuO₂ lattices were scarce. In order to obtain an accurate and exhaustive experimental information, the CREOLE experiment was conceived in 1978 /5/; differential RTC measurements up to 300°C and integral water density effect measurement aimed to point out the origin of the calc/exp discrepancy. The description and the interpretation of this PWR RTC experiment performed in the EOLE reactor is detailed in the third section.

Complementary RTC experiments were utilised to complete the experimental basis for our sensitivity studies: Calculation - Experiment Comparison on RTC start-up measurements in large French PWRs (operation feedback experience) and on French critical experiments in slab lattices are presented in the fourth section.

We then investigated the sensitivity of the temperature coefficient to the different nuclear data and to the cell parameters; in the fifth section the results of the sensitivity studies are presented in the UO₂ lattices where the tendencies are the most meaningful.

In order to reduce the calculation-experiment discrepancy, some identified wrong data were modified: new evaluations /6/ of the ²³⁵U and ²³⁸U thermal cross-sections were presented /7/ at the 1982 International Conference on Nuclear Data. We performed the final evaluations in 1984 and presented the proposed cross-section shapes at the CHICAGO Conference /8/; we shall point-out in the sixth section that these new-cross sections were consistent with uncertainties and values of available differential cross-section measurements. These evaluations were implemented in the up-dated APOLLO multigroup library /9/: this 1986 APOLLO library is qualified through french LWR integral experiments /10/and enabled us to perform accurate reactor calculations.

2. THEORETICAL ANALYSIS OF THE MAIN TEMPERATURE EFFECTS CONTRIBUTING TO THE LWR REACTIVITY COEFFICIENT

Reactor temperature variations modify the neutron balance through a nuclear mechanism and through a macroscopic physical phenomena:

- the thermal move of the target nuclei increases with the temperature: fuel temperature induces U/Pu resonance broadening (Doppler effect), and moderator temperature variation leads to the modification in the "thermalized neutron temperature" (Thermal Spectrum Shift effect);
- the temperature increase induces a thermal expansion of the core materials; the main neutron effect, due to the Water Density decrease, is linked to the moderation ratio modification (K°° contribution) and the migration area M² increase (leakage contribution).

2.1 Neutron balance breakdown

The core effective multiplication factor depends on non-leakage probability P:

\[ K_{\text{eff}} = K_\infty \cdot P \]

We shall use the following breakdown pattern:

\[ K_\infty = x \cdot e^f \cdot e^{epith} \cdot p \cdot f \cdot n^{th} \]

- \( x \): (n, 2n) factor
- \( e^f \): "fast" fission factor (²³⁸U, ²⁴⁰Pu)
- \( e^{epith} \): epithermal fission factor (²³⁵U, ²³⁹Pu, ²⁴¹Pu fissions above the thermal cut-off Ec = 0.625 eV)
- \( p \): resonance escape probability (²³⁸U, ²⁴⁰Pu)
- \( 1-f \): parasitic thermal capture probability (moderator and clad capture)
- \( n \): neutron yield per absorption in fuel.

In a fundamental mode the P leakage factor is patterned by the formula:
\[ P = \frac{e^{-\frac{B^2}{1+L^2B^2}}}{1+L^2B^2} \]

where \( \tau \), \( L^2 \) and \( B^2 \) are respectively the Fermi age, the diffusion area and the core geometrical buckling. For non-homogeneous core, the \( P \) factor is computed as \( P = \frac{A_{\text{core}}}{A_{\text{core}} + A_{\text{reflector}}} \) where \( A \) stands for the neutron absorption rate.

The Temperature Coefficient is defined as:

\[ \alpha = \frac{1}{\text{Keff}} \cdot \frac{d\text{Keff}}{dT} \]

then,

\[ \alpha = \frac{1}{x} \frac{dx}{dT} + \frac{1}{e_f} \frac{de_f}{dT} + \frac{1}{e_p} \frac{de_p}{dT} + \frac{1}{f} \frac{df}{dT} + \frac{1}{\eta} \frac{d\eta}{dT} + \frac{1}{\rho} \frac{d\rho}{dT} \]

2.2 \( \kappa_m \) contribution to a (RTC) value

A PWR \( \phi 1.26 \) cm square pitch lattice is used.

A UO\(_2\) cell 3.1 \% 235U enriched and a MOX cell (UO\(_2\) - PuO\(_2\) with 3.2 \% fissile Pu enrichment) are studied.

Table I shows the results in the UO\(_2\) fueled lattice. The main contributions to \( \kappa_m \) reactivity change are linked to water density effect:

- the fast and epithermal fission factors produce a strong positive contribution, up to +50 pcm/°C in hot conditions,
- the 238U resonance escape factor gives a strong stabilizing component around -100 pcm/°C in operating conditions,
- parasitic capture in water contributes positively with +15 pcm/°C.

### Table I: \( \kappa_m \) Component Breakdown with the Temperature Change in a PWR Cell (UO\(_2\) = 3.1%)

| Temperature Range | \( \frac{1}{x} \) \( \frac{dx}{dT} \) | \( \frac{1}{e_1} \) \( \frac{de_1}{dT} \) | \( \frac{1}{e_2} \) \( \frac{de_2}{dT} \) | \( \frac{1}{p} \) \( \frac{dp}{dT} \) | \( \frac{1}{f} \) \( \frac{df}{dT} \) | \( \frac{1}{\eta} \) \( \frac{d\eta}{dT} \) | \( \frac{1}{\rho} \) \( \frac{d\rho}{dT} \) | \( \frac{1}{\kappa_m} \) \( \frac{d\kappa_m}{dT} \) |
|-------------------|------------------|--------------------|--------------------|----------------|----------------|--------------------|----------------|----------------|----------------|
| 115°C - 190°C     | + 0.092          | + 5.259            | + 14.245           | - 37.879       | + 7.621        | - 3.207            | - 15.290         |                |
| 190°C - 245°C     | + 0.103          | + 7.980            | + 22.345           | - 56.361       | + 10.084       | - 3.174            | - 21.371         |                |
| 245°C - 290°C     | + 0.149          | + 12.127           | + 35.474           | - 85.068       | + 13.463       | - 3.339            | - 29.737         |                |
| 290°C - 290°C     | + 0.088          | + 6.169            | + 17.416           | - 42.093       | + 8.218        | - 3.272            | - 17.042         |                |
With a 1200 ppm soluble boron poisoning level (BOC), the 
\[\frac{1}{f} \cdot \frac{df}{dT} \] component amounts to \(+45 \text{ pcm/°C}\) in PWR nominal conditions; 
then the overall \(K_{\alpha} \) RTC value becomes slightly negative and constant 
\(a = -4 \text{ pcm/°C}\) for every temperature and limits drastically the moderator 
poisoning.

The \(\eta\) contribution is very weak \((-3 \text{ pcm/°C})\) and appears as 
constant with the temperature because it corresponds to the Thermal 
Spectral Shift effect.

Table II gives the results in the Pu fueled cell. The fast and 
epithermal effects are increasing because of the larger Resonance Integral 
of \(239\text{Pu}\) and \(241\text{Pu}\); the resonance escape factor component increases by 
40% due to the \(240\text{Pu} 1\text{ eV}\) resonance. In the thermal range, the \(f\) con-tri-
bution is heavily reduced by the strong absorption of the Pu fuel rod;

<table>
<thead>
<tr>
<th>Temperature Range</th>
<th>(\frac{1}{X} \cdot \frac{dX}{dT})</th>
<th>(\frac{1}{c_1} \cdot \frac{dc_1}{dT})</th>
<th>(\frac{1}{c_2} \cdot \frac{dc_2}{dT})</th>
<th>(\frac{1}{\rho} \cdot \frac{d\rho}{dT})</th>
<th>(\frac{1}{f} \cdot \frac{df}{dT})</th>
<th>(\frac{1}{n} \cdot \frac{dn}{dT})</th>
<th>(\frac{1}{k_{\alpha}} \cdot \frac{dk_{\alpha}}{dT})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°C - 130°C</td>
<td>+0.050</td>
<td>+2.865</td>
<td>+11.998</td>
<td>-29.303</td>
<td>+4.010</td>
<td>-7.018</td>
<td>-16.426</td>
</tr>
<tr>
<td>130°C - 200°C</td>
<td>+0.133</td>
<td>+6.739</td>
<td>+23.311</td>
<td>-53.746</td>
<td>+5.700</td>
<td>-6.760</td>
<td>-25.004</td>
</tr>
<tr>
<td>200°C - 254°C</td>
<td>+0.140</td>
<td>+10.175</td>
<td>+37.300</td>
<td>-79.058</td>
<td>+6.338</td>
<td>-6.039</td>
<td>-34.174</td>
</tr>
<tr>
<td>254°C - 296°C</td>
<td>+0.269</td>
<td>+15.749</td>
<td>+60.863</td>
<td>-121.200</td>
<td>+7.487</td>
<td>-7.401</td>
<td>-47.354</td>
</tr>
<tr>
<td>20°C - 296°C</td>
<td>+0.122</td>
<td>+7.292</td>
<td>+28.172</td>
<td>-55.087</td>
<td>+5.776</td>
<td>-6.928</td>
<td>-26.048</td>
</tr>
</tbody>
</table>

2.3 Detailed temperature effect analysis in the thermal neutron range

In fact, the weak \(\eta\) contribution in the \(K_{\alpha}\) variation with tempera-
ture change is the result of the cancelling of large positive and negative 
components linked to thermal cross-sections. In order to point-out the 
cross-section shape components, the \(\eta \cdot f\) breakdown was performed with 
separate reaction rates normalized to a \(\sigma = a/v\) reaction rate.

Results are presented in table III and IV for UO₂ and PuO₂ latt-
ces. This breakdown of the thermal RTC components stresses the importance of 
the \(235\text{U}\) and \(239\text{Pu}\) thermal cross-sections; although the final effect 
on \(\eta\) is some few pcm/°C, it results from absorption and production compo-
TABLE III: TEMPERATURE EFFECT IN THE NEUTRON THERMAL RANGE (in pcm/°C)

<table>
<thead>
<tr>
<th>Component</th>
<th>20°C - 115°C</th>
<th>115°C - 190°C</th>
<th>190°C - 245°C</th>
<th>245°C - 290°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂ fuel</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α²³⁵U</td>
<td>- 0.260</td>
<td>- 0.246</td>
<td>- 0.260</td>
<td>- 0.268</td>
</tr>
<tr>
<td>α²³⁵Pu</td>
<td>+ 11.204</td>
<td>+ 8.723</td>
<td>+ 7.409</td>
<td>+ 6.908</td>
</tr>
<tr>
<td>α³²³⁵U/³²³⁵Pu</td>
<td>- 15.249</td>
<td>- 12.410</td>
<td>- 10.873</td>
<td>- 10.306</td>
</tr>
<tr>
<td>Total</td>
<td>+ 4.305</td>
<td>- 3.933</td>
<td>- 3.714</td>
<td>+ 3.766</td>
</tr>
<tr>
<td>Clad</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α / r</td>
<td>+ 0.027</td>
<td>+ 0.019</td>
<td>+ 0.015</td>
<td>+ 0.012</td>
</tr>
<tr>
<td>f₂³⁵U</td>
<td>+ 0.041</td>
<td>+ 0.033</td>
<td>+ 0.029</td>
<td>+ 0.039</td>
</tr>
<tr>
<td>Total</td>
<td>+ 0.068</td>
<td>+ 0.052</td>
<td>+ 0.044</td>
<td>+ 0.051</td>
</tr>
<tr>
<td>Moderator</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>αH₂O</td>
<td>+ 0.702</td>
<td>+ 0.483</td>
<td>+ 0.372</td>
<td>+ 0.316</td>
</tr>
<tr>
<td>dH₂O</td>
<td>+ 4.001</td>
<td>+ 6.077</td>
<td>+ 9.407</td>
<td>+ 12.664</td>
</tr>
<tr>
<td>f₂³⁹Pu</td>
<td>+ 1.192</td>
<td>+ 0.959</td>
<td>+ 0.334</td>
<td>+ 0.797</td>
</tr>
<tr>
<td>Total</td>
<td>+ 5.895</td>
<td>+ 8.319</td>
<td>+ 10.631</td>
<td>+ 13.777</td>
</tr>
<tr>
<td>Total - 1/M * d(ΔT)/dT</td>
<td>+ 1.668</td>
<td>+ 4.430</td>
<td>+ 6.943</td>
<td>+ 10.062</td>
</tr>
</tbody>
</table>

The α and L² migration area components (M² = r + L²) enable us to separate fast and thermal leakage contributions to the RTC value:

\[
\frac{1}{\beta} \cdot \frac{d\beta}{dT} = - \left( \frac{M²}{1 + \frac{M²}{r}} \right) \left[ \frac{\Delta r}{\beta} + \frac{\Delta \theta}{\beta} \cdot \frac{1}{L²} \frac{dL²}{dT} \right]
\]

As the thermal area L² represents about 8% of the migration area in a UO₃ lattice, the weight of the fast neutron range Wfast = r/M² induces a fast contribution ten times larger than the thermal leakage components. In a MOX assembly, the fast/thermal ratio is roughly thirty as shown in table V; this table points out that the CREOLE leakage contribu-

ments around 10-15 pcm/°C for ²³⁵U and 60 pcm/°C for ²³⁹Pu. The ²³⁹Pu cross section components to RTC value are larger than ²³⁵U cross-section components because of a more pronounced non-1/v shape; the opposite sign of the ²³⁵U and ²³⁹Pu components comes from a slopy α²³⁵ (first negative resonance) compared to standard 1/v law and from a α²³⁹ (E) increase lower than 1/v due to the large 0.3 eV resonance.

We have to note that cross-section contributions (as does disad-

vantage factor fm = mod/fuel) are slightly decreasing with Temperature because they originate from Spectrum Shift effect, whereas other thermal components linked to water expansion (N₂H₂O, N₂) give increasing contributions with temperature.
### TABLE IV: TEMPERATURE EFFECT IN THE NEUTRON THERMAL RANGE WITH A UO$_2$-PuO$_2$ FUEL (in pcm/°C)

<table>
<thead>
<tr>
<th></th>
<th>20°C - 120°C</th>
<th>130°C - 200°C</th>
<th>200°C - 254°C</th>
<th>254°C - 296°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO$_2$-PuO$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fuel</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha^{235}$</td>
<td>+0.966</td>
<td>+0.811</td>
<td>+0.770</td>
<td>+0.835</td>
</tr>
<tr>
<td>$(\text{vol})^{235}$</td>
<td>-1.262</td>
<td>-1.066</td>
<td>-1.011</td>
<td>-1.076</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.101</td>
<td>-0.096</td>
<td>-0.105</td>
<td>-0.119</td>
</tr>
<tr>
<td>$\alpha^{239}$</td>
<td>-60.685</td>
<td>-61.960</td>
<td>-65.540</td>
<td>-69.757</td>
</tr>
<tr>
<td>$(\text{vol})^{239}$</td>
<td>+57.425</td>
<td>+60.890</td>
<td>+62.907</td>
<td>+67.033</td>
</tr>
<tr>
<td>$\alpha^{240}$</td>
<td>-1.405</td>
<td>-1.126</td>
<td>-2.034</td>
<td>-2.550</td>
</tr>
<tr>
<td>$\alpha^{241}$</td>
<td>-1.223</td>
<td>-1.144</td>
<td>-1.036</td>
<td>-0.907</td>
</tr>
<tr>
<td>$(\text{vol})^{241}$</td>
<td>+1.316</td>
<td>+1.193</td>
<td>+1.039</td>
<td>+0.847</td>
</tr>
<tr>
<td>Total</td>
<td>-5.040</td>
<td>-4.798</td>
<td>-5.010</td>
<td>-5.734</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>20°C - 120°C</th>
<th>130°C - 200°C</th>
<th>200°C - 254°C</th>
<th>254°C - 296°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clad</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha^{\text{fr}}$</td>
<td>+0.017</td>
<td>+0.011</td>
<td>+0.007</td>
<td>+0.004</td>
</tr>
<tr>
<td>$f_g$</td>
<td>+0.006</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.001</td>
</tr>
<tr>
<td>Total</td>
<td>+0.023</td>
<td>+0.009</td>
<td>+0.004</td>
<td>+0.003</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>20°C - 120°C</th>
<th>130°C - 200°C</th>
<th>200°C - 254°C</th>
<th>254°C - 296°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderator</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha^{\text{H}_2\text{O}}$</td>
<td>+0.391</td>
<td>+0.243</td>
<td>+0.164</td>
<td>+0.107</td>
</tr>
<tr>
<td>$d_{\text{H}_2\text{O}}$</td>
<td>+1.955</td>
<td>+3.263</td>
<td>+4.199</td>
<td>+5.488</td>
</tr>
<tr>
<td>$f_n$</td>
<td>+0.254</td>
<td>+0.144</td>
<td>+0.101</td>
<td>+0.124</td>
</tr>
<tr>
<td>Total</td>
<td>+2.660</td>
<td>+3.650</td>
<td>+4.464</td>
<td>+5.719</td>
</tr>
</tbody>
</table>

Total = $\left(\frac{1}{\rho_f} \cdot \frac{d\rho}{dT}\right)$

### TABLE V: LEAKAGE CONTRIBUTION TO THE REACTIVITY TEMPERATURE COEFFICIENT
(UO$_2$-PuO$_2$ lattice)

<table>
<thead>
<tr>
<th></th>
<th>CREOLE</th>
<th>PWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{\rho_{\text{th}}} \cdot \frac{d\rho_{\text{th}}}{dT}$ (pcm/°C)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20°C - 130°C</td>
<td>-0.697</td>
<td>0.096</td>
</tr>
<tr>
<td>130°C - 200°C</td>
<td>-1.061</td>
<td>0.149</td>
</tr>
<tr>
<td>200°C - 254°C</td>
<td>-1.471</td>
<td>0.213</td>
</tr>
<tr>
<td>254°C - 296°C</td>
<td>-2.058</td>
<td>0.322</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>CREOLE</th>
<th>PWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{\rho_{\text{fr}}} \cdot \frac{d\rho_{\text{fr}}}{dT}$ (pcm/°C)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20°C - 130°C</td>
<td>-16.918</td>
<td>-34.056</td>
</tr>
<tr>
<td>130°C - 200°C</td>
<td>-34.056</td>
<td>-71.844</td>
</tr>
<tr>
<td>200°C - 254°C</td>
<td>-74.166</td>
<td>-111.540</td>
</tr>
<tr>
<td>254°C - 296°C</td>
<td>-78.256</td>
<td>-123.238</td>
</tr>
</tbody>
</table>
tion to RTC measured value is overestimated by a factor 7 compared to the leakage contribution in a 1000 MWe PWR.

The severe increase with temperature of the leakage component demonstrates that RTC leakage contribution is mainly linked to water density effect.

3. THE CREOLE EXPERIMENT

The objective of the CREOLE experimental program was to respond to the need for accurate and differential information spanning the 20-300°C temperature range.

CREOLE experiment aims to point out the origin of the Calculation - Experiment discrepancy: temperature effect measurements and overclad experiments were performed in order to uncouple water density effects from nuclei temperature effects.

During this experimental program, the following measurements were performed:

- continuous differential measurements of the temperature coefficient of reactivity in UO₂ clean and Boron poisoned lattices and UO₂ - PuO₂ lattices, ranging from room temperature up to 300°C,
- an integral measurement to calibrate the average temperature coefficient between 20°C and 300°C using the equivalence with the Boron poisoning effect of the moderator: this experiment enabled us to qualify the $\text{eff}$ value used in the RTC measurement by doubling time method,
- measurements of the reactivity effects due to the change in water density has been simulated by the use of Aluminium overcladding in order to remove the moderator.

All these measurements were carried out in a PWR fuel type zone contained in a pressurized cylindrical loop located in the center of the Zero power reactor EOLE.

3.1 Description of the CREOLE facility

The CREOLE experimental facility consists of a pressurized central test loop in which it is possible to achieve the moderator temperature and the pressure of a large PWR power reactor, a large air gap separation zone and a peripheral driver core zone surrounded by a water reflector. Starting from the center, the experimental loop contains the following concentric zones (see figure 1):

- A central tube made of Zirconium alloy (9.8 mm i.d.; 1 mm thickness), intended for axial distribution of fission rate measurements using fission chambers.
- A PWR type assembly of 200 UO₂ or UO₂-PuO₂ fuel pins with Zircalloy cladding. The fuel rods were arranged in a 1.26 cm square lattice pitch. The main characteristics of the fuel rods used are summarized below:
  - Pellet diameter: 8 mm
  - o.d. of cladding: 9.4 mm
  - Uranium enrichment: 3.1% for UO₂ fuel rods and natural UO₂ for mixed oxide (UO₂-PuO₂) fuel rods.
  - Plutonium characteristics: two enrichments were used, 2% and 3.2% on fissile Plutonium.
- A zirconium alloy filler to prevent water gaps next to the peripheral cells of the lattices studies in the central loop.
- An annular tube made of Zirconium alloy, designed in such a way that it can withstand the maximum pressure conditions in the experimental zone (120 bars for the 300°C temperature).

The driver core was loaded with UO₂ (3.5% enrichment) fuel pins with Aluminium cladding. The fuel rods were arranged in a 1.43 cm square lattice pitch. The criticality was obtained by raising the moderator.
(light water) level in the reactor tank. For safety reasons the driver core was isolated from the experimental loop by a tank made of Aluminium alloy and a large air gap zone which contains a stainless-steel heat reflector intended to prevent the heat leakage from the central loop to the driver core. The driver core sizes were adjustable according to the investigated lattice type and the operating conditions in the central loop.

The driver core was surrounded by a radial reflector made of water. Except for the control rod system which was located above the reactor core, all the other auxiliary systems intended either for operating or for safety purposes were located under the reactor tank. Figure 2 shows a longitudinal section of the CREOLE core.

Measurements were performed in the four following configurations of the experimental loop:

- configuration 1: In this configuration the experimental loop was loaded with 200 UO₂ (3.1 % ²³⁵U enriched) fuel rods and a clean water moderator.

- configuration 2: In this configuration the experimental loop was loaded with 200 UO₂-PuO₂ fuel rods (80 rods 2 % fissile Pu enriched and 120 central rods with 3.2 % fissile Pu enrichment).
3.2 Measurements Techniques and Experimental Results

3.2.1 Reactivity and Temperature measurements

Starting from a core with a reactivity excess of about 300 pcm, the moderator temperature in the experimental loop was raised using an electric heater placed in a water storage tank located below the reactor tank. The resultant reactivity change was measured by the usual positive reactor period method.

The temperature was measured with a platinium resistance thermometer located in the top, just under the cover, of the experimental loop. The temperature homogeneity has been proved experimentally using the indications given by 7 thermocouples located in different spot levels inside the experimental loop. The relative uncertainty in the measured temperatures was estimated at 0.2°C.

In the configurations 1 and 2, the reactivity loss due to the temperature change from 20°C to 300°C was much greater than the core reactivity excess (300 pcm). This led us to perform the reactivity measurements for these configurations in four temperature ranges, with corresponding driver core loadings (see figure 3):

- 1st range: 20°C - 120°C
- 2nd range: 110°C - 200°C
- 3rd range: 190°C - 250°C
- 4th range: 245°C - 300°C
The passage from one to the next range required to reload the driver core in order to achieve a core reactivity excess of 300 pcm. The reactivity measurements were carried out by steps of $\Delta T = 5^\circ C$ in each temperature range.

In the configuration 3, where the Boron was added to the moderator (1200 ppm), the reactivity loss corresponding to the temperature change from 20$^\circ C$ to 300$^\circ C$, was less than the core reactivity excess (figure 3). Consequently, all the reactivity measurements were performed with the same driver core loading; moreover the light reactivity variations lead to accurate RTC measurements because the experimental value is independent of the $\text{seff}$.

In addition to these differential measurements, the following integral reactivity measurements have also been carried out:

determination of the integral temperature effect between 20$^\circ C$ and 300$^\circ C$ by equivalence with the Boron effect.

3.2.2 Overclad experiments

Water density effects on the temperature coefficient were simulated in the configuration 4 by the use of three sets of Aluminium overclads to remove moderator. The simulated values of the water density were : 0.6, 0.8 and 0.9 g/cm$^3$.

3.2.3 Fission rate distribution measurements

The aim of these measurements is to achieve the qualification of the 3D core calculation.
Several measurements of radial power distribution have been carried out in both experimental loop and driver core. For the experimental loop these measurements have been performed in room temperature as well as in 300°C. Various techniques were applied in these measurements, including gamma-spectrometry on fuel rods, fission chambers and activation foils.

Axial buckling measurements were performed in the central thimble with miniature fission chambers.

3.3 Experimental data analysis

In order to condense the experimental results (fig. 3) in a practical form and to avoid the experimental fluctuations, we introduced a least square polynomial fitting of the measured core reactivity versus the loop temperature in the overall 20-300°C experimental range (see fig. 4a). For the clean water configurations 1 and 2, this was achieved by joining the results in the four temperature steps through characteristic smoothing fit inside each temperature range.

It became obvious that a fourth degree polynomial fit must be used to smooth (see fig 4a and 4b) the overall core reactivity variation; the derivative of this fit supplies the experimental differential RTC core value versus loop temperature; these analytical forms are given in the following table:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>a(pcm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂ lattice</td>
<td>[a = -0.794 - 3.429 \times 10^{-2}T + 1.552 \times 10^{-4}T^2 - 3.239 \times 10^{-7}T^3]</td>
</tr>
<tr>
<td>UO₂ lattice 1200 ppm Boron</td>
<td>[a = 0.0189 + 1.539 \times 10^{-3}T - 1.385 \times 10^{-5}T^2 - 2.805 \times 10^{-9}T^3]</td>
</tr>
</tbody>
</table>

As shown in the corresponding figure 4b for the UO₂ lattice, the core RTC in clean water configurations is negative for the whole 20°C - 300°C range and increases almost linearly with the temperature.
3.4 CREOLE core calculation

In order to determine the infinite medium calculation/experiment discrepancy, it was necessary to define an accurate calculation scheme of the CREOLE core. The high leakage level, and the axial streaming effect due to the large air gap zone, requires transport theory utilisation. Then, the 3D core calculation was performed in a RZ pattern (see figure 5) with a SN code.

Due to the mismatched spectrum at the test loop/feeder zone boundary, we needed to elaborate a sophisticated group-constant collapsing pattern: the few group cross-sections were obtained with the French APOLLO transport code in the following sequence:

- the space homogeneization for each reactor lattice (test and driver zone) was performed in 99-energy groups through cell or multicell calculations,
- the spectrum used to collapse cross-sections was derived from a one dimensional calculation model of the core.

In order to define the optimum discretization of each variable in the Boltzmann equation, an important preliminary study has been carried out leading to the following pattern:

- 54 quadrature,
- 10 energy-group (6 thermal groups),
- Radial mesh-point - 1 cm (for the asymptotic regions)
- Axial mesh-point ≤ 1.5 cm.

The absolute error in the corresponding computed core Keff is about 100 pcm.

The overall calculation sequence summarized in figure 6 was reproduced for every computed loop temperature Ti.

FIG. 5. CREOLE RZ representation in SN core calculation.
This core calculation scheme was validated through 3D flux measurements. Figures 7 and 8, respectively for $^{235}$U fission chamber activities in UO$_2$ and UO$_2$-PuO$_2$ lattices, point out that axial buckling and streaming effect are accurately computed; the good calc/experiment agreement in cold and hot conditions demonstrate that the measured axial leakage variation, linked to the reflector gain increase with water density expansion, is correctly reproduced.

Fission rate measurements on the experimental fuel rods are plotted on figures 9 and 10 (UO$_2$ and UO$_2$-PuO$_2$ lattice); computed values are consistent with experimental radial power-maps within uncertainty margins. This results demonstrate that mismatched spectrum at the loop/driver zone boundary are well mocked-up; figure 10 points out that strong thermal neutron gradients in the Pu test lattice are accurately reproduced.

The experimental-calculation comparison of the radial distribution in the driver zone is graphed on the figure 11: our RZ core calculation supplies a satisfactory flux shape at the core/water-reflector interface.
FIG. 8. Axial $^{235}\text{U}$ fission rate measurements in the CREOLE experiment.

FIG. 9. Radial power maps in the $\text{UO}_2$ lattice.
3.5 Experiment-Calculation comparison of the core RTC measurements

Differential core RTC values are graphed on figure 12: the calculation-experiment comparison stresses the common trends to compute too negative 20-90°C RTC values in UO₂ lattices; this discrepancy tends to be reduced in the 90°C - 250°C intermediary temperature range and it is slightly reversed for the hot conditions (T > 250°C). The experiment-calculation comparison in the MOX lattice (figure 12) supplies less meaningful trends.

The interpretation of the overclad reactivity worth measurements is shown on the figure 13 in the UO₂-PuO₂ lattice configuration; from
FIG. 12. RTC measurements in CREOLE.

FIG. 13. Water density experiments.
these integral measurements in the various test lattices, we deduced that our Sn core calculation underestimates by 4% ± 3% the water-density effects; this bias infers a contribution to the core RTC which presents a specific shape with temperature: Figure 13b shows that this water density error is the main component to the inversion of the core RTC discrepancy in the high temperature range.

In order to make these CREOLE results useful for a sensitivity study, it is necessary to derive the measured RTC discrepancy in a PWR lattice (independent of the specific coupled core CREOLE). This conversion of the $\Delta \alpha_{\text{core}}(T)$ CREOLE discrepancies at every T temperature is obtained through the following pattern:

$$\Delta \alpha(T)_{\text{PWR}} = \Delta \alpha(T)_{\text{core}} / W(T)$$

W(T) represents the reactivity weight of the experimental zone and was derived from core calculations.

The deduced RTC Calculation - Experiment disagreement in fundamental mode is summarized in Table VI; the discrepancy shapes versus temperature are graphed on Figure 14.

The interpretation leading to these results includes two approximations in the Doppler effect calculation: the $\text{UO}_2$ crystalline binding effect and the countinuous variation of the Bell factor with fuel temperature change were neglected. The improved calculations were performed with a $\theta_{\text{Debye}} = 600^\circ$K correction to represent the crystalline binding effect; this Debye temperature was deduced from Doppler measurements /11/ in the Minerve reactor through heated $\text{UO}_2$ sample oscillations in a PWR experimental lattice (Figure 15). Figure 16 presents the comparison between these two CREOLE interpretations and points out that Doppler corrections reduce the calculation-experiment disagreement.

3.6 Spectral shift effect information

The above $\alpha_{\text{Calc-Exp}}$ discrepancy involves the leakage contribution. We have shown in section 2.4 that leakage component in CREOLE RTC

<table>
<thead>
<tr>
<th>Temperature range T in °C</th>
<th>Measured effect (10^2 \Delta K / \text{°C})</th>
<th>(\text{UO}_2 - \text{PuO}_2)</th>
<th>(\text{UO}_2)</th>
<th>(\text{UO}_2 1200 \text{ ppm of Boron})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20, 90)</td>
<td>Temperature coefficient</td>
<td>-2.3 ± 1.8</td>
<td>-4.2 ± 1.7</td>
<td>-4.9 ± 1.2</td>
</tr>
<tr>
<td></td>
<td>Water density effect</td>
<td>+0.4 ± 0.4</td>
<td>+0.5 ± 0.5</td>
<td>-</td>
</tr>
<tr>
<td>(90, 245)</td>
<td>Temperature coefficient</td>
<td>-0.4 ± 2.5</td>
<td>-1.9 ± 2.2</td>
<td>-1.1 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>Water density effect</td>
<td>+1.1 ± 1.1</td>
<td>+1.4 ± 1.4</td>
<td>-</td>
</tr>
<tr>
<td>(245, 290)</td>
<td>Temperature coefficient</td>
<td>+2.2 ± 3.8</td>
<td>+1.1 ± 3.5</td>
<td>+0.3 ± 2.4</td>
</tr>
<tr>
<td></td>
<td>Water density effect</td>
<td>+2.0 ± 2.0</td>
<td>+2.5 ± 2.5</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE VI: CALCULATION EXPERIMENT BIAS IN CREOLE C-E in pcm/°C (10^2 $\Delta K / \text{°C}$)

FIG. 14.
measurement is overestimated compared to the PWR leakage component; moreover our $S_N$ core calculation with PO and PI cross-sections induces a $M_2$ migration area 6% smaller than the APOLLO B1 value.

Consequently we subtracted from the $\alpha(T)$ core measurement, the water density effect (involving leakage component) measured through the overclad experiments (Fig 13). Then we obtained an accurate experimental information on thermal spectrum shift effect (plus Doppler effect) with water temperature increase; the corresponding Calculation - Experiment comparison (average discrepancy on the 1 and 3 UO$_2$ test lattices) is shown on figure 17: the $\Delta\alpha(T)$ discrepancy is ranging continuously from

---

**FIG 15** Doppler worth measurements in the MINERVE experiment

**FIG 16** Calculation-experiment comparison on UO$_2$ RTC measurement

**FIG 17** Calculation-experiment comparison on thermal spectrum shift effect and Doppler components in CREOLE RTC measurements
- 5 pcm/°C (room temperature) to - 2 pcm/°C at PWR operating conditions. We can verify that this $a_\alpha (T)$ bias shape is consistent with spectral shift effect versus moderator temperature variation (see section 2.3).

4. INTERPRETATION OF COMPLEMENTARY RTC EXPERIMENTS

To complete and confirm the results obtained in CREOLE, we calculated the quasi-totality of available experiments on RTC measurements in LWR lattices. Calculation – Experiment comparison on RTC start-up measurements in large French PWRs was also used.

4.1 RTC critical experiments

Interpretation results of RTC critical experiments are summarized in Table VII and Table VIII: investigated lattices are presented in an increasing $^{235}U$ enrichment order ($^{235}U$ enrichment and moderation ratio are the main parameters involved in the LWR $\alpha$ value). In spite of the high leakage component in these critical experimental, tables VII and VIII points out the 3-7 pcm/°C overestimation trend on the computed cold RTC absolute value.

<table>
<thead>
<tr>
<th>EXPERIMENT</th>
<th>$^{235}U$, 1.311 %</th>
<th>$^{235}U$, 2.02 %</th>
<th>$^{235}U$, 2.35 %</th>
<th>$^{235}U$, 2.49 %</th>
<th>$^{235}U$, 3.001 %</th>
<th>$^{235}U$, 4.95 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEOMETRY/PITCH(cm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V/\nu</td>
<td>1.071</td>
<td>1.405</td>
<td>2.918</td>
<td>2.100</td>
<td>2.750</td>
<td>1.001</td>
</tr>
<tr>
<td>$\beta_{\text{meas}}(20^\circ\text{C})$ cm$^{-2}$</td>
<td>2.837.10$^{-3}$</td>
<td>1.071.10$^{-3}$</td>
<td>6.972.10$^{-3}$</td>
<td>4.17.10$^{-3}$</td>
<td>8.55.10$^{-3}$</td>
<td>6.60.10$^{-3}$</td>
</tr>
<tr>
<td>$\alpha_{\text{meas}}$ pcn/°C</td>
<td>- 8.2</td>
<td>- 7.6</td>
<td>- 6.7</td>
<td>- 1.6</td>
<td>- 4.1</td>
<td>- 1.8</td>
</tr>
<tr>
<td>Temperature Range</td>
<td>10°C - 50°C</td>
<td>20°C - 60°C</td>
<td>20°C - 30°C</td>
<td>20°C - 0°C</td>
<td>20°C - 46°C</td>
<td></td>
</tr>
<tr>
<td>Measurement technique</td>
<td>Doubling Time</td>
<td>D.T.</td>
<td>D.T.</td>
<td>D.T.</td>
<td>Buckling</td>
<td>Doubling Time</td>
</tr>
<tr>
<td>$\frac{1}{\nu} \frac{d\alpha}{dT}$ pcn/°C</td>
<td>- 9.9</td>
<td>- 2.3</td>
<td>- 4.8</td>
<td>- 11.6</td>
<td>- 10.3</td>
<td>- 8.7</td>
</tr>
<tr>
<td>$\frac{\beta_{\text{meas}}}{\nu} \frac{d\beta}{dT}$ pcn/°C</td>
<td>+ 1.7</td>
<td>+ 4.1</td>
<td>+ 5.5</td>
<td>+ 4.4</td>
<td>+ 5.6</td>
<td>+ 6.0</td>
</tr>
<tr>
<td>$\alpha_{\text{cal}} = \frac{1}{\nu} \frac{d\alpha_{\text{meas}}}{dT}$ (pcm/°C)</td>
<td>- 14.7</td>
<td>- 9.5</td>
<td>- 5.0</td>
<td>- 12.0</td>
<td>- 15.3</td>
<td>- 15.6</td>
</tr>
<tr>
<td>$\alpha_{\text{cal}} - \alpha_{\text{meas}}$ (pcm/°C)</td>
<td>- 6.5</td>
<td>- 3.3</td>
<td>- 3.4</td>
<td>- 8.0</td>
<td>- 2.7</td>
<td>- 5.2</td>
</tr>
</tbody>
</table>
The interpretation results of the KRITZ RTC measurements are the following:

\[ \alpha_{\text{calc}} - \alpha_{\text{meas}} = -4.9 \text{ pcm/°C} \]

4.2 PWR start-up measurements

Calculations /12/ of large fresh PWR cores by EDF (Electricité de France) based on the APOLLO code gave the following Calculation - Experiment disagreement on the RTC isothermal value (around \( T = 295^\circ\text{C} \)).

\[ (\alpha_{\text{C}} - \alpha_{\text{m}})_{900 \text{ MWe}} = -2.5 \pm 1.5 \text{ pcm/°C} \]

\[ (\alpha_{\text{C}} - \alpha_{\text{m}})_{1300 \text{ MWe}} = -2.8 \pm 1.5 \text{ pcm/°C} \]

Measurements spanning the 140°C - 290°C temperature range were carried out in the CRUAS plant (900 MWe PWR): calculation/experiment comparison shown in figure 18 indicates a constant \( \alpha_{\text{C}} - \alpha_{\text{m}} = -3 \text{ pcm/°C} \) disagreement with moderator temperature.
Experience feedback from equilibrium 900 MWe PWR cores ($\varepsilon_{235} = 3.25\%$) is summarized below below for 58 PWR cycles between January 1986 and November 1987 /13/: 

- without control rods in the core:

\[(a_{\text{calc}} - a_{\text{meas}}) = -3.1 \text{ pcm/°C}\]

spread: $\sigma = 1.05 \text{ pcm/°C}$

- with Ag - In - Cd control clusters:

\[(a_{\text{calc}} - a_{\text{meas}}) = -3.4 \text{ pcm/°C}\]

$\sigma = 1.24 \text{ pcm/°C}$.

These results, corresponding to irradiated UO$_2$ assemblies (and consequently with 1% Pu content), are consistent with fresh core results.

5. SENSITIVITY STUDIES

The APOLO interpretation of RTC experiments, based on standard thermal cross-section shapes, has pointed out a Calculation-Experiment discrepancy ranging from -5 pcm/°C at room temperature to -3 pcm/°C at PWR operating conditions. The integral measurements specifically the CREOLE experiment, confirmed that the disagreement is not linked to the water expansion with the moderator temperature increase. The main goal of the sensitivity study is to determine the neutronics parameters capable to explain the high level in a discrepancy, specifically at room temperature conditions.

5.1 Thermal scattering and crystal structure effects

In order to assess the maximum discrepancy linked to the water thermalization model, we compared the reference APOLO results based on the Haywood /14/ model to APOLO calculations in the gas model (no accounting for the chemical binding effect in the H$_2$O molecule): the gas model overestimates the absolute RTC value by 1.5 pcm/°C. Thus, the Crystal structure effect cannot contribute by more than 1 pcm/°C in the C/E disagreement; this conclusion is confirmed by the consistency of the various scattering models:

$\omega_{\text{NELKIN}} - \omega_{\text{HAYWOOD}} = -0.1 \text{ pcm/°C}$.

5.2 Thermal expansion

Although material thermal expansion was accounting for in CREOLE calculations, we analyzed the neutronic effects linked to radius modifications with temperature. We pointed out that the main effects are linked to clad and grid expansion through a moderation ratio modification: clad expansion effect amounts in a $\Delta a = -0.2 \text{ pcm/°C}$ modification, whereas the lattice pitch expansion induces a positive contribution $\Delta a = +0.6 \text{ pcm/°C}$ to the RTC value.
The $\Delta \alpha = -0.08$ component due to fuel radius expansion is cancelled by the corresponding fuel density decrease effect amounting to $\Delta \alpha = +0.15$ pcm/°C.

### 5.3 Modification of cross-section level

Modifications of cross-section level in APOLLO code were performed in the fast and thermal energy range ($E < 0.625$ eV). Table IX investigates realistic modifications of the main cross-sections: $\eta_{238U}$ Resonance Integral and fast $\sigma_s$ level are the unique cross-sections contributing significantly to the RTC value, but their $\alpha$ component is linked to water density effect and cannot reduce the calc/exp discrepancy at room temperature.

### 5.4 Modification of thermal cross-section shapes

The sensitivity study demonstrated that the discrepancy on RTC calculation can only originate from thermal spectrum shift effect. The assumption of a calculational bias due to APOLLO code is eliminated: as a matter of fact, too negative RTC values are also calculated in graphite.

#### Table IX: Sensitivity of the UO$_2$ Reactivity Temperature Coefficient to Nuclear Data

Average $\Delta \alpha$ effect in the 20°C-290°C temperature range

<table>
<thead>
<tr>
<th>Uncert</th>
<th>Modification</th>
<th>$\Delta \alpha$ (20°C)</th>
<th>$\Delta \eta \left[ \frac{R^2}{(1+\eta)E^2} + \frac{\eta}{E} \right]$ (pcm/°C)</th>
<th>$\Delta \left[ \frac{1}{k_{eff} - 1} \right]$ (pcm/°C)</th>
<th>$\Delta \left[ \frac{df}{dk_{eff}} \right]$ (pcm/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal fission $\eta_f^{235U}$</td>
<td>$\pm 1%$ ($\eta_{2200}$)</td>
<td>$\pm 1%$</td>
<td>$\pm 848$</td>
<td>$0.$</td>
<td>$-0.19$</td>
</tr>
<tr>
<td>Thermal absorption $\eta_{235U}$</td>
<td>$\pm 1.5%$ ($\eta_{2200}$)</td>
<td>$\pm 1%$</td>
<td>$-695$</td>
<td>$\pm 0.01$</td>
<td>$\pm 0.14$</td>
</tr>
<tr>
<td>Thermal capture $\eta_{238U}$</td>
<td>$\pm 7%$ ($\eta_{2200}$)</td>
<td>$\pm 1%$</td>
<td>$-96$</td>
<td>$\pm 0.003$</td>
<td>$\pm 0.003$</td>
</tr>
<tr>
<td>Thermal capture $\eta_{H_2O}$</td>
<td>$\pm 1%$</td>
<td>$\pm 1%$</td>
<td>$-66$</td>
<td>$\pm 0.001$</td>
<td>$\pm 0.07$</td>
</tr>
<tr>
<td>$\eta_{eff}^{238U}$</td>
<td>$\pm 0.7$ barns</td>
<td>$\pm 0.7$ barns</td>
<td>$-701$</td>
<td>$\pm 0.71$</td>
<td>$-0.87$</td>
</tr>
<tr>
<td>$\eta_{epitherm}^{235U}$</td>
<td>$\pm 4%$</td>
<td>$\pm 2%$</td>
<td>$-148$</td>
<td>$\pm 0.03$</td>
<td>$\pm 0.15$</td>
</tr>
<tr>
<td>Fast fission $\eta_{238U}$</td>
<td>$\pm 0.02$ barns</td>
<td>$\pm 0.02$ barns</td>
<td>$-153$</td>
<td>$\pm 0.04$</td>
<td>$-0.22$</td>
</tr>
<tr>
<td>Fast Scattering</td>
<td>$G1 : }$</td>
<td>$\rightarrow 15$</td>
<td>$\rightarrow 0.03$</td>
<td>$\rightarrow -0.02$</td>
<td>$\rightarrow -0.05$</td>
</tr>
<tr>
<td>$G2 : 3 \pm 5%$</td>
<td>$\rightarrow 15$</td>
<td>$\rightarrow -0.05$</td>
<td>$\rightarrow -0.24$</td>
<td>$\rightarrow -0.29$</td>
<td>$\rightarrow -0.29$</td>
</tr>
<tr>
<td>$G3 : }$</td>
<td>$\rightarrow 1%$</td>
<td>$\rightarrow -0.06$</td>
<td>$\rightarrow -0.44$</td>
<td>$\rightarrow -0.50$</td>
<td>$\rightarrow -0.50$</td>
</tr>
<tr>
<td>$\eta_{H_2O}$</td>
<td>$3 \pm 5%$</td>
<td>$\rightarrow 1%$</td>
<td>$\rightarrow -0.14$</td>
<td>$\rightarrow -0.70$</td>
<td>$\rightarrow -0.04$</td>
</tr>
</tbody>
</table>

$\# G1 : 10 \text{ MeV} - 0.9 \text{ MeV} \quad G2 : 0.9 \text{ MeV} - 5 \text{ KeV} \quad G3 : 5 \text{ KeV} - 2.8 \text{ eV}$
moderated experiments; moreover similar calc-exp discrepancies on RTC measurements were obtained with different codes in Sweden /3/ and United Kingdom /2, 15/.

Tables III and IV show that the thermal shapes of heavy nuclide cross-sections, compared to the 1/v law, give large components to the α value; then a slight modification of the uranium cross-section slopes, consistent with α differential measurements, can strongly reduce the calc-exp disagreement in the integral experiments.

The Δα/Δα sensitivity coefficient was obtained through APOLLO calculations performed with the maximum shape modifications defined in the ERRADIT thesis: the corresponding n²³⁵ multigroup set is plotted on figure 19, and the α²³⁵ capture cross-section is graphed on figure 20. These modified cross-sections supply large modification of the temperature coefficient, as shown in figure 21 for a 3.1% enriched UO₂ lattice; this figure points out that the RTC effect of ²³⁵U cross-section modification is strongly increasing with the moderation ratio of the LWR lattice. Figure 22 indicates that the α value is very sensitive to the ²³⁸ capture slope for LWR fuel with low enrichment. In a standard fresh PWR core (VH₂O/VFuel = 2), these modifications amounts to a +5 pcm/°C increase of the calculated RTC value.

6. EVALUATION OF ²³⁸U AND ²³⁵U CROSS-SECTIONS

The overall Calculation-Experiment discrepancies on RTC measurements were involved in our experimental data base for sensitivity studies (as well as Keff measurements and spent fuel analyses /10/); cross-sections modifications are derived from tendency research method based on this experimental data.

6.1 Rebuilding of thermal cross-sections

Instead of arbitrarily fitting the supposed wrong data in order to minimize the error on the calculation of the temperature coefficient, we have defined an evaluation of the thermal cross-sections based on the consideration of the basic nuclear data: resonance parameters and associated statistic laws. This procedure is divided into three steps:

- Reconstruction of the concerned thermal cross-section from resonance parameters.
- Sensitivity study of the temperature coefficient with the parameters of negative-energy resonances.
- The result of the study allowed us to define the appropriate modifications on the cross section shapes, according to the lightest variations of the negative-energy resonance parameters; these variations are found to be consistent with the statistic distributions related to these parameters.

![FIG. 19. n²³⁵ thermal shape.](image)
6.2 $^{235}$U cross-section evaluation

We first calculate the contribution of the positive resonances to the $^{235}$U capture and fission cross-sections: Figure 23 points out that positive resonances give a weak contribution $\sigma^+ \nu$ to the $^{235}$U cross-sections in the thermalized neutron range ($\nu/\nu_0 \geq 2$). Negative energy resonances were rebuilt with a $<\sigma> = 1$ eV constant spacing and $\gamma_1 = 31$ meV ($\sigma^+_1 \nu$ component in figure 23).

We verified that it is necessary to adopt a high $\Gamma_f$ fission width for the first bound level, i.e. $\Gamma_f = 230$ meV, in order to reproduce the reference $\sigma_{2200}$ value. Figure 23 demonstrates that the thermal $^{235}$U cross-section shapes are uniquely linked to this first negative resonance ($\sigma^-_1 \nu$ component). The adjusted energy for this resonance is $E_1 = -0.80$ eV.

The difference in the energy location of this first bound level amounts to $\delta E_R = -0.25$ eV between the ENDF/BIV $\sigma_f^5$ shape and our proposi-
FIG. 21. RTC modifications with $^{235}$U and $^{238}$U cross-section shapes.

FIG. 22. RTC modification linked to $^{235}$U and $^{238}$U cross-section shapes.
FIG. 23. Contribution of positive and negative resonances to the $^{235}$U thermal cross-sections.

tion presented at the CHICAGO Conference /8/ (see figure 24); this new cross-section shape was supported a posteriori by the Oak Ridge measurement /16/ and the Geel LINAC measurement /17/ (figures 24, 25). These rebuilt $^{235}$U cross-section shapes are closer from the $1/\nu$ law than the ENDF/BV evaluation as shown in figure 25; then, the corresponding $\sigma_{\text{calc}} - \sigma_{\text{exp}}$ comparison is improved by $+0.7$ pcm/°C (LWR average effect in the 20-290°C temperature range).

In order to obtain a more positive RTC component, we introduce a small negative "capture" resonance close to the zero energy; the resulting $^{235}$U capture cross-section is graphed on figure 26; our proposal is consistent with GWIN measurement inside the experimental uncertainty margins. The $\sigma_{2200}$ cross-section level was adjusted in order to be consistent with $^{236}$U build up in PWR lattices (GEDEON irradiation /18/ in Melusine reactor, Tihange and Fessenheim spent fuel analyses /19/ up to 50 Gwd.T$^{-1}$).

The negative resonance parameters corresponding to the proposed evaluation (figures 24, 26) are the following:

**First small resonance ($\sigma_0$ contribution):**

- $\gamma = 40$ meV
- $f = 10$ meV
- $g \times r_n^0 = 1.6 \times 10^9$

**Large resonance $\sigma_1$ ($E_1^* = -0.80$ eV)**

- $\gamma = 31$ meV
- $f = 230$ meV
- $g \times r_n^0 = 0.34$
FIG. 24. $\sigma^{235}/E$.

FIG. 25. Thermal fission cross-section.

FIG. 26. $^{235}$U thermal capture cross-sections.

Negative resonances: $E^\nu_n = -0.0$ eV - n <0>  n = 2, 10

$r^\nu = 31$ mev  $r^f = 220$ meV.

Cross-section components, at the reference neutron velocity $v = 2200$ m/s, are as follow:

<table>
<thead>
<tr>
<th>Components</th>
<th>Capture (b)</th>
<th>Fission (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive resonances $\sigma^+$</td>
<td>11.6</td>
<td>30</td>
</tr>
<tr>
<td>Small capture resonance $\sigma_0^-$</td>
<td>11.7</td>
<td>3</td>
</tr>
<tr>
<td>Large negative resonance $\sigma_1^-$</td>
<td>62.2</td>
<td>455</td>
</tr>
<tr>
<td>Other negative resonances $\sigma_R$</td>
<td>13.7</td>
<td>97</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>99.2</strong></td>
<td><strong>585</strong></td>
</tr>
</tbody>
</table>

We used a $^{235}$U thermal flat shape; this $^{235}$U value was deduced from buckling measurements, mainly French LWR critical experiments perfor-
med in the EOLE reactor: in these 3% $^{235}\text{U}$ enriched $\text{UO}_2$ lattices, the moderation ratio was varied from 0.45 /20/, 1.79 (CAMELEON /21/ PWR benchmark experiment), up to 5.46 in the ten CRISTO configurations /22/.

The resulting $n^{235}$ value is graphed on figure 27, and compared with the usual flat shape deduced from fission and absorption cross-section measurements. Figure 27 points out that our proposal is in agreement with the direct $n^{235}$ measurements of Palevsky.

The modification of the $^{238}\text{U}$ cross section shape necessitates to define the first negative resonance in the range 0 - 0.01 eV: we shown that the associated probability of this type of first resonance (the 2200 contribution of this resonance is necessary 0.2 barn) is 4%. Our need for the $^{238}\text{U}$ data file corresponds to a resonance energy $E = 0.005$ eV. The corresponding rebuilt capture cross-section is graphed on figure 28. Figure 20 points out that our proposal seems to be in agreement with measurements of MOXON, whereas EDENIUS adjustment (see figure 29) is not consistent with nuclear laws and with MOXON measurements in the 0.5 - 1 eV energy range.

6.3 $^{238}\text{U}$ capture cross-section

Our $^{235}\text{U}$ cross-section evaluation enabled us to cancel the Calc-Exp discrepancy in the RTC measurements performed in graphite moderated lattices. RTC calculations in LWR lattices are improved, but a 2 pcm/°C bias is still observed in "undermoderated" lattices with low enrichment fuel (BAPL/TRX, KRITZ ...). Figures 21 and 22 point out that $^{238}\text{U}$ thermal capture cross-section shape allows us to eliminate the Calc-Exp disagreement in this type of LWR lattice.

6.4 Qualification of our $^{235}\text{U}$ and $^{238}\text{U}$ evaluations

The reinterpretation of all experiments on temperature coefficient has validated these new cross-sections.
The previous $\Delta \alpha = - 5.7 \pm 2.1$ pcm/°C average discrepancy associated to the 17 isothermal RTC measurements below $T = 90^\circ$C is now reduced to $\Delta \alpha = - 2.0 \pm 1.9$ pcm/°C. The comparison between CREOLE (thermal effect) interpretations with the previous thermal cross-section and with the proposed set is given in table X: Calculation and Experiment are now in agreement within experimental uncertainty margins.

**TABLE X**  
<table>
<thead>
<tr>
<th>$T_{IN}$ (°C)</th>
<th>$T_{FIN}$ (°C)</th>
<th>$\Delta \alpha^{1979}$</th>
<th>$\Delta \alpha^{1986}$</th>
<th>CORRECTION $^{100}$</th>
<th>CORRECTION $^{116}$</th>
<th>CORRECTION $^{DEBYE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$20^\circ$ - $30^\circ$</td>
<td>$-0.8 \pm 2.0$</td>
<td>$-1.7 \pm 2.0$</td>
<td>1.21</td>
<td>1.09</td>
<td>+ 0.00</td>
<td></td>
</tr>
<tr>
<td>$30^\circ$ - $90^\circ$</td>
<td>$-2.6 \pm 1.5$</td>
<td>$-0.5 \pm 1.5$</td>
<td>0.86</td>
<td>0.73</td>
<td>+ 0.51</td>
<td></td>
</tr>
<tr>
<td>$190^\circ$ - $265^\circ$</td>
<td>$-2.2 \pm 1.5$</td>
<td>$-0.7 \pm 1.5$</td>
<td>0.94</td>
<td>0.52</td>
<td>+ 0.32</td>
<td></td>
</tr>
<tr>
<td>$265^\circ$ - $300^\circ$</td>
<td>$-2.1 \pm 2.0$</td>
<td>$-0.8 \pm 2.0$</td>
<td>0.94</td>
<td>0.36</td>
<td>+ 0.27</td>
<td></td>
</tr>
<tr>
<td>$300^\circ$ - $350^\circ$</td>
<td>$-1.8 \pm 2.0$</td>
<td>$-0.6 \pm 2.0$</td>
<td>0.94</td>
<td>0.25</td>
<td>+ 0.21</td>
<td></td>
</tr>
</tbody>
</table>
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MEASURED DEPENDENCE OF EFFECTIVE CROSS-SECTIONS ON THERMAL NEUTRON TEMPERATURE

A. OKAZAKI, R.T. JONES
Reactor Physics Branch,
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Chalk River, Ontario, Canada

Abstract

The variation of effective cross sections with temperature of Maxwellian neutron distributions has been measured for fission in U233, U235 and Pu239, and for capture in U238, Th232, Cu63, In115, Lu176 and Au197. Foil activation methods were used. Mn55, which has a 1/v dependence, was used as the reference. The results agree within the estimated uncertainties with the ENDF/B-V data except for Lu176 and Au197.

1. Introduction

Integral or effective cross section measurements in well thermalized neutron spectra of different neutron temperatures can provide a check of the shape or energy dependence of reaction cross sections. We have made such measurements using activation foils in neutron spectra with Maxwellian temperatures from -195°C to 300°C and these have been reported in detail [1,2]. The results for U233, U235 and Pu239 fission and for capture in the fertile nuclides U238 and Th232 are summarized in this paper. Also included are the results for Cu63, In115, Lu176, and Au197 used for activation foil measurements in some lattice measurements.

2. Method

The reaction rate per unit mass in a well thermalized neutron spectrum of Maxwellian temperature T is given by,

\[ R(T) = N \int_{0}^{\infty} \sigma(v) n_T(v) v \, dv \]

where

- N = number of atoms per unit mass
- \( \sigma \) = neutron cross section
- \( n_T(v) \) = neutron density distribution of temperature T
- v = neutron velocity.

In the thermal energy region most nuclides have reaction cross sections that vary as or close to 1/v. A convenient parameter to describe the deviation from 1/v dependence is the Westcott g-factor[3], which is defined by,

\[ g(T) = \int_{0}^{\infty} \sigma(v) n_T(v) v \, dv / \sigma_0 \int_{0}^{\infty} n_T(v) v \, dv \]

where \( \nu_0 = 2200 \, \text{m/s} \), \( \sigma_0 = \text{cross section at } \nu_0 \)

For a 1/v cross section \( g(T) = 1 \).

In this experiment pairs of activation foils, one of each pair containing the test nuclide and the other Mn55, which has a 1/v dependence, were irradiated simultaneously in two thermal neutron spectra of different temperatures T1 and T2. After the irradiation the gamma ray activity of the fission products or of the capture products is measured. The measured activity, A, of nuclide i is proportional to the number of reactions in the foil. The measured activities can be combined to yield

\[ g_i(T1) = A_i(T1) / A_{Mn}(T1) = A_i(T2) / A_{Mn}(T2) \]

It should be noted that the simultaneous irradiation in two different neutron spectra of both the test nuclide and Mn55 has the advantage that counter efficiencies and neutron densities need not be known.

3. Activation Foils

The measurements were made with thin circular activation foils about 11.5 mm diameter and less than 0.25 mm thick. The U233, U235, Pu239 and In foils were aluminum alloys, and the Th, U, Au and Cu foils were elemental metal. Lu-Mn-Al and Mn-Ni alloys were also used. All gamma activities from fission products and from capture products, except from Th foils, were counted with NaI detector systems. The 312 keV gamma rays accompanying the decay of Pa233 in the Th foils were counted with a Ge(Li) detector.

4. Experiment

The irradiations were made in the heavy water moderated ZED-2 reactor at two locations where the neutron spectrum was well thermalized. The core shown in Figure 1 consisted of 84 rods in a hexagonal array of 200 mm pitch arranged to give large rod free regions of heavy water at the center and on the perimeter of the core. Each fuel rod contained 32.5 mm diameter natural uranium metal cylinders stacked in an aluminum alloy tube 1 mm thick with an outside diameter of 34.9 mm.

The foils in the reference location in the heavy water reflector outside the core were at least 0.43 m from the nearest fuel rod. The neutron temperature (T2) at the reference location was assumed to be the same as the physical temperature of the reflector. The neutrons of different temperatures were provided by hot or cold moderator located in the well thermalized central heavy water region in the core where the minimum distance of the foils from the nearest fuel rod was 0.6 m. For measurements above 20°C the activation foils were placed in light water contained in a double-walled zirconium alloy assembly shown in Figure 2. The pressurized light water contained in the 103 mm ID pressure tube could be heated by means of a 3 kW electric heater to 300°C.
For the cold measurements the cryostat shown in Figure 3 was used. The foils were placed at the center of a 50 mm ID, 112 mm OD, 225 mm high cylindrical block of paraffin wax cooled by liquid nitrogen. The temperature was measured with chromel-alumel thermocouples. The lowest temperature was -195°C. Measurements were also made at -110°C and -77°C by allowing the paraffin wax to warm up.

Measurements across the cold moderator of the ratio of Lu176 capture, which is strongly dependent on neutron temperature, to Mn55 capture showed that neutrons at the foil locations were rethermalized. Similar measurements had been made earlier [4] in hot light water moderator up to 269°C contained in a similar but smaller pressure tube, 82.5 mm vs 103 mm diameter. They showed that the neutrons were rethermalized.
5. Results

The measured activity ratios have been corrected for the following effects:
1. epithermal neutron activation
2. deviation of the reference temperature from 20°C
3. neutron self-shielding in the foils.

Cadmium ratio measurements made at the reference and test locations indicate that the correction for epithermal neutron activation was significant only for the Inll5, U238 and Au197 capture reactions and that it was largest (0.6%) for U238. The temperature of the heavy water moderator in the ZED-2 reactor differed for the various irradiations. The measured activity ratios were corrected to a reference temperature of 20°C. This correction was only important for Lu176 capture and Pu239 fission, which have a high sensitivity to neutron temperature, and was the largest for Lu176 at 0.6%/°C. The corrections for neutron self-shielding in the foils were less than 0.5%.

The results expressed as the ratio g(T)/g(20) as a function of neutron temperature are shown in Figures 4 to 8. The lines are obtained by integration of the ENDF/B-V [5] differential cross section data over the Maxwellian neutron distributions.

In general the results agree within the estimated uncertainties of 0.5% to 1.5% with the ENDF/B-V data. For U233, g(T) is almost constant whereas for U235 it varies by 10% over the measured temperature range. Pu239 has a marked dependence on neutron

---

**FIG. 4** U233 and U235 Fission

**FIG. 5** Pu239 Fission

**FIG. 6** U238 and Th232 Capture
temperature. The measurements confirm the reduced neutron temperature dependence at low temperatures. For Th232 the average, 1.013±0.015, at -195°C agrees with 1.008±0.009 obtained by Green [6] using a similar method. The U238 results are consistent with ENDF/B-V data in which the cross section does not drop as fast as 1/v. However, they are not consistent with the cross section shape proposed [7] to reduce the discrepancy between measured and calculated light water reactor moderator temperature coefficients. The low and high temperature results for Au197 suggest a more steeply sloped line than that derived from ENDF/B-V data. The result 0.972±0.004 at -195°C agrees well with 0.969±0.004 obtained by Green. At temperatures above 100°C the Lu176 results are below the ENDF/B-V data.
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ANALYSIS OF INTEGRAL EXPERIMENTS
BY THE MONTE CARLO METHOD
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Abstract

Description of the MCU code, based on Monte Carlo method, is given. This code was used for calculation of the vapour effect of the reactor of Chernobyl nuclear power plant. In appendix are given the results of verification of this code on the basis of integral critical experiments.

The MCU code [1,3] is a large general purpose Monte Carlo radiation transport code system. The structure of the code permits to simulate the abstract scheme of walking of abstract neutral particles of several various types in the multidimensional space of arbitrary dimension. The walking of a particle from the point of view of code structure is a random sequence of abstract events: generation of particle from an outward source or initial distribution, collisions flight between the two points of collision, crossing of the border of geometrical or score (registration) zones, death, birth of secondary particles of different types, changing of the weight, flight out of the system etc.

Concrete, that is physical meaning and algorithms of interpretation of these events, are realised using the modules belonging to the module library of the code. Module of MCU is a set of subroutines which has functional destination and interfaces strictly determined by the code structure. Regarding their destination the modules are classified into following types:

- **C** - control (governing) modules realising the certain abstract schemes of solution of radiation transport problems. To concrete these schemes it is necessary to include into the operating version of the code the concrete modules of the other types.
- **P** - physical modules realising the treatment of collision and the other topics of interaction between the walking particles and the medium. The choice of P-type module is determined by the user's demand for precision of the physical models. Different P-modules can use the different nuclear data libraries.
- **G** - geometry modules destined to model trajectories between collisions. Their choice is determined by the geometry of the assembly to study.
- **R** - registration modules destined to estimate the necessary set of the functionals.
- **S** - source modules destined to model the production of the primary particles from the sources.
- **N** - nonanalog modules for realisation of different schemes of nonanalog calculations.

Besides, the code includes the preprocessor governing the process of compilation of the operating (working) version of the program from the chosen modules. The compilation means the realisation of the following formula:

$$ WPH = C_P + P_1 + P_2 + P_3 + P_4 $$

where **WPH** is the working version of the complex physical module, **C_P** is the control submodule, and **P_i** are the concrete names of physical submodules of corresponding type.

The names of modules are defined by users as the initial data for code. All the modules of the same types are interchangeable.

The MCU code can be used on IBM, EC, BESM computers.

Below we shall explain some topics, which may be necessary to understand the analysis of the critical experiments with the MCU code. The code can operate with the several physical models and nuclear data libraries. The concept of the complex physical module is used for this purpose.

It is supposed that all the energy scale is divided into four intervals with the energy boundaries $E_1, E_2, E_3, E_4$. The collision model for every interval is realised with the help of special independent submodules of types $P_i$ ($1 \leq i \leq 4$). The submodule of type $P_1$ is destined to imitate the interaction between the particles (neutrons) and matter for energy range $E_1 < E < E_2$.

The working version of the complex physical module (WPH) is defined by the following formula:

$$ WPH = C_P + P_1 + P_2 + P_3 + P_4 $$

where $P_i$ are the concrete names of physical submodules of corresponding type, $C_P$ - is control submodule.

The names are defined by user as initial data for variant. Below it would be reviewed some of the neutron submodules from the MCU library. The type of submodule is indicated in the brackets.

PFOR ($P_1$) - the submodule for energy range 100 keV< $E$< 20 meV. It uses the evaluated data files in the special NEDAM [3,4] format. Two version of the NEDAM library can be used now: the 18 and 52 groups modifications.
Translation were considered.

here in Appendix, where the well known benchmark-experiments are normalisation region. Every isotope can be described by the one of the specialised and universal types. The set of ten specialised modules described without any approximations. The boundary conditions of temperature etc. were early calculated using the engineer codes of WINS the supercells (4 * 4) for different states. The isotope structure these calculations was to analyse the vapour effect and its dependence from the additional safety measures. In these calculations were studied a series of calculations RBMK reactor after Chernobyl accident. The aim of this work was to develop new approaches for perturbation calculations. It will be given one example demonstrated the difficulties of such calculations with application of standard technique. The example concerns calculation of the supercell of reactor RBMK. During analysis of proposed measurements to increase safety many calculations were made not only by direct methods but with nonanalog simulation also.

In the example considered below it was calculated $K_{\text{eff}}$ for supercell with different densities of water (by E. Gomin, V. Brysgalov...
The simulation was realized for supercell with water density $y = 0.5 \text{ g/cm}^3$. All the same trajectories were used to calculate $K_{\text{eff}}$ for supercells with the water densities: 0.78, 0.25, 0.51, 0.49, 0.01. Also the derivative $dK_{\text{eff}}/dy$ was calculated using the same trajectories.

The standard algorithm of perturbation theory is:

1. It is supposed that the fission density is unchanged.
2. The values $K_{\text{eff}}$ for supercell with water density 0.5 are estimated with collision estimator using the weight:

$$W_n = \prod_{n=1}^{N} e^{-\frac{\Delta Y}{V_o} T_n} \left( 1 + \epsilon_n \frac{\Delta Y}{V_o} \right)$$

where

$$Y_o = 0.5; \quad \Delta Y = Y - Y_o$$

$\epsilon_n$ - optical length between $n-1$ and $n$ collisions,

$\epsilon_0 = 1$, if collision has place inside water and 0 outside.
3. For derivative estimation the weight used is:

$$W'_n = \sum_{n=1}^{N} \left( -\frac{T_n + \epsilon_n}{Y_o} \right)$$

The values $K_{\text{eff}}$ and $K'_{\text{eff}} = dK_{\text{eff}}/dy$ are given in the table. They are fitted with the values calculated by direct methods well enough. However the statistical errors of nonanalog calculations are too large. This demonstrates that the chosen approach is not efficient for our example. The large errors for $y = 0.25$ are understandable theoretically ($\gamma<\gamma_o/2$). But bad results for derivative have not so clear formal theory basis.

### Table

<table>
<thead>
<tr>
<th>$N$</th>
<th>39000</th>
<th>69600</th>
<th>82800</th>
<th>147000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{eff}}$</td>
<td>$1.032 \times 10^{-3}$</td>
<td>$1.034 \times 10^{-3}$</td>
<td>$1.032 \pm 7.10^{-3}$</td>
<td>$1.028 \pm 0.003$</td>
</tr>
<tr>
<td>$K'_{\text{eff}}$</td>
<td>$-5.10^{-3} \pm 1.10^{-3}$</td>
<td>$0.042 \pm 0.03$</td>
<td>$0.023 \pm 0.026$</td>
<td>$0.008 \pm 0.027$</td>
</tr>
<tr>
<td>$\gamma^i$</td>
<td>$0.78$</td>
<td>$0.023 \pm 0.02$</td>
<td>$0.005 \pm 0.04$</td>
<td>$0.008 \pm 0.027$</td>
</tr>
<tr>
<td>$\Delta K_{\text{eff}}$</td>
<td>$-4.10^{-3} \pm 5.10^{-3}$</td>
<td>$4.10^{-4} \pm 2.10^{-4}$</td>
<td>$4.10^{-4} \pm 3.10^{-4}$</td>
<td>$4.10^{-4} \pm 2.5.10^{-4}$</td>
</tr>
<tr>
<td>$\Delta K'_{\text{eff}}$</td>
<td>$0.008 \pm 0.003$</td>
<td>$0.026 \pm 0.026$</td>
<td>$0.023 \pm 0.023$</td>
<td>$0.010 \pm 0.02$</td>
</tr>
<tr>
<td>$\gamma_o$</td>
<td>$0.25$</td>
<td>$0.021 \pm 0.003$</td>
<td>$0.005 \pm 0.04$</td>
<td>$0.008 \pm 0.027$</td>
</tr>
<tr>
<td>$\Delta Y_{\gamma}$</td>
<td>$0.023 \pm 0.03$</td>
<td>$0.023 \pm 0.03$</td>
<td>$0.023 \pm 0.03$</td>
<td>$0.023 \pm 0.03$</td>
</tr>
<tr>
<td>$\Delta Y_{\gamma_{\gamma}}$</td>
<td>$-0.01 \pm 0.01$</td>
<td>$-0.01 \pm 0.01$</td>
<td>$-0.01 \pm 0.01$</td>
<td>$-0.01 \pm 0.01$</td>
</tr>
<tr>
<td>$\Delta Y_{\gamma_{\gamma \gamma}}$</td>
<td>$0.026 \pm 0.026$</td>
<td>$0.026 \pm 0.026$</td>
<td>$0.026 \pm 0.026$</td>
<td>$0.026 \pm 0.026$</td>
</tr>
</tbody>
</table>

$N$ - histories

$K_{\text{eff}} = K_{\text{eff}}(0.5)$ - for water density, $\gamma = 0.5$

$\Delta K_{\text{eff}} = K_{\text{eff}}(\gamma) - K_{\text{eff}}(0.5)$

$K'_{\text{eff}}$ - derivative for $\gamma = 0.5$. 
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ANALYSIS OF EXPERIMENTS ON CRITICAL ASSEMBLIES FOR TESTING THE CONSTANT SUPPORT OF REACTOR CALCULATIONS*

E.A. Gomin, A.V. Kapitonova, S.L. Kononov, L.V. Maiorov S.V. Marin, M.S. Yudkevich
I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR
Y. E. Vaneev
Scientific Research Institute of Atomic Reactors

The results of Monte-Carlo calculations are presented for critical assemblies with the following compositions: \((^{235}\text{U}, \text{H}_2\text{O})\), \((^{235}\text{U}, ^{238}\text{U}_t, \text{D}_2\text{O})\), \((^{239}\text{Pu}, \text{U}_f, \text{H}_2\text{O})\), \((^{233}\text{U}, ^{232}\text{Th}, \text{H}_2\text{O})\).

The computer programs for nuclear reactor calculations with the constant support directly using the information contained in the evaluated neutron data files have been developed in a number of countries. Among programs of such a class is the MCU code with the constant support on the basis of the neutron-physical constant bank of I.V. Kurchatov Institute of Atomic Energy.

The sets of the MCU code physical modules simulating the interaction of neutrons with the medium nuclei are constructed so that the constants of neutron-nuclear interaction in a variety of energy ranges can be described in various detail up to the direct use of information from the evaluated neutron data files. Such an approach enables a reasonable compromise between the required accuracy and the computation time.

To test the accuracy of the MCU code constant support the calculations were performed. They are compared with the experimental data for critical assemblies and with the results of calculations on the programs involving the ENDF/B-5 library data [3]. The assemblies with ordinary and heavy water were selected. Most of them are acknowledged as benchmarks.

The selected assemblies are sensitive mainly to the cross-sections of fissile and fertile isotopes in the range of thermal and resonance neutron energies. The following data sources were used for these isotopes:

- \(^{233}\text{U}, ^{235}\text{U}\). The recommendations of the ENDF/B-5 library were accepted in the range of thermal neutron energies. The parameters of the allowed resonances were adopted from ref. [4];
- \(^{238}\text{U}\). The file evaluated by M.N. Nikolaev et al. [5] was used;
- \(^{239}\text{Pu}, ^{240}\text{Pu}\). The files with the evaluation of V.A. Konshin et al. [6] were used;

The results of the calculations are presented in tables 1-8 and Fig. 1. Discussion and analysis of the results are not included in this report; only the brief comments and the general conclusion are given.

The following notation is accepted for the assemblies with \(^{235}\text{U}\) and \(^{238}\text{U}\): \(K\) is the neutron multiplication constant; \(\delta 25\) is the ratio of the \(^{235}\text{U}\) fission numbers above and below the cadmium cut-off \(E_{\text{cd}}=0.626\text{ eV}\), \(\delta 28\) is the ratio of the \(^{238}\text{U}\) and \(^{235}\text{U}\) fission numbers; \(\rho 28\) is the ratio of the \(^{238}\text{U}\) capture numbers above and below the cadmium cut-off; \(\rho 28\) is the ratio of the \(^{238}\text{U}\) capture and \(^{235}\text{U}\) fission numbers; \(P\) is the probability of neutron leakage. The analogous notation is used for the assemblies with \(^{239}\text{Pu}\) and \(^{238}\text{U}\) and those with \(^{233}\text{U}\) and \(^{232}\text{Th}\).

TABLE 1. HOMOGENEOUS BENCHMARK: \(^{235}\text{U}, \text{H}_2\text{O}\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(H235\text{U})</td>
<td>2110+10</td>
<td>1835</td>
<td>1400</td>
<td>44,3</td>
<td>27\text{,1}</td>
</tr>
<tr>
<td>(\delta 25)</td>
<td>0,013</td>
<td>0,018</td>
<td>0,019</td>
<td>0,458</td>
<td>0,805</td>
</tr>
<tr>
<td>(P)</td>
<td>0,0</td>
<td>0,070</td>
<td>0,18</td>
<td>0,46</td>
<td>0,45</td>
</tr>
<tr>
<td>(K)</td>
<td>MCU 1,002±0,002(3)</td>
<td>0,997(4)</td>
<td>1,010(4)</td>
<td>1,007(3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 -</td>
<td>0,9988(15)</td>
<td>1,0104(23)</td>
<td>1,0093(28)</td>
<td></td>
</tr>
</tbody>
</table>

This material was reported on the International Conference on Neutron Physics, Kiev, 1987.
with the ENDF/B-5 library constants differ strongly from the experimental calculation underestimates $B$ by about 0.5%. This results from the group approximation in the energy range above the $^{238}$U fission threshold.

In the case of the heterogeneous assemblies with $\text{H}_2\text{O}$ the calculation underestimates $B$ by about 0.5%. This results from the group approximation in the energy range above the $^{238}$U fission threshold.

### Table 2. Heterogeneous Benchmark: $^{235}$U, $^{238}$U, $\text{H}_2\text{O}$ [10]

<table>
<thead>
<tr>
<th>Assembly</th>
<th>$K$</th>
<th>$\theta_{25}$</th>
<th>$\theta_{28}$</th>
<th>$\rho_{28}$</th>
<th>$C^x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRX-1 exper.</td>
<td>1.0</td>
<td>0.0387(10)</td>
<td>0.0346(41)</td>
<td>1.320(21)</td>
<td>0.797(80)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=2.5 MCU</td>
<td>0.982(2)</td>
<td>0.982(5)</td>
<td>0.982(15)</td>
<td>1.38(27)</td>
<td>0.79(9)</td>
</tr>
<tr>
<td>TRX-2 exper.</td>
<td>1.0</td>
<td>0.0618(8)</td>
<td>0.0663(35)</td>
<td>0.837(16)</td>
<td>0.647(6)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=4.02 MCU</td>
<td>0.99(4)</td>
<td>0.99(5)</td>
<td>0.99(5)</td>
<td>0.639(5)</td>
<td></td>
</tr>
<tr>
<td>TRX-3 exper.</td>
<td>1.0</td>
<td>0.231(3)</td>
<td>0.231(3)</td>
<td>0.167(8)</td>
<td>0.735(11)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=1.0 MCU</td>
<td>0.999(2)</td>
<td>0.999(2)</td>
<td>0.999(2)</td>
<td>0.999(2)</td>
<td></td>
</tr>
<tr>
<td>MIT-4 exper.</td>
<td>1.0</td>
<td>0.082(4)</td>
<td>0.078(4)</td>
<td>1.39(1)</td>
<td>0.809(6)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=1.85 MCU</td>
<td>0.984(3)</td>
<td>0.984(4)</td>
<td>0.984(10)</td>
<td>1.40(3)</td>
<td>0.810(4)</td>
</tr>
<tr>
<td>MIT-5 exper.</td>
<td>1.0</td>
<td>0.068(1)</td>
<td>0.070(4)</td>
<td>1.12(1)</td>
<td>0.723(4)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=3.59 MCU</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td></td>
</tr>
<tr>
<td>MIT-6 exper.</td>
<td>1.0</td>
<td>0.052(1)</td>
<td>0.057(3)</td>
<td>0.906(1)</td>
<td>0.655(3)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=6.45 MCU</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td>0.99(3)</td>
<td></td>
</tr>
<tr>
<td>MIT-7 exper.</td>
<td>1.0</td>
<td>0.052(1)</td>
<td>0.053(3)</td>
<td>1.165(29)</td>
<td>0.999(3)</td>
</tr>
<tr>
<td>V/$\text{H}_2\text{O}$=10.5</td>
<td>0.995(3)</td>
<td>0.995(3)</td>
<td>0.995(3)</td>
<td>0.995(3)</td>
<td></td>
</tr>
</tbody>
</table>

The calculated data for the MIT assemblies on the MCU code as well as with the ENDF/B-5 library constants differ strongly from the experimental results. The possible errors in the deuterium cross-section could not cause such a significant difference. The authors of this work are prone to think that the experiment is the reason here, but not the calculations.
TABLE 8. HETEROGENEOUS BENCHMARK. $^{233}$U, $^{232}$Th, H$_2$O [10]

<table>
<thead>
<tr>
<th>Assembly</th>
<th>$K$</th>
<th>$\delta_0$</th>
<th>$\delta_0$</th>
<th>$\rho_0$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN1-1, $V_s/V_0 = 1.0$, $H_2O = 109$</td>
<td>exp.</td>
<td>1.002(3)</td>
<td>0.59(2)</td>
<td>1.338(42)</td>
<td>0.64</td>
</tr>
<tr>
<td>BN1-2, $V_s/V_0 = 1.38$, $H_2O = 151$</td>
<td>exp.</td>
<td>1.010(4)</td>
<td>0.44(2)</td>
<td>0.903(38)</td>
<td>0.59</td>
</tr>
<tr>
<td>BN1-3, $V_s/V_0 = 3.00$, $H_2O = 328$</td>
<td>exp.</td>
<td>1.015(5)</td>
<td>0.22(2)</td>
<td>0.421(13)</td>
<td>0.52</td>
</tr>
</tbody>
</table>

The BN1-TH02 assemblies are exponential. The analytical calculations revealed that they are not asymptotic (contrary to the recommendations of ref. 10). The difference of $K$ form 1 is possibly connected with the error in measuring the constant of decay of the asymptotic neutron flux along height.

The analysis of the results obtained in the calculations carried out has shown that the level of knowledge about the neutron constants of $^{233}$U, $^{235}$U, $^{238}$U and $^{232}$Th isotopes satisfies principally the requirements to the accuracy of calculations of present-day thermal power nuclear reactors. The cross-section of $^{239}$Pu requires refining in the range of resonance energies including the first resonance.
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Abstract
The author formulates a subgroup kinetic equation and describes a method of obtaining subgroup parameters assuming constant collision density within a given subgroup.

1. Introduction
The commonest approach to engineering calculations of resonance absorption in thermal reactors is based on the theorem of equivalence of resonance absorption in homogeneous and heterogeneous media. When determining the void and temperature coefficients of reactivity in this way one can encounter certain problems - for instance, when it is essential to take into account the real distribution of temperature across a fuel slug, or to determine the effect of partial loss of water from the reactor core.

Around 1985 the Generalized Subgroup Approach (GSA) was developed [1]. Up to the present time, it has been used in a series of thermal reactor cell calculation engineering programmes [2, 3]. The main feature of this approach is the special consideration it gives to spatial migration of neutrons at different resonance cross-section values. Slowing-down effects at the resonances in absorber assemblies are thought to be less critical and can be taken into account by applying effective parameters.

The concept of a "subgroup" was first introduced in the article cited as Ref. [4]. The further development and use of the subgroup approach [5-8] has centred around a consideration of resonance self-shielding of cross-sections in the context of fast reactor design. In fast reactors, resonance effects occur, for the main part, in the high-energy region (the heavy isotope unresolved resonance region). Therefore, in obtaining subgroup parameters, an assumption was used which is justified for this energy range - the energy released during neutron scattering significantly exceeds the resonance width and the distance between resonances (narrow resonance approximation). Moreover, in obtaining subgroup parameters for fast reactor calculations, the basic criterion involved is the preservation of resonance self-shielding factors in a homogeneous medium in relation to the dilution cross-section.

Calculations performed specially for thermal heterogeneous systems [9] have shown that the use of subgroup parameters obtained for this kind of technology results in an error of ~ 10% in resonance absorption. For certain resonances the error may be as high as ~ 30%.

In the present paper, a subgroup neutron transport equation valid for resonances of arbitrary width is formulated. Certain problems in obtaining subgroup parameters are considered. Comparative calculations of resonance absorption are presented - by the Monte Carlo method, on the basis of the detailed cross-section energy dependence, and by the first collision probability method, based on GSA.

2. The Subgroup Equation
Let us divide the resonance region into intervals - groups. The boundaries of the groups will be determined just as in the normal group method, i.e. in such a way that, for the whole class of problems under consideration, neutron absorption and leakage do not result in a significant difference in the flux rates of slowing-down neutrons on the boundaries of the
It should be noted here that, for typical thermal reactor lattices, this condition is fulfilled whenever the group lethargy interval $\Delta u$ is of the order of 1.

The basic idea of the subgroup approach consists in attributing within the group the same spatial + angular distribution to all neutrons with energies such that the total cross-sections fall within the interval

$$\Delta S^i_k = \left[ S^{i-1}_k, S^i_k \right] , \quad S^o = \min_{u \leq \Delta u} S_k(u) .$$

In the absorber elements of a heterogeneous thermal reactor, the spatial distribution of neutrons is determined primarily by single-collision neutrons, and the anisotropy of scattering on heavy resonance isotopes in the intermediate energy region is not great. Therefore, all neutrons in the group with energies for which the total cross-sections of the resonance isotopes are equal have roughly the same spatio-angular distribution. This fact makes the subgroup approach useful in resonance absorption calculations for heterogeneous thermal reactors.

Let us write out the integral neutron transport equation in the subgroup formulation. First of all, some definitions:

1. The neutron subgroup $i$ of the isotope $k$ (hereafter designated either $(i,k)$ or $i$) consists of all neutrons in the group with energies such that the total cross-section of this isotope lies within the stipulated interval $\Delta S^i_k$;

2. The subgroup neutron flux at point $r$ in the direction $\vec{n}$ is the integral flux for subgroup $(i,k)$ normalized to unit lethargy;

3. The neutron subgroup is characterized by the total subgroup cross-section $\sigma^i_k$, and by a fraction of the subgroup within the group $-a^{(i,k)}$. The value of $\sigma^i_k$ within $\Delta S^i_k$ is determined by averaging the total cross-section and for $a^{(i,k)}$ is equal to $a^i$. The subgroup fraction is the relative portion of the group lethargy interval where all neutrons belong to this subgroup, i.e. $\frac{\int a^{(i,k)}}{\int a^i} = 1$, where $I$ is the total number of subgroups in the group. Partial subgroup cross-sections are determined from the criterion of preservation of the number of processes for each reaction $X$ in each subgroup:

$$G^{(i,k)} = A_x^{(i,k)}(\vec{e},\vec{\beta})/\Phi^{(i,k)}(\vec{e},\vec{\beta}) \quad (1)$$

4. The relative proportion of neutrons of subgroup $(j,k)$ also belonging to subgroup $(i,k)$ is termed the correlation coefficient of subgroup $j$ of isotope $k$ in relation to subgroup $i$ of isotope $k$. It is designated $\omega^{(j,i)}(i,k)$ or $a^{j,i}$.

From the definition it follows that $\sum_{j=1}^{\omega} \omega^{(j,i)}(i,k) = 1$, and $\omega^{(j,i)}(i,k) = 0$.

5. The probability of a neutron of subgroup $(j,k)$ after scattering on isotope $k$ belonging to subgroup $(i,k)$ is called the scattering subgroup function. It is designated $\omega^{(j,i)}(i,k)$ or $a^{j,i}$.

Let us now formulate a balance correlation for neutrons of subgroup $(i,k)$ in group $n$ at point $\vec{r}$ moving in the direction $\vec{n}$. Sources from other groups $Q^{(i,k)}(\vec{r},\vec{n})$, and from the surface of the area under consideration $T^{(i,k)}(\vec{r},\vec{n})$, are taken as known. Following this line of reasoning,
just as when working out a normal transport equation, we get the following:

\[
\phi^i(\xi, \rho) \sum_k^j \phi_k^i(\xi, \rho) \sum_{s}^{j} \omega_{ij} \sum_{t}^{j} \phi_j^t(\xi, \rho) = \int d\xi' \rho^i(\xi', \rho) \sum_{s}^{j} \omega_{ij} \sum_{t}^{j} \phi_j^t(\xi', \rho) + \int d\xi' \rho^i(\xi', \rho) \int d\xi \rho^i(\xi, \rho) \phi^j(\xi, \rho) + \int d\xi' \rho^i(\xi', \rho) \int d\xi \rho^i(\xi, \rho) \phi^j(\xi, \rho)
\]  

\[
(2)
\]

Here, the index of the group and of the isotope is omitted,

\[
\sum_{i}^j \phi_i^j \rho^i
\]

- \( \rho^k \) - concentration of isotope \( k \);
- \( \sum_{s}^{j} \omega_{ij} \) - macroscopic scattering cross-section in subgroup \( j \) of one of the isotopes \( i \), including \( k \);
- \( \rho^j(\xi, \rho) \) - probability of a neutron of subgroup \( (i,k) \), arising at point \( \xi \), undergoing its first collision at point \( \rho \).

On trying out all possible values of \( 1 \leq k \leq L \) and \( 1 \leq i \leq I \), we obtain a closed system of equations.

Determination of group functionals from values of subgroup fluxes involves calculating sums of the following type:

\[
A_{\lambda}(\xi, \rho) = \Delta \nu \sum_{s}^{j} \sum_{t}^{j} \omega_{ij} \sum_{k}^{j} \phi_j^t(\xi, \rho) \phi^j(\xi, \rho) \omega_{ij} \sum_{k}^{j} \phi^j(\xi, \rho)
\]

\[
(3)
\]

To solve equation \( (2) \), it is necessary to know the subgroup parameters, which are dependent in turn on the neutron spectrum. In this respect, the subgroup approach is no different from other methods of solving the transport equation by determinate methods, for example the group method and the microgroup method. Thus, taking into account general conformities within the class of problems under consideration, one must find a mass spectrum to obtain "universal" subgroup parameters for this class of problems.

3. Establishment of Subgroup Parameters

A long series of calculations was performed using the Monte Carlo method in order to establish the very general laws governing resonance neutron distribution in thermal reactor cells [10, 11, 12]. The results of these calculations confirmed that, over a widely varying range of cell parameters, the spatial distribution of the neutron collision density of one group is determined principally by the value of the total cross-section. For this reason, it was assumed, when deriving subgroup parameters, that the energy dependence of collision density is a function only of \( \sigma_e \). The collision density dependence is approximated by a step function. The analysis was conducted using fixed group boundaries for a 26-group division, for inclusion in the existing BNAB libraries of constants [6].

The assumption of constant collision density within the subgroup allows subgroup boundaries to be obtained and all subgroup parameters to be determined. Details of the selection criteria for subgroup boundaries and the method of obtaining subgroup parameters are given in Ref. [12]. In Ref. [12], by reducing Feierl's integral equation to subgroup form, conditions were obtained which must be satisfied by the subgroup parameters that will be used for heterogeneous thermal reactor calculation. Conversion to subgroup form is achieved by means of replacing the customary representation energy of cross-sections by a probabilistic one [4].

In brief, the conditions for obtaining subgroup parameters may be formulated in the following manner:
To achieve the stipulated accuracy in calculating resonance absorption \( E \), it is sufficient to select the number of subgroups and subgroup cross-sections in such a way that for each subgroup the following inequalities obtain:

\[
\left| \frac{\langle G_x \rangle_i}{G_t} - \langle \frac{G_x}{G_t} \rangle_i \right| \leq \varepsilon_x (\varepsilon), \quad \varepsilon = c_j t_j \beta, \quad (A4A)
\]

\[
\langle \exp (-G_t \cdot t_{\text{max}}(\varepsilon)) \rangle_i - \exp \left( \langle G_x \rangle_i t_{\text{max}}(\varepsilon) \right) \leq \varepsilon_x (\varepsilon), \quad (A4B)
\]

where: \( \langle \rangle_i \) denotes averaging within the subgroup;
\( t_{\text{max}} \) is the characteristic dimension (per cm²) of areas with a resonance absorber.

In Ref. [12] an overview evaluation was obtained of the upper limits for values of \( \delta_x, \delta_x, t_{\text{max}} \) as a function of the stipulated accuracy for calculating resonance absorption \( E \).

Subgroup cross-sections and subgroup fractions are calculated using a combination of two methods: the moments method [7] and the method of direct integration for energy ranges corresponding to certain subgroups with closely related total cross-section values. Such a combination allows the number of subgroups to be reduced approximately by half by comparison with direct integration, and helps avoid computing difficulties when processing moments of widely varying orders. For example, a maximum of 8 subgroups in the group are sufficient to obtain an accuracy level in calculating resonance absorption of, at worst, 3% for the majority of isotopes of practical interest.

The boundaries of the subgroups in those parts of the total cross-section where the moments method is used are determined by numerical solution of the equation:

\[
\int \alpha(G_x) dG_t = \alpha^i G_t^i, \quad (5)
\]

where \( \alpha(G_t) \) is the probability distribution density for the total cross-section within a group.

If the boundaries of all subgroups are known, then it is not difficult to calculate correlation and inter-subgroup transport matrices, working directly from their definition in the approximation of constant collision density within the subgroup.

In order to take into account the influence of slowing-down effects on the neutron spectrum in the subgroup close to resonances which cannot be considered narrow, special adjustments are introduced for inconstant collision density in a resonance isotope - light moderator mixture [11]. These corrections for each group of individual isotope are presented in tabular form in the data library as a function of the atomic weight of the moderator, temperature and dilution cross-section. When solving subgroup equations, they are introduced in the form of a correction of the probability of transport to a subgroup of the resonance isotope after scattering on the light moderator.

The effect of these corrections is appreciable for large-scale units. For typical UO₂ units in water-water thermal reactors the effect is of the order of 2-3% in resonance absorption in ²³⁵U.

The temperature dependence of subgroup cross-sections and subgroup fractions can be written with the help of two corrections:

\[
G_x^i(T) = G_x^i(300^oK) + \Delta L_x^i \beta + \Delta S_x^i \sqrt{\beta}, \quad (6)
\]

where \( \beta = T/300 - 1 \).
The correlation and inter-subgroup transport matrices are entered in the subgroup parameter library for several temperatures (usually four).

Although considerable in comparison with traditional data in group libraries, the volume of data on subgroup parameters does not complicate essentially computation on modern computers. Extension of the BHAB library [6] to include the GSA parameters has increased its volume from 1 megabyte to 2 megabytes (the extended BHAB library has been named BHAB/TR).

4. Results of comparative calculations

At the present time, a great deal of experience has been accumulated in calculating resonance absorption using GSA for cells of varying geometry and composition [1, 12]. Comparisons made with calculation results from precision programs have shown that, for reactor cells with a not very hard spectrum (> 0.2 probability of avoiding resonance absorption), the error level does not exceed the value laid down when obtaining subgroup parameters.

The following test gives the fullest picture of the capacity of GSA. Using the MCU [13] and SAPFIR [3] programs, the polycell depicted in Fig. 1 was calculated. The MCU program is based on the Monte Carlo method and, in the resolved resonance region, solves the transport equation without approximations. For the real calculations in the SAPFIR program, GSA and the first collision probability method were used in the resonance energy region. The reference information on the detailed energy dependence of neutron cross-sections in the MCU program, and that for obtaining subgroup parameters, was identical [14]. When obtaining subgroup cross-sections, E was determined with an accuracy of 3%.

The geometry of the test problem was typical for water-water power reactors. The absorber elements contained uranium dioxide of varying enrichment. The central element contained high-concentration $^{10}$B.

Using the MCU program, a multiplication factor of $1.349 \pm 0.004$ was obtained for such a system, and using the SAPFIR program - 1.344. The total computing time for the SAPFIR program was 1/50 of that for the MCU program. The computing time required for a calculation in the resonance energy region (10 KeV-1 eV) for a computer with an operating speed of 1 Mflops was 7 minutes. A detailed comparison of results from the two programs in the resolved resonance region (100 eV-1 eV) is given in the table. In the table, one relative mean-squared deviation of the results calculated using the MCU program is given. $A_{c,f}^{5,8}$ is the number of reactions of the processes c, f for the isotopes $^{235}$U and $^{238}$U.

Statistical analysis of all test results obtained up to the present time has raised no doubts regarding the correctness of the conclusions formulated above on the accuracy of GSA.
### TABLE: COMPARISON OF RESULTS FROM THE MCU AND SAPFIR PROGRAMS

<table>
<thead>
<tr>
<th>Zone No.</th>
<th>$\frac{\phi_{MCU}}{\phi_{GSA}}$</th>
<th>$\frac{A^c_{MCU}}{A^c_{GSA}}$</th>
<th>$\frac{A^s_{MCU}}{A^s_{GSA}}$</th>
<th>$\frac{A^a_{MCU}}{A^a_{GSA}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.033±0.029</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.994±0.027</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.998±0.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.999±0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.008±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.005±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.004±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.005±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.010±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.007±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.999±0.012</td>
<td>0.992±0.038</td>
<td>0.990±0.022</td>
<td>0.995±0.017</td>
</tr>
<tr>
<td>12</td>
<td>0.985±0.012</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1.016±0.008</td>
<td>0.985±0.025</td>
<td>0.982±0.016</td>
<td>1.031±0.013</td>
</tr>
<tr>
<td>14</td>
<td>1.018±0.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.005±0.007</td>
<td>0.970±0.014</td>
<td>0.972±0.014</td>
<td>1.017±0.012</td>
</tr>
<tr>
<td>16</td>
<td>1.007±0.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1.002±0.006</td>
<td>1.013±0.020</td>
<td>0.942±0.013</td>
<td>1.003±0.011</td>
</tr>
<tr>
<td>18</td>
<td>1.001±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1.008±0.006</td>
<td>1.008±0.016</td>
<td>1.006±0.013</td>
<td>1.029±0.010</td>
</tr>
<tr>
<td>20</td>
<td>1.011±0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

The paper describes the main characteristics of a tight lattice advanced
pressurized water reactor (APWR) with mixed-oxide (MOX) fuel with
emphasis to nuclear data sensitivities and calculational procedures. It
is concluded that certain cross-section data of actinides and fission
products are not yet known with sufficient accuracy, and some problems in
the calculational procedures are identified.

1 Introduction

The performance of present day LWRs is very reliable. The availability of KRAFT-
WERKUNION nuclear power plants usually is about 90 % or more, e.g. the power
station Grohnde with 1369 MW produced in 1986 an availability of almost 93 %
Any modification of these reactors to improve economy must not violate the
proven safety behaviour

In order to improve the fuel utilization in conventional LWRs, an extension of
core life and burnup (≥ 50 GWd/t) has been studied to improve economy. One of
the limiting factors for further extension is the loss of stability of the cladding
material zircaloy

Furthermore, the recycling of reprocessed plutonium in LWRs has been intensively
studied since the mid-60s. In the Federal Republic of Germany, thermal Pu-
recycling has been demonstrated on a large scale in the power plants at Kahl
(VAK), Gundremmingen (KR-BA) and Obrigheim (KWO). Since 1981 Pu-recycling
has been carried out with mixed-oxide (MOX) fuel of improved fabrication

* From the Institute for Nuclear Research and Nuclear Energy, Bulgaria.
process at KWO, but also at the large power reactors Neckarwestheim (GKN) and Unterweser (KKU). In the Federal Republic of Germany the technical feasibility and economic use of reprocessed plutonium has been proven primarily for PWRs. The programme is scheduled to include also BWRs in order to increase the recycle capacity. No technical problems have arisen in the design and use of reprocessed uranium after enrichment (ERU). Strategy and current status of the recycling programme was presented in Refs. 1/1 and 1/2.

For validation of the nuclear design methods and nuclear data the results of the experimental recycling demonstration programmes in the KWU reactor stations and special irradiation experiments are used 1/1, 2/1, 3/1, 4/1. The insertion of MOX and ERU fuel assemblies shows that thermal recycling is feasible on an industrial scale and that common levels of reliability and safety can be achieved in reactor operation.

About 1976 the idea came up to improve the fuel utilization in LWRs by increasing the conversion ratio to a value near to one. If possible, this idea should be realized with standard LWR technology by replacing "only" the core, all other components should preferably stay unchanged.

This investigation led to a core with a tight triangular lattice with MOX fuel in modern PWR designs. One of the main problems then is to verify that the usual PWR safety criteria are kept valid in this tight lattice PWR concept (APWR).

This paper describes at first the main characteristics of such an APWR, then deals with the calculational procedures and nuclear data sensitivities. A comparison with experiments, where available, will show the present day capabilities in calculating the nuclear characteristics of such a tight lattice advanced PWR.

2. Present Status of APWR-Design Investigations

In this chapter a brief review of the efforts to design an APWR in the Federal Republic of Germany as a joint venture of the Nuclear Research Center Karlsruhe (KfK), KRAFTWERKUNION (KWU), and the Federal Swiss Institute for Reactor Research (EIR), is given.

The objective to achieve a high conversion ratio in a Pu-fuelled LWR, can be realized by hardening the neutron spectrum e.g. by tightening the reactor lattice. In the Shippingport Reactor 5/1, a tight lattice movable seed and blanket core for $^{233}$U/Th fuel was in operation to prove the feasibility of light water breeder reactors. However, it is not prudent to develop high converting reactors without also developing reprocessing capabilities. Therefore studies in Germany are examining the U/Pu cycle for LWR-high converters. It has been shown 6/1 that, if fast breeder reactors will be commercially available only with some delay, there is an incentive to develop such a high converting reactor to take an intermediate role until fast reactors are fully accepted.

The present investigations for developing a tight lattice light water cooled high converter reactor are performed under the following constraints:

1. A high converting tight lattice core should directly replace a normal PWR core, such that the essential out-of-core components remain the same for the same reactor power.

2. The conversion ratio should preferably reach a value of $CR = 0.95$.

3. The fissile inventory should be comparable with that of a fast reactor inventory of equal size.

4. The safety features of the reactor must be such that they can be accepted for licensing. That is:
   - sufficient positive moderator density coefficient
   - negative void-reactivity effect in all burnup states
   - acceptable pin deformation behaviour in the tightly packed lattice
   - proven emergency core cooling for off nominal conditions

The neutron physics investigations have begun with an assessment of the validity of the available calculational methods and data bases for tight lattice (MOX and uranium fuel) analysis 7/1. The data and methods used at KfK are being improved up to the present day, the 1985 status can e.g. be found in Ref. 8/1. With such data and methods, an assessment of the following concepts was done:

(a) homogeneous concept, the preferred solution for industry

(b) heterogeneous concept, seed and blanket solution with movable seeds for control and shut down

(c) heterogeneous module concept with fixed seed and control rods for shut down and control

(d) zonewise heterogeneous concept with rods for control and shut down (similar to FBR heterogeneous concepts).
In concept (a) the critical physics task is the clear identification of a negative void coefficient for an enrichment of about 70% to 80% Pu fissile (This allows a conversion ratio of about 0.95 to be obtained) In all the heterogeneous concepts the fissile Pu is about 12% to 14%, with low enriched Pu (≈ 5%) breeder regions In the latter concepts the void coefficient seems sufficiently negative to allow licensing from this particular point of view, but the overall concept clearly is more complicated from the engineering aspect

From the various design possibilities the concepts (a) and (c) have been considered in more detail

Fig 1, taken from Ref 9, shows the reactivity change as a function of the in-core water density at EOC conditions at about 15 GWd/t for various pitch/diameter values, both for homogeneous and heterogeneous designs

This analysis clearly shows that, on the basis of used methods and nuclear data, the tight core lattice should be widened to guarantee a negative void reactivity effect and an acceptable water density coefficient at the working point of normal reactor operation, i.e., water density \( \rho = 0.7 \, \text{g/cm}^3 \)

The widened lattice gives a conversion ratio of about 0.85 - 0.90 for the homogeneous system, and 0.90 to 0.95 for the heterogeneous APWR system. The fissile inventory for both cases is about 8 tons of heavy metal, compared to about 3 tons of heavy metal in a standard PWR. The Doppler coefficient in both cases is sufficiently negative (about -1.105, even a bit more negative than for PWRs).

There seems to be no large advantage of the heterogeneous core design over the homogeneous one.

The problem, still to be investigated, is whether the favourable findings for wider lattices still hold at a core burnup up to 70,000 MWd/t, which is also one of the desirable goals of an APWR.

3 Important Influences of Nuclear Data Uncertainties and Methodical Aspects on the Void Reactivity Coefficient \( \Delta k \) of an APWR

From the discussion in chapter 2 it can be seen that the moderator density and the void reactivity coefficients are a very dominant parameters in the design investigations of an APWR. Therefore the accuracy of the used nuclear data basis, of the processing codes to generate group constants, and of the reactor physics programmes is of high importance for a reliable determination of the void reactivity effect. These aspects will be discussed in some detail in the following sections.

3.1 Isotopic contribution to the void reactivity effect \( \Delta k \)

The neutron spectrum of an APWR has its maximum above the thermal energy region, i.e., between about 0.1 eV and 10 eV as can be seen from Fig. 2 of ref /18/. This immediately has the consequence that uncertainties of the neutron capture and fission cross sections of the contributing isotopes in the resolved resonance region are of prime importance.

The isotopic contribution to the void reactivity effect has been investigated by many authors. As an example, here we reproduce a table from J. Porta et al. /10/ for a typical hexagonal APWR tight lattice. It should be mentioned that the void
reactivity effect, $\Delta k$, is a combination of three effects (a) reduced absorption in the core in the voided case, giving a positive contribution, (b) increased leakage of neutrons, resulting in a negative contribution, and (c) spectral shift effects in the case of voiding, which can give a positive or negative contribution, depending on composition and size of the reactor. The contributions of the single isotopes are listed in Table 1 (it should be noted that 1 pcm = $10^{-5} \Delta k / k$).

Table 1: Isotope Contribution to Voiding Effect (24 000 MWD/tonne)

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\Delta k$ Voiding (pcm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{239}\text{U}$</td>
<td>-3 418</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$</td>
<td>-68 865</td>
</tr>
<tr>
<td>$^{241}\text{Pu}$</td>
<td>-37 225</td>
</tr>
<tr>
<td>Sum 1</td>
<td>-109 538</td>
</tr>
<tr>
<td>$^{238}\text{U}$</td>
<td>+41 926</td>
</tr>
<tr>
<td>$^{240}\text{Pu}$</td>
<td>+6 521</td>
</tr>
<tr>
<td>Sum 2</td>
<td>+84 531</td>
</tr>
<tr>
<td>Sum 1 + 2</td>
<td>-25 007</td>
</tr>
<tr>
<td>$^{243}\text{Am}$</td>
<td>-1 627</td>
</tr>
<tr>
<td>$^{244}\text{Am}$</td>
<td>-2 504</td>
</tr>
<tr>
<td>Other uranium, plutonium, americium, curium</td>
<td>+1 124</td>
</tr>
<tr>
<td>Sum 3</td>
<td>-5 255</td>
</tr>
<tr>
<td>Sum 1 + 2 + 3</td>
<td>-19 752</td>
</tr>
<tr>
<td>Fission products</td>
<td>+17 606</td>
</tr>
<tr>
<td>Structural materials + O$_{16}$</td>
<td>-5 576</td>
</tr>
<tr>
<td>Xenon</td>
<td>+1 087</td>
</tr>
<tr>
<td>Samarium</td>
<td>+3 020</td>
</tr>
<tr>
<td>Water</td>
<td>+1 068</td>
</tr>
<tr>
<td>Total</td>
<td>+7 605</td>
</tr>
</tbody>
</table>

As seen from Table 1, the main fissionable isotopes give a strong negative contribution, while the fertile isotopes produce a slightly less, but almost equally large positive contribution. The minor actinides, the fission products and the structural materials give positive contributions. These various contributions almost compensate and, as in the presented case, give a positive net reactivity effect upon voiding the APWR core.

3.2 The effect of nuclear data uncertainties on the void reactivity coefficient

Already from Table 1 of Sect. 3.1 it is evident that due to the large compensating effects of the various contributing isotopes to the void reactivity coefficient one can expect large uncertainties originating from insufficiently well known nuclear data. In fast reactor physics development therefore nuclear data adjustment to integral experiments was and still is used in design calculations and in the interpretation of the results from recent integral experiments. For the determination of the void reactivity effect of an APWR therefore one could use one of the many adjusted data sets for the fully voided core. Meanwhile the reevaluation of the cross sections for most of the reactor materials have been improved and new data files have been established, e.g. ENDF/B-V and VI, JEF-1, JENDL-2.

Therefore it is not unreasonable to assume that the deficiencies of the important nuclear data have been reduced. Whether the same statement can be made for processing the basic data to multigroup constants, cannot be detected so easily (this latter aspect will be discussed in section 3.3 to some detail). Thus at least it can be doubted, that the uncertainty of the void reactivity effect $\Delta k$ still is as large as 0.04 $\% \Delta k / k$ per percent voidage /11/. As mentioned at the beginning of section 3.1, the APWR spectrum has essential parts in the resolved resonance range of the heavy isotopes. It is clear that the spread in $\Delta k$-results can be very large, if old data files or group constant sets and, in addition, not suitable methods are used to calculate the void effect of an APWR. As an example, this can be seen from some of the preliminary solutions of the NEACRP benchmark /12/. Part of the results will also be discussed by Y. Ishiguro at this meeting /13/.

Instead of performing a further sensitivity analysis on the uncertainties in the calculated $\Delta k$-value for voiding an APWR core, originating from nuclear data uncertainties, in chapter 4 theoretical results for some important reactor parameters, using modern nuclear data sets, are compared with experimental results of tight lattice configurations. It is clear that the main uncertainties from nuclear data area come from the capture cross section of U238, capture and fission cross section of Pu239, the capture cross section of Pu240, and the fission cross section of Pu241.
3.3 Some remarks on the processing of basic nuclear data to group constants

At Karlsruhe basic nuclear data in KEDAK format are processed to group constants with the processing code MIGROS /14/. The European nuclear data file JEF uses the ENDF/B format, therefore the processing code NJOY was adapted at KfK. It was decided to keep the fundamental calculational basis used at KfK, therefore resonance selfshielding factors \( f(T,\sigma_0) = \sigma_0(T,\sigma_0) / \sigma_0 \) were formally derived from NJOY (\( \sigma_0 \) is the background cross section representing the nuclides in the reactor mixture under consideration, and \( \sigma_0 \) the corresponding cross section for infinite dilution) In applying this code to JEF, many irregularities were found /15/ For some materials overflows, underflows and divide checks appeared in different modules of NJOY.

Following four items should be mentioned here:

(a) For a number of heavy materials the resonance selfshielding factors became unacceptably larger than unity.

(b) For some fission products the resonance selfshielding factors became negative, probably due to a large 'background' cross section in the ENDF/B format data files this 'background' cross section usually is not flat with energy, so it would also require a 'selfshielding' treatment, which usually is not done.

(c) NJOY produces resonance selfshielding factors even in the high energy region about 1 MeV without any resonances, probably near a threshold of a cross section Several phenomena may and probably will occur in other energy regions also.

(d) Some cross sections of isotopes having in JEF multilevel Breit Wigner representation of resonances and 'unphysical' resonance spins \( J \), failed to be processed in NJOY.

Some examples of these irregularities produced via cross section generation to group constants can be found in ref /15/ chapter 2 Similar findings as in ref /15/ have been reported also by D.E. Cullen /16/.

Most of the mentioned irregularities have been removed at KfK, partly only formally /17/, or are being removed at present.

Further on one has to consider, whether the formalism, introduced by Bondarenko et al. and which has been taken over e.g. at Karlsruhe in the calculational scheme for fast reactors, is still valid if the group widths are narrowed and if then a resonance is cut by one or more group boundaries. Then the Bondarenko formalism is not allowed anymore and will introduce certain errors in the results of reactor calculations. This unsatisfactory situation is being improved at Karlsruhe at present.

The accuracy of processing codes is mandatory. Often the errors, produced by the processing codes, are simply attributed to possible deficiencies in the basic cross section data. As a general rule, any adoption of larger code systems requires very intensive checking of the various procedures and code modules used. It is not tolerable that in the end of the 1980ies, when the uncertainties in the basic cross sections seem to become acceptably small, the major non-negligible left uncertainty is then due to the processing systems, especially in the determination of resonance selfshielding (for instance in the unresolved resonance range).

The findings in this section will have also a definite effect on the value of the reactivity change upon voiding the tight lattice core. But the uncertainty, related e.g. to unprecise or unphysical resonance selfshielding factors, are difficult to extract from the results of reactor calculations, because the reactor codes are designed as to operate e.g. with 'physical' resonance shielding factors \( 0 < f < 1 \).

3.4 Influence of the weighting spectrum in calculating the void reactivity effect

In this section we will discuss the influence of the weighting spectrum, used for the generation of group constants, on the void reactivity effect of a tight lattice APWR configuration, proposed as a NEACRP benchmark, ref /12/.

It is well known for many years that the weighting spectrum, used to generate group constants, can have a marked effect in fast reactor analysis. Loosing the coolant from a tight lattice APWR, the maximum of the spectrum will be shifted from relatively low energies (between 0.1 and 100 eV) to a very fast spectrum in the high keV range. Therefore, the voided core must be calculated with a group constant set, using a weighting spectrum for the voided configuration, while the normal configuration has to be calculated with the corresponding 'normal' weighting spectrum. The results of this investigation have been presented in /18/. It was shown that the effect on \( \Delta k \) is relatively large for the HCLWR-benchmark. The reactivity effect is reduced by about 50% compared to that value, which is determined by using the same APWR weighting spectrum in both the normal and the voided core lattice. This effect is predominantly caused by the change in the out-of-group scattering characteristics of the medium weight nuclei (e.g. \( O_{16} \) gives almost 50% of the total effect).
3.5 Influence of using the fission spectra of all fissionable isotopes

It is also known from fast reactor investigations that the use of the fission spectra of the contributing fissionable isotopes (especially of Pu239 and Pu241) are of importance for some reaction rate ratios and for $\Delta k$. The tight lattice APWR is also sensitive to the isotopic fission spectra /19/. In principle there exists no problem, because in modern data libraries the fission spectra of the important fissionable isotopes are stored as e.g. in JEF. Sometimes reactor codes have to be modified to include all fission spectra.

4 Test of Nuclear Data and Calculational Methods in Critical Experiments for APWRs

A tight lattice APWR has a neutron spectrum, which covers to an important part the energy region between 0.1 eV and 100 eV, i.e. the lower part of the resonance region of the heavy nuclides. Neither thermal nor fast reactors are as sensitive as the epithermal APWR to uncertainties of cross sections (both basic nuclear data and resonance self-shielded effective cross sections) in the resonance range.

Therefore a test of nuclear data and reactor physics methods on integral experiments is necessary to obtain confidence in the computed neutron characteristics of APWR designs.

KfK started the qualification of data and methods together with KWU and the Technical University Braunschweig about 1980 in applying their codes and nuclear data to experiments, reported in the literature, with UO$_2$ tight lattices, wider lattices with MOX fuel, but relatively low PuO$_2$ content. The results of these investigations are given in /17/. Since then experiments have been performed in Japan on UO$_2$-tight lattice fuel, on MOX fuel in Switzerland, Germany and France. In this chapter we will examine, whether the steadily improved data and methods are able to describe these experiments, which cover both the normal (water-in) and partially or totally voided core configurations.

4.1 Investigations in Germany and Switzerland (KfK, KWU, and EIR)

In a joint cooperation between KfK, KWU, and EIR, in Würenlingen (Switzerland) the PROTEUS facility is intensively used for evaluating the neutronic characteristics of tight lattice configurations. Besides this effort in SNEAK-12 at Karlsruhe some experiments were performed. The Phase I experiments in PROTEUS and in SNEAK-12 together with their interpretation were reported in 1986 /20/. In Table 2, taken from ref. 20, experimental $k_n$-results in a two rod lattice for three voidage ranges are compared with calculated results, using different data bases and different methods.

<table>
<thead>
<tr>
<th>Void Range</th>
<th>0 - 100 %</th>
<th>0 - 42.5 %</th>
<th>42.5 - 100 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code. Lib.</td>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. ENDF/B Data Basis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPRI-CPM</td>
<td>- 8.9</td>
<td>- 9.8</td>
<td>- 8.2</td>
</tr>
<tr>
<td>CASMO, E3Ll69C</td>
<td>- 10.1</td>
<td>- 9.9</td>
<td>- 10.2</td>
</tr>
<tr>
<td>CASMO, E3LB170</td>
<td>- 13.4</td>
<td>- 10.8</td>
<td>- 15.3</td>
</tr>
<tr>
<td>SRAC, ENDF/B-4</td>
<td>- 17.2</td>
<td>- 14.2</td>
<td>- 19.5</td>
</tr>
<tr>
<td>B. U.K. Data Basis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WINS-D, Std.</td>
<td>- 11.3</td>
<td>- 13.8</td>
<td>- 9.5</td>
</tr>
<tr>
<td>WINS-D, 1981</td>
<td>- 11.4</td>
<td>- 10.4</td>
<td>- 12.1</td>
</tr>
<tr>
<td>WINS-E</td>
<td>- 11.2</td>
<td>- 9.2</td>
<td>- 12.7</td>
</tr>
<tr>
<td>CASMO, UKL69A</td>
<td>- 10.9</td>
<td>- 12.0</td>
<td>- 10.0</td>
</tr>
<tr>
<td>C. KfK Data Basis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KARBUS, KEDAK-4</td>
<td>- 15.5</td>
<td>- 14.4</td>
<td>- 16.3</td>
</tr>
<tr>
<td>GRUCAH2, KFKINR</td>
<td>- 12.2</td>
<td>- 13.0</td>
<td>- 11.6</td>
</tr>
<tr>
<td>D. JAERI Data Basis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRAC, JENDL-2</td>
<td>- 15.6</td>
<td>- 13.5</td>
<td>- 17.1</td>
</tr>
</tbody>
</table>

$\Delta k_n$ deduced from the corresponding $k_n$ values as $\Delta k_n/k_n \cdot \Delta v$, where $\Delta v$ is the voidage change in %.

From this table it can be seen that the net $k_n$-void coefficient for the 100% void range, associated with the largest change in the neutron spectrum, CASMO/E3LB170, KARBUS/KEDAK 4 and SRAC/JENDL 2 agree with the experimental value within the given 1σ-error. In the same ref 20, however, it is pointed out that the experimental breakdown of this net reactivity change shows larger discrepancies in those components which are related to the reaction rate ratios C8/F9 (capture in U238/fission in Pu239) and F8/F9. For the KfK results it is known that...
KEDAK-4 has too high capture data in U238, so that the negative contribution from C8/F9 becomes stronger negative, which then is partly compensated by the overestimation of the positive contributions to the void coefficient (F1/F9 and others).

As another example the results for the polystyrene removal experiments in SNEAK 12F1 and SNEAK 12F2 are shown in Table 3, taken again from ref 20. The calculational results are obtained with exact perturbation theory applied to a 2-dimensional diffusion theory in (r,z)-geometry for the whole reactor. The results have been normalized to one of the experiments, viz. III B.

Table 3 Moderator Removal Experiments in SNEAK 12F1, 12F2

<table>
<thead>
<tr>
<th>Experiment No., Description</th>
<th>( \Delta \rho ) (Expt. X) ( / \Delta \rho ) (Expt. III.B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Voiding of Central Element(^a) in 12F1</td>
<td><strong>Measured</strong></td>
</tr>
<tr>
<td>A. over + 20 cm</td>
<td>0.029±3%</td>
</tr>
<tr>
<td>B. over core (+ 42 cm)</td>
<td>0.049±2%</td>
</tr>
<tr>
<td>C. over core &amp; blanket (+ 72 cm)</td>
<td>0.048±2%</td>
</tr>
<tr>
<td>II. Introduction of Central Zone(^b) (12F1 — 12F2)</td>
<td><strong>1.00%</strong></td>
</tr>
<tr>
<td>III. Voiding of Central Zone(^b) in 12F2</td>
<td><strong>0.15%</strong></td>
</tr>
<tr>
<td>A. 0 — 47 % void</td>
<td><strong>0.44%</strong></td>
</tr>
<tr>
<td>B. 0 — 100 % void (norm.)</td>
<td><strong>1.00%</strong></td>
</tr>
</tbody>
</table>

\(^a\) 54 mm x 54 mm; \(^b\) 326 mm x 326 mm; \(^c\) absolute \( \Delta \rho \)-value: -1.474\%

As in Table 2 it can be seen that the net voidage effect is well represented with KARBUS/KEDAK-4. But one has to keep in mind that compensating effects may shadow inconsistencies in the components.

Recent measurements in the PROTEUS-PHASE II experiments with a single rod lattice of 7.5% Pu fissile material show a similar trend. Table 4 gives the C/E-values for \( k_e \) and the reaction rates using WIMS J/81 and KARBUS/KEDAK-4 calculational schemes/21/.

4.2 Investigations in Japan and France on a Tight Lattice APWR Configuration

First physics experiments on HCLWR cores in Japan have been carried out in the FCA assemblies XIV-1, XIV-1 (45 V) and XIV-2 during 1986 and 1987. The cores operate in the test zone on enriched uranium, the U235 enrichment and the moderator to fuel-volume-ratio are varied. It is reported/22/ that C/E values range from 0.994 to 1.001 for \( k_{ef} \) and from 0.988 to 0.993 for \( k_e \). The measured moderator (polystyrene) voidage reactivity change in \( k_e \) was well predicted by the calculation (C/E = 0.975). The calculations were based on JENDL-2 and the SRAC code system.

Of international interest is the NEACRP-HCLWR benchmark, proposed by Y Ishiguro et al. in 1986/12/. Preliminary results of the various contributions show a large spread in the calculated reactivity change due to voiding the core, as reported by Ishiguro to this conference/13/. The final discussion of this benchmark will take place in April 1988. Then more definite conclusions can be drawn, very probably the spread of the results can be narrowed in that discussion.
In France, experimental physics investigations on tight PWR lattices are done in the EOLE, MINERVE and MELUSINE reactors. The program is described in /23/. Reactivity measurements, reaction rates, control rod worths, neutron capture in fission products and other reactor parameters are systematically studied in MOX-fuel lattices with various moderator to fuel volume ratios. A comparison of measured and calculated reactor quantities is not distributed at present. It is communicated that in general there is good agreement between calculations and measurements.

5 Conclusions

From the important safety parameters for an advanced tight lattice PWR (APWR), the Doppler coefficient is sufficiently negative and the present uncertainty is not of primary concern for a design of such a reactor. The reactivity change in an APWR upon voiding the tight lattice has to be sufficiently negative, too, but the required accuracy of this parameter is not yet fully achieved at present. Although some codes with their associated data sets (e.g. KARBUS/KEDAK-4) give agreement with experimental results for the net void effect, there exist larger differences in the important compensating components of this quantity. The main reasons are summarized in the following:

(a) Further improvement of the neutron capture data in the unresolved resonance region of U238. There has been considerable progress in the last years, but the problems seem to be not yet fully solved. Also the inelastic cross section of U238 is fairly important, especially for the voided stage of an APWR, and should be carefully re-checked.

(b) For Pu239 there exist still some discrepancies between total cross sections measured in Dubna and the earlier Saclay data. Inconsistencies over the broader resonances should be resolved.

(c) For Pu240 a re-investigation of the cross sections in the neighbourhood of the first resonance should be made.

(d) For Pu241 not all discrepancies and inconsistencies have been removed yet.

The recommendations (a) to (d) are taken from the summary of the Third Advisory Group Meeting on “Transactinium Isotope Nuclear Data”, Uppsala 1984 (IAEA-TECDOC 336), and still hold for the data sets used in this contribution.

(e) The capture data for important fission products need special attention. They are important at EOL for a reliable determination of $\Delta k$ (void).

(f) The current maximum difference in processing basic nuclear data with NJOY (IBM) to group constants reaches sometimes a value of about 20%, as found by Cullen in the processing code verification project of the IAEA. Especially in the resonance region resonance self-shielding is sometimes unsatisfactorily determined, as reported in the present contribution.

(g) Special attention has to be given to the use of effective group constants, given in the Bondarenko formalism, if the groups get narrow and a resonance is cut by one or more group boundaries.

(h) The weighting spectrum to generate group constants is important in calculating the reactivity change upon voiding an APWR core. The present situation seems to require two weighting spectra, one for calculating the properties of the normal water-in core or a core with a low void content, and one for highly or totally voided core regions.

Further work is intended to remove the left deficiencies in basic data and processing procedures. The re-evaluation of nuclear data for JEF-2 will hopefully be so successful that adjustment of the group constants on integral experiments will not be necessary as in the past for fast reactor analyses.
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94 RESONANCE ABSORPTION AND COOLANT VOID REACTIVITY COEFFICIENT IN TIGHTER PITCH LATTICES

Y. ISHIGURO
Japan Atomic Energy Research Institute, Tokai-mura, Naka-gun, Ibaraki-ken, Japan

Abstract

This paper reviews the present status of the nuclear data needed for analysis of high conversion light water reactors with tighter pitch lattice, through sensitivity analysis, cell burnup benchmark calculation and comparison of the conventional methods with Monte Carlo calculation.

1. INTRODUCTION

The realization of a commercial scale introduction of FBRs becomes distant from view, thus worldwide accepted is the prospect of long-term utilization of LWR. Accordingly, plutonium is supposed to be increasingly produced in LWR, and the surplus of fissile plutonium is estimated to be about 100 tons by 2000 in Japan, for instance. The way to effectively utilize and preserve the surplus plutonium has been sought and pursued in countries with nuclear programmes. On the other hand, though the recent growth curves for expansion of LWR capacity are projected to be lower in a short-term aspect, there is still an anxiety that uranium shortage might be serious in a mid-/long-term aspect at the countries such as Japan without any practically available uranium resource. From these points of view, the development of innovative LWRs with a much better plutonium utilization and higher natural uranium saving is thought to be essential.

Recently much works have been done for the R and D of high conversion light water reactors (HCLWRs) with tighter pitch lattice. All the design efforts aim at achieving both high conversion and high burnup. The details of HCLWRs such as the concept and its advantages have been published and can be seen elsewhere. The HCLWR design concepts so far proposed can be classified into two groups: The first group is the simple tight lattice with homogeneously mixed material of two fuel materials of natural uranium saving is thought to be essential.

An HCLWR with tighter pitch lattice has the following two design features, compared with the conventional LWR: i) Reduced volume ratio of water to fuel (V_w/V_f) and ii) higher plutonium fissile enrichment. From the view point of reactor physics, the first feature brings an intermediate neutron spectrum in the core, while the second one likely does a positive void reactivity mainly provided with 239Pu. These reactor characteristics are peculiar in the meaning that the intermediate energy region is quite important, and exist out of the range of experience.

One of the most critical problems in the design of HCLWR is the existence of the trade-off relation between the enhancement of the conversion ratio and the safety margin concerning coolant void coefficient. Hence, reliable data and methods for the reactor physics calculations will be essential to assess and confirm the HCLWR concept.

The conceptual designs so far proposed however seem to be based on insufficient accuracy of the data/methods in reactor physics. Taking this situation into consideration, a benchmark problem of tight lattice cell burnup calculation was proposed at the 23rd meeting of the Nuclear Energy Agency Committee on Reactor Physics (NEACRP), Sept. 1987. This benchmark problem aims to extract the problems included in the data/methods and to accelerate the developing works of the data/methods.

The preliminary report of the benchmark calculations however shows that a large discrepancy is found in the conversion ratio and void reactivity coefficients obtained by the participants. This discrepancy seems to be much larger than generally encountered on an existing LWR cell. The 30th NEACRP Meeting, Sept. 1987, recommended that a specialist meeting concerning the results of NEACRP HCLWR cell burnup benchmark problem should be convened in the week starting 18th April 1988 at the NEA Data Bank. Discussions among the experts of the HCLWRs and also of cell code were thought to be essential to grasp and clarify the physics problems included in the data/methods of HCLWRs.

In the present paper, the nuclear data involved in HCLWRs will be reviewed from the viewpoint of calculating the resonance absorption, burnup and coolant void reactivity coefficients, which are primarily important to evaluate the HCLWR core characteristics. The review will be grounded mainly upon the works made at Japan Atomic Energy Institute (JAERI). Under the light of the intermediate spectrum of HCLWR, various physics problems in the conventional data/methods will rise to the surface. The resulting understandings will be also useful to enhance accuracy of the data/methods for thermal and/or fast reactor.

2. GENERAL ASPECT OF HCLWR

Let us take a look at the general reactor physics aspect of HCLWR, before stepping into the details. Figure 1 compares an HCLWR spectrum with a typical PWR one, and figures 2 ~ 4 show the neutron spectrum and the energy distributions of capture and fission rates, respectively, for a hexagonal lattice with homogeneously mixed material of two fuel materials of FRG-2/LWECR Core1 at EIR (See Fig. 5). These figures were obtained using SRAC system, of which the descriptions are somewhat given in APPENDIX 1. As seen from these figures, more than 40% of fission reaction and 70% of capture reaction take place in the resonance energy (E \approx 10 keV). Especially, most of capture reaction are due to the typical resolved resonances of major actinide isotopes.

Table 1 shows the contribution of different families of isotopes to the reactivity loss of an equilibrium cycle of a PWR and a plutonium fueled quasi-tight HCLWR. Fission products are the most important part, contributing about 55% of the total, and minor actinides quite largely affect the isotopic evolution.
Fig. 1 Neutron Spectra in PWR and HCLWR

PWR: 3.2 wt.% U-235, Vm/Vf = 2.0
HCPWR: 7.5 wt.% Fissile Pu, Vm/Vf = 0.53

240Pu resonance

Fig. 2 Neutron Spectra in Test Region of PROTEUS Cores

Fig. 3 Macroscopic Capture Rate Distribution in Test Region of PROTEUS Cores

Fig. 4 Macroscopic Fission Rate Distribution in Test Region of PROTEUS Cores
**Table I** Contribution of the main isotopes families to reactivity change / cycle

<table>
<thead>
<tr>
<th>Reactivity Change/Cycle</th>
<th>PWR</th>
<th>PWR-HCLWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakdown</td>
<td></td>
<td>-14% - 6%</td>
</tr>
<tr>
<td>Uranium Isotopes</td>
<td>-87</td>
<td>-1</td>
</tr>
<tr>
<td>Plutonium Isotopes</td>
<td>+21</td>
<td>-26</td>
</tr>
<tr>
<td>Am, Cm Isotopes</td>
<td>-2</td>
<td>-16</td>
</tr>
<tr>
<td>Fission Products</td>
<td>-32</td>
<td>-57</td>
</tr>
<tr>
<td>(norm.)</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 6 shows the variations of $k_{eff}$ with void fraction in a simple tight HCLWR core of $V_M/V_F = 0.8$. It should be noted that the void coefficient is considerably positive at the end of equilibrium cycle (350Gwd/t). This is due to the accumulation of fission products and minor actinides, though the positive contribution can mostly be attributed to the 1.05eV capture resonance of $^{240}$Pu, which is the evil of HCLWR. Hence, their accurate nuclear data will be essential for the design of HCLWR core.

Concerned with the 1.05eV resonance of $^{240}$Pu, it is well known that a precise treatment of this level is rather difficult from neutronic aspect, because it lies in half way between resonance and thermal energy regions.

Recently, a new measurement of the resonance parameter was reported. The resulted resonance integral is reported to be higher by about 5% than that calculated with the ENDF/B-V parameters. The void reactivity coefficient should be reevaluated using the new resonance parameters.

3. **STATUS OF ACCURACY OF CONVENTIONAL CELL CALCULATION METHODS**

One of the fundamentals in analysis of nuclear physics characteristics is to estimate accurately the neutron spectrum in lattice cell. Especially, an HCPWR core has a spectrum different from both of the LWR's and FBR's, which has not fully been studied. The accuracy of calculated lattice spectrum is of course determined by the nuclear data used, while it depends not only on the way to calculate effective multigroup cross sections but also on the geometrical model for lattice representation.

3.1 **CALCULATION METHODS**

In order to validate the accuracy of the conventional cell calculation methods in HCPWR lattice, a comparison study was made for the effective cross sections, $\kappa_e$ and reaction rate ratios calculated by the SRAC system and the continuous energy Monte Carlo code VIM. This comparison study was made again for the hexagonal lattice of PROTEUS-LWHCR Cores. The both calculations were carried out by the libraries ($T = 300$K) based on ENDF/B-IV. Here, the infinite dilution cross sections were also compared on multigroup level between the two libraries and proved to be
consistent, where the values for the VIM code were obtained in a homogeneous medium consisting of hydrogen or carbon atoms where the absorber under consideration was infinitely diluted.

Figures 7 and 8 show the comparison of the effective cross sections, respectively, of $^{238}$U capture and $^{239}$Pu fission among various calculation methods for the case of 0% void. The same tendency has been observed also for the cases of 42.5 and 100% void. These figures show that the effective cross sections in the important resolved resonance region should be calculated by in detail solving the neutron slowing down equation. It should be noted that a higher accuracy can not be expected by use of either of the IRA or table-look-up method in the HCPWR analysis, which is an excellent approximation for thermal and fast reactor analysis, respectively.

Table II compares $k_{\infty}$ and the the reaction rate ratios between the SRAC and the VIM code. This table shows that the table-look-up method and the IRA method considerably underestimate, respectively, $k_{\infty}$ and the conversion ratio $\left(C_8/F_9\right)$. These validation tests show that the conventional resonance treatments developed for the analysis of FBR and /or LWR are not always suitable for analyzing an HCLWR core with intermediate spectrum.

### Table II Comparison of reaction rate ratios between VIM and SRAC.

(The values in parentheses are the ratio of SRAC values to VIM.)

<table>
<thead>
<tr>
<th>Reaction Rate Ratio</th>
<th>VIM ($100000$ hist.)</th>
<th>SRAC</th>
<th>PEACO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_8/F_9$</td>
<td>0.06739 ± 0.46%</td>
<td>0.06489</td>
<td>0.06673</td>
</tr>
<tr>
<td></td>
<td>(1.010) (0.983) (0.980)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_8/F_9$</td>
<td>0.009648 ± 0.58%</td>
<td>0.009641</td>
<td>0.009704</td>
</tr>
<tr>
<td></td>
<td>(1.017) (0.999) (1.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_5/F_9$</td>
<td>0.8389 ± 0.37%</td>
<td>0.8475</td>
<td>0.8491</td>
</tr>
<tr>
<td></td>
<td>(1.010) (1.005) (1.012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_4/F_9$</td>
<td>1.627 ± 0.34%</td>
<td>1.664</td>
<td>1.657</td>
</tr>
<tr>
<td></td>
<td>(1.023) (1.024) (1.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{col}}$</td>
<td>1.0265 ± 0.35%</td>
<td>1.0148</td>
<td>1.0240</td>
</tr>
<tr>
<td></td>
<td>(1.010) (1.004) (0.998)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{track}}$</td>
<td>1.0301 ± 0.34%</td>
<td>1.0240</td>
<td>1.0240</td>
</tr>
<tr>
<td></td>
<td>(1.004) (1.003) (0.997)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{\text{average}}$</td>
<td>1.0281 ± 0.30%</td>
<td>1.0281</td>
<td>1.0281</td>
</tr>
<tr>
<td></td>
<td>(0.9877) (1.002) (0.996)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table II (continued)

<table>
<thead>
<tr>
<th>reaction rate ratio</th>
<th>VIM (80000 hist.)</th>
<th>F-Table</th>
<th>SRAC</th>
<th>PEACO</th>
</tr>
</thead>
<tbody>
<tr>
<td>C8/F9</td>
<td>0.1604 ± 0.18%</td>
<td>0.1598</td>
<td>0.1597</td>
<td>0.1597</td>
</tr>
<tr>
<td>F8/F9</td>
<td>0.01988 ± 0.96%</td>
<td>0.02098</td>
<td>0.02057</td>
<td>0.02057</td>
</tr>
<tr>
<td>F5/F9</td>
<td>1.118 ± 0.10%</td>
<td>1.118</td>
<td>1.118</td>
<td>1.119</td>
</tr>
<tr>
<td>F1/F9</td>
<td>1.450 ± 0.12%</td>
<td>1.444</td>
<td>1.444</td>
<td>1.444</td>
</tr>
<tr>
<td>hoo</td>
<td>0.9056 ± 0.29%</td>
<td>0.8965</td>
<td>0.8967</td>
<td>0.8968</td>
</tr>
<tr>
<td></td>
<td>(collision)</td>
<td>(0.990)</td>
<td>(0.990)</td>
<td>(0.990)</td>
</tr>
<tr>
<td></td>
<td>0.8999 ± 0.35%</td>
<td>(0.996)</td>
<td>(0.996)</td>
<td>(0.997)</td>
</tr>
<tr>
<td></td>
<td>(analog)</td>
<td>(0.996)</td>
<td>(0.996)</td>
<td>(0.997)</td>
</tr>
<tr>
<td></td>
<td>0.9034 ± 0.33%</td>
<td>(0.991)</td>
<td>(0.992)</td>
<td>(0.992)</td>
</tr>
<tr>
<td></td>
<td>(track length)</td>
<td>(0.991)</td>
<td>(0.992)</td>
<td>(0.992)</td>
</tr>
<tr>
<td></td>
<td>0.9023 ± 0.24%</td>
<td>(0.992)</td>
<td>(0.993)</td>
<td>(0.993)</td>
</tr>
<tr>
<td></td>
<td>(average)</td>
<td>(0.992)</td>
<td>(0.993)</td>
<td>(0.993)</td>
</tr>
</tbody>
</table>

3.2 ADAPTABILITY OF CROSS SECTION ADJUSTMENT METHODS

Figure 9 show the deviations of the infinite dilution and effective cross sections of $^{238}$U based on the ENDF/B-IV from those on JENDL-2, where the effective cross sections are calculated for the lattice of PROTEUS-LWIIHR Core 1. These evaluations were made to estimate the cross section uncertainty for use in a sensitivity analysis for the lattice system. It is worth while noting that the deviations of the effective cross sections are much larger than those of the infinite cross section in the energy range from 4 KeV to 100 eV, which is just the resolved resonance region of $^{238}$U. Moreover, the two deviations show even opposite sign each other below 1 KeV. This difference can be attributed to the difference of the resonance shielding effects calculated by the different sets of resonance parameters. As known from Fig.10, each resonance shielding factor obtained from a sequence of independently evaluated resonance parameters has a different value. In fact, a large difference can be seen among the resonance parameters of ENDF/B-IV and JENDL-2, though they give almost the same values for the infinitely dilute cross section.

Fig.9 Deviation of U-238 capture cross section of ENDF/B-IV from JENDL-2
This fact shows that it will be quite difficult to define the cross section deviations of typical resonance nuclides in the resonance energy range to be used in a conventional sensitivity analysis. So, a cross section adjustment method based on multigroup scheme will be a question when applied to strong resonance nuclides such as $^{238}$U. Here, it should be noted that the error originated from the calculational methods themselves is generally not so large in the higher energy region. Nevertheless, a sensitivity method can tell us something useful. And the discussions made in this section will be applicable also to fast reactor analysis.

3.3 SENSITIVITY ANALYSIS

Sensitivity analysis is a useful tool to identify the nuclear data requirement and to assess the accuracy of calculated integral quantities in fission reactors. As pointed out in the previous subsection, it is generally difficult to assign cross section uncertainty in multigroup scheme, which depends on neutron energy and reaction. Hence, the resulting conclusions should be considered with caution.

A sensitivity analysis\cite{241} using the cross section difference of Fig. 9 was made to see its effect on the cell parameters of the PROTEUS core. The sensitivity coefficients were calculated by the SAINT code\cite{99}, which is based on the generalized perturbation theory and can treat the cell parameters with collision probability methods. Figures 11 and 12 show the group contributions of the $^{238}$U capture cross section differences to $k_{\text{eff}}$ and coolant void reactivity, respectively. These figures show that the uncertainty caused by use of the different set of the resonance parameters is predominant in the higher energy range ($E > 100\text{eV}$), while that by the different calculational methods is highlighted in the lower. Anyway, a reevaluation work will be essential for the resonance parameters of $^{238}$U in the resolved resonance region.
Another overall sensitivity analysis was made for typical HCLWR lattice. Tables III and IV show the results for the effect of the differences of the \(^{238}\)U capture and \(^{239}\)Pu fission cross sections resulted from calculation methods (the same cross section library) and those from cross section libraries (the same methods) on the cell parameters of the PROTEUS cores.

Table III Effect of change in group constants obtained from VIM and SRAC to cell parameters of PROTEUS core (%)

<table>
<thead>
<tr>
<th></th>
<th>k(_t)</th>
<th>28C/49F</th>
<th>Void worth (0~42.5% void)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0% void</td>
<td>42.5% void</td>
<td>0% void</td>
</tr>
<tr>
<td>(^{238})U capture</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unresolved</td>
<td>-0.10</td>
<td>-0.14</td>
<td>0.32</td>
</tr>
<tr>
<td>Resolved</td>
<td>-0.36</td>
<td>-0.18</td>
<td>1.52</td>
</tr>
<tr>
<td>Total</td>
<td>-0.45</td>
<td>-0.32</td>
<td>1.84</td>
</tr>
</tbody>
</table>

Table IV Effect of change in group constants obtained from ENDF/B-IV and JENDL-2 libraries (%) to cell parameters of PROTEUS cores (%)

<table>
<thead>
<tr>
<th></th>
<th>k(_t)</th>
<th>28C/49F</th>
<th>Void worth (0~42.5% void)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0% void</td>
<td>42.5% void</td>
<td>0% void</td>
</tr>
<tr>
<td>(^{238})U capture</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast</td>
<td>-0.09</td>
<td>-0.10</td>
<td>-0.12</td>
</tr>
<tr>
<td>Unresolved</td>
<td>-0.06</td>
<td>-0.11</td>
<td>-0.12</td>
</tr>
<tr>
<td>Resolved</td>
<td>-0.38</td>
<td>-0.35</td>
<td>-0.29</td>
</tr>
<tr>
<td>Thermal(2)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>-0.53</td>
<td>-0.56</td>
<td>-0.53</td>
</tr>
</tbody>
</table>

Table V lists the sensitivity coefficients of k\(_t\) and coolant void worth at 0, 30 and 50 GWd/t for an HCLWR cell of the volume ratio \(V_u/V_f\) = 0.5 and of the Pu fissile enrichment = 8% (based on the Pu recovered from a FWR). As burnup proceeds, the sensitivities of k\(_t\) to \(^{239}\)U, \(^{235}\)Pu and \(^{239}\)Pu change the sign on the way of burnup because the void worth itself change the sign on the cell of \(V_u/V_f\) = 0.5. The sum of the sensitivity coefficients of fission products amounts to 0.98, hence has a large effect on the change in coolant void worth with burnup.

Table VI shows the sensitivities of minor actinides. The capture cross sections of minor actinides have larger sensitivity than fission cross sections for these nuclides. Especially, \(^{241}\)Am and \(^{244}\)Am have large sensitivities for k\(_t\). As shown later, if these nuclides are neglected in the burnup calculation of HCLWR, the k\(_t\) after 50 GWd/t burnup is overestimated by more than 1.8%. This reveals that accurate nuclear data of the minor actinides are required for evaluation of the burnup characteristics in an HCLWR.

Here, the cross section difference between calculational methods were defined as the deviation of the group cross section obtained by the SRAC code (ultra fine group option) from that by the VIM code. In addition to the above mentioned problems concerning with the \(^{238}\)U capture cross section, the effect of the difference of the \(^{239}\)Pu fission cross section between the libraries is large in the unresolved resonance region and increases with coolant void fraction, which brings a relatively large change in the void reactivity.

### 4. BURNUP CALCULATION, RELATED CROSS SECTIONS

A better conversion ratio is obtainable in tighter pitch lattices, but lower plutonium enrichment is allowed to avoid the positive void coefficient. This means that higher burnup is not achievable. Thus, there is a trade-off relation between effective fuel utilization and safety requirement. As shown in the section 2, the void reactivity coefficient becomes lesser negative with increase of burnup. Hence, it is quite important to forecast accurately the behaviour of the void characteristics in the case of coolant loss at any burnup stage.

#### 4.1 BURNUP DEPENDENCE OF SENSITIVITY COEFFICIENTS

Replacing the volume ratio \(V_u/V_f\) of HCLWR cell, investigations have been made for the burnup dependence of the sensitivity coefficients in order to identify the effect of the cross section uncertainty of minor actinides and fission products. The sensitivity coefficients were calculated again with the SAINTE code (by using the group constants calculated by the SRAC code equipped with the library based on JENDL-2).

Table V lists the sensitivity coefficients of k\(_t\) and coolant void worth at 0, 30 and 50 GWd/t for an HCLWR cell of the volume ratio \(V_u/V_f\) = 0.5 and of the Pu fissile enrichment = 8% (based on the Pu recovered from a FWR). As burnup proceeds, the sensitivities of k\(_t\) to \(^{239}\)U, \(^{235}\)Pu and \(^{239}\)Pu change the sign on the way of burnup because the void worth itself change its sign on the cell of \(V_u/V_f\) = 0.5. The sum of the sensitivity coefficients of fission products amounts to 0.98, hence has a large effect on the change in coolant void worth with burnup.

Table VI shows the sensitivities of minor actinides. The capture cross sections of minor actinides have larger sensitivity than fission cross sections for these nuclides. Especially, \(^{241}\)Am and \(^{244}\)Am have large sensitivities for k\(_t\). As shown later, if these nuclides are neglected in the burnup calculation of HCLWR, the k\(_t\) after 50 GWd/t burnup is overestimated by more than 1.8%. This reveals that accurate nuclear data of the minor actinides are required for evaluation of the burnup characteristics in an HCLWR.

#### 4.2 FISSION PRODUCTS

Takano et al made a detailed investigation for the effects of fission products on the burnup characteristics in HCLWRs. For this investigation, a typical hexagonal lattice of HCLWR was selected: 1.0-cm-diam fuel pin, 0.04-cm-thick stainless steel cladding, \(V_u/V_f\) = 0.74 and 8% enrichment of fissile plutonium. In addition to this lattice, another lattice of \(V_u/V_f\) = 1.4 with 0.64-cm-thick Zircaloy cladding was also considered complementarily.
Table VI Sensitivity coefficients of higher actinides produced during burnup (after 50 GWd/tonne burnup)

<table>
<thead>
<tr>
<th>Burnup (GWd/t)</th>
<th>0</th>
<th>30</th>
<th>50</th>
<th>0</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>239Np c</td>
<td>-0.000</td>
<td>0.001</td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>239Am c</td>
<td>-0.006</td>
<td>0.115</td>
<td></td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>239Am c</td>
<td>0.001</td>
<td>0.001</td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>240Am c</td>
<td>-0.000</td>
<td>0.000</td>
<td></td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>241Am c</td>
<td>-0.009</td>
<td>0.139</td>
<td></td>
<td>0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>241Am c</td>
<td>-0.002</td>
<td>0.028</td>
<td></td>
<td>0.038</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) 0~50% void (Unit: k/k*n)
2) c: capture, f: fission

Since a number of fission product nuclides have very large resonance capture cross sections, the resonance self-shielding effect on the reactivity change with burnup was shown to be very important. So, in the cell burnup calculations, the effective cross sections for the 65 fission products explicitly treated in the burnup chain were calculated at each burnup step by using the self-shielding factors.

Figure 13 shows the contribution of fuel isotopes and fission products to total absorption rate: The total fission product contributes about 10% of the total absorption at the burnup of 50 GWd/t, while the fractional absorptions are about 0.8%, 1.4%, and 0.4%, respectively, for the minor actinides, Am, 240Am, and 244Cm. Hence, the fission products are very important contributors to the reactivity change with burnup.

The contribution of individual fission product nuclides to total reaction absorption rate is shown in Fig. 14 at burnup of 50 GWd/t. It is observed from this figure that the self-shielding effects of 243Am and 133Cs are remarkable compared with other nuclides. The reactivity loss by burnup is reduced considerably when taking into account the self-shielding effects of fission products. Figure 15 shows that the effect of the self-shielding causes the differences of about 0.6% and 0.8% in k_e at the burnup of 50 GWd/t for the lattices of V_f/V = 0.74 and 1.4, respectively. As pointed out in the previous section, one of the major problems of the tight lattice reactors with MOX fuels is the void coefficient because it becomes positive with increasing plutonium enrichment and/or burnup. And the fission products play an important role in the prediction of the reactivity void coefficients. For example, the reactivities of the 90% void calculated with and without the self-shielding factors of fission products were -0.48% and +0.07% k/k, respectively, for the lattice of V_f/V = 0.74. The coolant voiding makes the neutron spectrum harder, thus the self-shielding effect itself becomes apparent, while it is more reactive at the zero voiding stage.
Table VII

Comparison of Thermal Cross Sections and Resonance Integrals (b)

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>JENDL-1</th>
<th>JENDL-2</th>
<th>ENDF/B-V</th>
<th>JEF-1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tc</strong></td>
<td>2200 m/s</td>
<td>319.2</td>
<td>17.7</td>
<td>319.2</td>
</tr>
<tr>
<td>RI</td>
<td>319.2</td>
<td>207.0</td>
<td>319.2</td>
<td>19.0</td>
</tr>
<tr>
<td><strong>Ru</strong></td>
<td>1200 m/s</td>
<td>5.0</td>
<td>1.9</td>
<td>7.7</td>
</tr>
<tr>
<td>RI</td>
<td>2200 m/s</td>
<td>92.0</td>
<td>7.7</td>
<td>66.8</td>
</tr>
<tr>
<td><strong>Pd</strong></td>
<td>1200 m/s</td>
<td>1.9</td>
<td>10.0</td>
<td>7.7</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>101.0</td>
<td>10.0</td>
<td>7.7</td>
</tr>
<tr>
<td><strong>Pd</strong></td>
<td>1200 m/s</td>
<td>8.5</td>
<td>101.0</td>
<td>7.7</td>
</tr>
<tr>
<td>RI</td>
<td>2200 m/s</td>
<td>253.4</td>
<td>101.0</td>
<td>7.7</td>
</tr>
<tr>
<td><strong>Xe</strong></td>
<td>1200 m/s</td>
<td>85.0</td>
<td>91.0</td>
<td>85.5</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>900.0</td>
<td>91.0</td>
<td>85.5</td>
</tr>
<tr>
<td><strong>Cs</strong></td>
<td>1200 m/s</td>
<td>29.0</td>
<td>29.0</td>
<td>29.0</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>437.2</td>
<td>29.0</td>
<td>29.0</td>
</tr>
<tr>
<td><strong>Nd</strong></td>
<td>1200 m/s</td>
<td>43.8</td>
<td>405.0</td>
<td>383.0</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>398.0</td>
<td>405.0</td>
<td>383.0</td>
</tr>
<tr>
<td><strong>Sm</strong></td>
<td>1200 m/s</td>
<td>206.0</td>
<td>233.0</td>
<td>233.0</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>2166.0</td>
<td>233.0</td>
<td>233.0</td>
</tr>
<tr>
<td><strong>Eu</strong></td>
<td>1200 m/s</td>
<td>4046.0</td>
<td>4040.0</td>
<td>3647.0</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>2187.0</td>
<td>4040.0</td>
<td>3647.0</td>
</tr>
<tr>
<td><strong>Gd</strong></td>
<td>1200 m/s</td>
<td>60950.0</td>
<td>60900.0</td>
<td>61300.0</td>
</tr>
<tr>
<td>RI</td>
<td>1200 m/s</td>
<td>25890.0</td>
<td>61300.0</td>
<td>61300.0</td>
</tr>
</tbody>
</table>

1) Resonance integral in the 0.5–1.0 eV to 10–100 eV energy range.

Discrepancies among nuclear data of fission products are more remarkable than those of fuel materials. Table VII shows the comparison of primary data; the cross sections at 2200 m/s, and resonance integrals for typical fission product nuclides obtained from the evaluated nuclear data files JENDL-1, JENDL-2, ENDF/B-V, and JEF-1[28]. Large discrepancies are observed for these primary nuclear data. Especially for the resonance cross section data, the uncertainty is striking. As a typical example, the resonance cross sections for $^{155}$Eu and $^{103}$Ru are compared among the three evaluated files in Figs. 16 and 17. From these figures, it can be observed that the discrepancies among the evaluated capture data for $^{155}$Eu and $^{103}$Ru are incredibly large. The same discrepancies can be found in those nuclides which have large discrepancy in the resonance integral (see Table VII).

In order to examine the effects of the nuclear data uncertainty of the fission products on burnup reactivity change, the cell burnup calculations were performed using the above four data files for the lattice of $V_m/V_f=0.75$. Figure 18 compares the contributions of fractional absorption rates of the individual fission products nuclides calculated from JENDL-2, ENDF/B-V, and JEF-1. The differences among the absorption fractions are remarkably observed for several nuclides, $^{99}$Tc, $^{109}$Pd, $^{133}$Cs, $^{103}$Ru, and $^{155}$Eu. The burnup reactivity changes are shown as the relative values to JENDL-2 in Fig. 19. A considerable difference is observed between JENDL-2 and ENDF/B-V, while the difference between JENDL-2 and JEF-1 is very small. This situation is merely due to an accidental cancellation as seen from Fig. 18.
Fig. 16 Comparison of capture cross sections of Eu-155 among the three nuclear data files: The cross sections of ENDF/B-4 are the same as those of ENDF/B-5.

Fig. 17 Comparison of capture cross sections of Ru-103 among the three nuclear data files: The cross sections of ENDF/B-4 are the same as those of ENDF/B-5.

Fig. 18 Contribution of individual nuclide to total absorption at the burnup stage of 50 GWD/t.

Fig. 19 Burnup dependence of the ratios of the multiplication factors calculated with the other files to those obtained with JENDL-2.
The mutual shielding effects between fission products and major actinides were also investigated with the ultrafine group methods, which can directly treat both the self-shielding and mutual shielding effects. The mutual shielding effects are observed for several nuclides. However, the difference between the total fractional absorptions calculated by the table-look-up and ultrafine methods is very small due to an accidental cancellation among the contributions of individual fission products.

It was shown that the fractional absorption rates for individual fission product nuclides are considerably scattered among the existing nuclear data files. The buildup of the fission products was also shown to affect the void reactivity characteristics. A consistent reevaluation of the nuclear data of the fission product is needed for a better estimate of HCLWR and/or LWR burnup characteristics.

4.3 MINOR ACTINIDES

As pointed out in the previous subsections, the fission product and actinide nuclides play an important role in predicting burnup characteristics and burnup-dependent void reactivity coefficient. The prediction accuracy primarily depends on the quality of the nuclear data for these nuclides, the calculational methods of group cross sections and burnup chain model. A investigation has been made also on the effect of minor actinides on the burnup changes in HCLWRs.[21]

Figure 20 shows the burnup reactivity changes for the lattice of $V_{\text{fuel}}/V_{\text{p}} = 0.74$. It will be seen that the contributions of $^{241}$Am and $^{243}$Am to the burnup reactivity loss is very large to be about 1.0% and 1.67%/kg, respectively, at the burnup 60 GWd/t. This effect of $^{241}$Am and $^{243}$Am is almost equal to reduce the burnup by about 10 GWd/t.

Nuclear data uncertainties for minor actinides are usually larger than those of major ones such as $^{238}$U and $^{239}$Pu. The capture and fission cross sections are compared in Figs. 21 and 22, respectively. Considerable discrepancies are found among the existing four nuclear data files, JENDL-2, JEF-1, ENDF/B-IV, and V. Figure 23 compares the fractional absorptions of minor actinides calculated by using the four different cross section data, where the total absorption in the lattice is normalized to 100%. The results obtained with ENDF/B-IV being older data seem to fairly deviate from others, which are in good agreement with each other.
The 2.67eV resonance of $^{244}\text{Pu}$ plays an important role in void reactivity change as well as the 1.06eV resonance of $^{238}\text{Pu}$. The neutron absorption by this resonance is often calculated with infinitely dilute cross section, because of its lower atomic number density compared with other Pu isotopes. The resonance absorption cross section is however very large, hence the self-shielding effect is also to be significant. This effect on the HCLWR neutronic characteristics was examined by cell calculations.$^{30}$.

Figure 24 compares the group-wise absorption rates of $^{242}\text{Pu}$ calculated with and without the self-shielding effect. The neutron absorption by $^{242}\text{Pu}$ is about 4% of total absorption when the self-shielding is ignored. If the shielding effect is taken into account, the absorption rate decreases by 2.8%, and $\kappa_\infty$ becomes larger by 1.4%. For the case of $V_m/V_f = 0.6$, this effect is reduced to about 1% due to the harder spectrum. Figure 25 shows the dependence of $\kappa_\infty$ on void fraction. The self-shielding effect on $\kappa_\infty$ decreases with increase of void fraction by spectrum hardening, which results in the increase of negative void coefficient.

Concerned with the minor actinides, the nuclear data seem to be fairly satisfactory for the analysis of the HCLWR core characteristics, considering Kusters's review.$^{30}$.
5. PRELIMINARY RESULTS OF NEACRP HCLWR CELL BURNUP BENCHMARK

As supposed from the previous discussions, the presently proposed designs seem to be based on insufficient accuracy of data and methods in neutronic calculations. According to the international comparison of lattice calculations for the PROTEUS-LWHCR reviewed by Chawla, discrepancies among the integral parameters calculated with standard LWR methods and data sets were much larger than generally encountered for an LWR lattice. Taking this situation into consideration, a benchmark of tight lattice cell burnup calculation was approved at the 29th meeting of the Nuclear Energy Agency Committee on Reactor Physics (NEACRP), Sept. 1986. This benchmark problem aims to extract the problems included in the data/methods and to accelerate the developing works of the data/methods. The proposed benchmark problem is shown in Appendix 2.

Thirteen organizations from seven countries (Australia, West Germany, Japan, Sweden, Switzerland, UK and USA + probably France) participated in the present benchmarks. These organizations submitted the sixteen benchmark results obtained using different computer codes and data libraries. Though the major problem requested for participants was to calculate nuclear characteristics for a tight lattice cell with moderator to fuel volume ratio \( V_m/V_f \) of 0.6, thirteen results for the additional case of \( V_m/V_f = 1.1 \) were also participated. The integral data requested to be calculated were the multiplication factors, conversion ratios, fractional reactions and coolant void reactivities at each burnup time.

A wide variety of data and methods were used by the participants in the present benchmark calculations: The basic nuclear data files were ENDF/B-IV, ENDF/B-V, JENDL-2, WIMS and KEDAK. The neutron spectrum were calculated by the collision probability, Sn transport and Monte Carlo methods. A preliminarily arranged report was submitted to the 30th NEACRP Meeting, Sept., 1978. Several typical results are presented in Figs. from 26 to 35.

By intercomparing these preliminary solutions, the conclusions obtained can be summarized as follows:

- A relatively large discrepancy is found in the \( k_m \), conversion ratio and void reactivities obtained among participants.
- Discrepancy in \( k_m \) is caused mainly by the difference in \( ^{239}\text{Pu} \) production rate. On the other hand, the conversion ratios are scattered depending on the comparison among the absorption rates of both fertile \( (^{238}\text{U} \text{ and } ^{241}\text{Pu}) \) and fissile \( ^{239}\text{Pu} \) nuclides.
- Burnup reactivity change is strongly influenced by the change of \( ^{241}\text{Pu} \) reaction rates, while the reaction rates for \( ^{239}\text{Pu} \) and whole fission products are of some importance.
- Absorption rate by \( ^{242}\text{Pu} \) plays an important role in \( k_m \) and the void reactivity change. Production rate of \( ^{242}\text{Pu} \) is also important for the void reactivity change especially in the condition of high void fraction. Difference in void reactivity is caused, in some cases, by that of \( ^{242}\text{Pu} \) absorption rate.
- Most of discrepancies among the reaction rates of \( ^{241}\text{Pu} \) and \( ^{242}\text{Pu} \) can be attributed to the resonance self-shielding effect being considered or not. The shielding effect of \( ^{241}\text{Pu} \) results in more than 1% \( \Delta k_m / k_m \).

Moreover, through arrangement of the results submitted and in view of the outcomes so far surveyed, the followings were found:

Uncertainty for any quantity could be reduced to half probably excepting conversion ratio, if the imperfection of the codes, including lack of consideration of the resonance shielding factors of \( ^{239}\text{Pu} \) and \( ^{242}\text{Pu} \), were removed.

There seems to be still a large difference among the effective cross sections of \( ^{238}\text{U} \), of which the studies have the longest history in reactor physics.

Though none of the results might show truth, it is certain that any abnormally deviated result has its definite cause.

- Uncertainty for any quantity could be reduced to half probably excepting conversion ratio, if the imperfection of the codes, including lack of consideration of the resonance shielding factors of \( ^{239}\text{Pu} \) and \( ^{242}\text{Pu} \), were removed.
- There seems to be still a large difference among the effective cross sections of \( ^{238}\text{U} \), of which the studies have the longest history in reactor physics.
- Though none of the results might show truth, it is certain that any abnormally deviated result has its definite cause.

![Fig. 26 Burnup dependence of \( k_m \): \( V_m/V_f = 0.6 \), enrich. = 8%](image-url)
Fig. 27 Burnup dependence of $k_{eff}$: $V_u/V_F = 1.1$, enrich. = 7%

Fig. 28 Dependence of $k_{eff}$ on void fraction: $V_u/V_F = 0.6$, 0 GWd/t
Fig. 29 Dependence of $k_{eff}$ on void fraction: $V_\text{W}/V_\text{F} = 1.1$, 0GWd/t

Fig. 30 Dependence of $k_{eff}$ on void fraction: $V_\text{W}/V_\text{F} = 0.6$, 30GWd/t
Fig. 31 Dependence of $k_{eff}$ on void fraction: $V_U/V_F = 1.1, 30$GWD/t

Fig. 32 Dependence of $k_{eff}$ on void fraction: $V_U/V_F = 0.6, 50$GWD/t
Fig. 33 Dependence of $k_{eff}$ on void fraction: $V_M/V_F = 1.1$, 50GWD/t

Fig. 34 Burnup dependence of conversion ratio: $V_M/V_F = 0.6$, enrich. = 8%
6. CONCLUSION

Much effort has been devoted to conceptual design of HCLWRs. The presently proposed designs however seem to be based upon insufficient accuracy of the data/methods in reactor physics. As for HCLWRs, the key problem concerned with "reactivity coefficients" is the coolant void reactivity coefficient.

Uranium-238 being the largest contributor of negative void coefficient still has a large uncertainty in the resonance parameters, while the uncertainty due to the calculation methods of the effective cross section is highlighted in the lower energy region. A reevaluation work will be essential for the resonance parameters of $^{238}\text{U}$.

The fissile nuclides $^{239}\text{Pu}$ and $^{241}\text{Pu}$ have also large sensitivity coefficient to the void coefficient. Integral experiments in the intermediate spectra will offer useful information to evaluate the nuclear data.

As for $^{239}\text{Pu}$, which is the major positive contributor to the void coefficient, uncertainty analysis of the nuclear data is left made in future.

The accumulation of the fission products nuclides was shown to greatly affect the void reactivity characteristics of HCLWRs. A large difference was found in the absorption cross sections of several nuclides, $^{99}\text{Tc}$, $^{108}\text{Pd}$, $^{132}\text{Cs}$, $^{103}\text{Ru}$, and $^{155}\text{Eu}$ among the existing nuclear data files.

Concerned with the minor actinides important for the HCLWR characteristics, the nuclear data seem to be comparatively satisfactory for their effect on reactor parameters.

Fortunately, the preliminary results of the NEACRP cell burnup benchmark calculation show that the discrepancies among the calculated void coefficients are not so large as expected and may at least be reduced in near future.

APPENDIX 1. DATA AND METHODS IN SRAC SYSTEM

The fundamental cross section library of the SRAC system consists of the fast group library of 62 groups ($10 \text{MeV} \leq E \leq 1.855 \text{eV}$ with $a_{u} = 0.5$), epithermal one of 12 groups ($1.855 \text{eV} < E < 0.2399 \text{eV}$ with $a_{u} = 0.125$), and thermal one of 33 groups ($E \leq 0.41399 \text{eV}$ with the equal velocity width of 270 m/sec.). The resonance shielding factors are prepared for all heavy resonance nuclei in the resonance energy region, which is divided into two energy ranges, i.e., the first resonance range above 275.36 eV and the second one from 275.36 to 0.41399 eV.

The shielding factors are calculated by solving the following slowing down equation assuming the narrow resonance approximation to moderator slowing-down:

$$ (s_{i}(u,T) + s_{0})\sigma_{i}(u,T,s_{0}) = K(s,s) + s_{0} $$

where $K$ is the slowing down operator of the resonance nuclide under consideration, and $T$ and $s_{0}$ are, respectively, temperature and background cross section, and other notation is conventional. Here, it should be noted...
that the neutron slowing down of the resonance nuclide is exactly taken into account. The resulting shielding factors are tabulated into the Bondarenko type cross section set using the two parameters $T$ and $S_0$.

In the first resonance range, the effective cross sections are obtained by the table-look-up method, where the heterogeneity is treated by well known equivalence theorems between heterogeneous and homogeneous mixtures. The cross sections in the second range are calculated by either of of the table-look-up method (the combined use of the intermediate resonance (IR) approximation and the table-look-up method) or the direct numerical method using ultrafine groups ($\Delta u = 0.00125$). Here, in the last method, the neutron slowing-down equations are solved to calculate the ultrafine spectrum using the collision probability method as follows:

$$V_j \Sigma_i(u) \phi_i(u) = \sum_j P_{ij}(u) V_j \Sigma_j(u)$$  \hspace{1cm} (2-1)

where $\Sigma_j(u)$ is the slowing down source, and other notation is conventional. The effective cross sections and averaged neutron fluxes are given for each spatial region following the group structure specified by the user. This calculation is made in the PEACO routine incorporated in the SRAC system.

The neutron slowing-down equations of multigroup scheme are solved using the effective cross sections to obtain the spatial fine structure and the homogenized cross sections. The fine structure thus obtained is renormalized by use of homogeneous $P_1$ or $S_0$ spectrum to take account of neutron leakage. Through this procedure, a correction is made to the discontinuity of neutron spectrum due to the different calculation methods among the first and second resonance ranges and the thermal energy region.

The SRAC system is equipped with two sets of multigroup libraries, respectively, mainly based on JENDL-2 and ENDF/B-IV. The usage of the libraries leaves to the choice of the SRAC user.

Appendix 2. Benchmark Specification

**Burnup characteristics**

Burnup calculations should be made for the infinite cell (geometrical buckling $B_g$ equals to zero) with $V_m/V_f$ value of 0.6 described in Fig. A-1. Tables A-I and A-II. Results for the cell of volume ratio of 1.1 are also received. No control is needed to keep multiplication factor $k=1.0$. The following integral data are required:

- **$k_{in}$** and conversion ratio $C.R$.

  The multiplication factor $k_{in}$ and the conversion ratio at the burnup stages of 0, 10, 20, 30, 40 and 50 GWD/t.

  The conversion ratio is defined as follows:

  $$C.R = \frac{\Sigma_{in}^c(t)}{\Sigma_{in}^a(t)}$$

  where $\Sigma_{in}^c(t)$ and $\Sigma_{in}^a(t)$ stand for the one group macroscopic sections for capture of U-238 and Pu-240, and for absorption of U-235, Pu-239 and Pu-241, respectively at any burnup time $t$.

  1. $\text{PuO}_2 + \text{UO}_2$
  2. Stainless steel or Zr
  3. $\text{H}_2\text{O}$

**Fig. A-1 Unit cell model**

**Table A-I Specification of fuel cell model**

<table>
<thead>
<tr>
<th>Moderator/fuel volume ratio (V_m/V_f)</th>
<th>0.6</th>
<th>1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell pitch P (cm)</td>
<td>1.0883</td>
<td>1.2204</td>
</tr>
<tr>
<td>Fuel ($\text{PuO}_2 + \text{UO}_2$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu fis. (K)</td>
<td>8.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>900</td>
<td>900</td>
</tr>
<tr>
<td>Cladding</td>
<td>Stainless steel</td>
<td>Zr</td>
</tr>
<tr>
<td>Outer diameter D (cm)</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Thickness t (cm)</td>
<td>0.065</td>
<td>0.065</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Moderator ($\text{H}_2\text{O}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Linear power (W/cm)</td>
<td>160</td>
<td>160</td>
</tr>
</tbody>
</table>
Table A-II Atomic number densities \((\times 10^{24}/\text{cm}^3)\)

<table>
<thead>
<tr>
<th>Fuel</th>
<th>8% Pu fis.</th>
<th>7% Pu fis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-235</td>
<td>6.094x10^{-2}</td>
<td>6.194x10^{-2}</td>
</tr>
<tr>
<td>U-238</td>
<td>2.025x10^{-3}</td>
<td>2.058x10^{-3}</td>
</tr>
<tr>
<td>Pu-239</td>
<td>1.663x10^{-3}</td>
<td>1.897x10^{-3}</td>
</tr>
<tr>
<td>Pu-240</td>
<td>6.872x10^{-4}</td>
<td>6.099x10^{-4}</td>
</tr>
<tr>
<td>Pu-241</td>
<td>2.765x10^{-4}</td>
<td>2.418x10^{-4}</td>
</tr>
<tr>
<td>Pu-242</td>
<td>2.108x10^{-4}</td>
<td>1.844x10^{-4}</td>
</tr>
<tr>
<td>O</td>
<td>4.610x10^{-5}</td>
<td>4.608x10^{-5}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cladding</th>
<th>Stainless steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr (natural)</td>
<td>-</td>
</tr>
<tr>
<td>Fe (natural)</td>
<td>4.811x10^{-4}</td>
</tr>
<tr>
<td>Cr (natural)</td>
<td>1.570x10^{-3}</td>
</tr>
<tr>
<td>Ni (natural)</td>
<td>7.648x10^{-3}</td>
</tr>
<tr>
<td>Mn-55</td>
<td>1.488x10^{-3}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moderator</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
</tr>
<tr>
<td>O</td>
</tr>
</tbody>
</table>

Table A-III Nuclides to calculate one- and three-group cross sections and/or reaction rates

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fission</td>
<td>Mo-95, Tc-99, Ru-101, Rh-103, Pd-105, Pd-107, Pd-108, Ag-109, Xe-131, Xe-135, Cs-133, Cs-135, Sm-143, Sm-145, Sm-149, Sm-150, Sm-151, Sm-152, Eu-153, Eu-154, Eu-155</td>
</tr>
<tr>
<td>Product</td>
<td>Nd-143, Nd-148, Pm-147, Sm-147, Sm-149, Sm-150, Sm-151, Sm-152, Eu-153, Eu-154, Eu-155</td>
</tr>
</tbody>
</table>

Table A-IV Three-group energy structure

<table>
<thead>
<tr>
<th>energy range</th>
<th>fast</th>
<th>resonance</th>
<th>thermal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 MeV</td>
<td>9.118 keV</td>
<td>4 eV</td>
</tr>
</tbody>
</table>

Void reactivity

Further calculations should be performed for each cell in moderator voidage state at several burnup stages of the burnup calculations. Following results are needed:

<< k« and reaction rates >>
k« and reaction rates when void fractions of moderator are changed from 0% to 45%, 90% and 99% at the burnup of 0, 30 and 50 GWD/t.

In these calculations, density of moderator should be reduced to 55%, 10% and 1% according to the void fraction. The one- and three-group fractional reaction rates should be calculated for the fuel isotopes and the total F.P.
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Abstract
Shapes of the fission cross-sections of $^{235}$U, $^{239}$Pu and $^{241}$Pu were measured in the thermal and sub-thermal neutron energy regions, down to 2 meV, at the Geel linear electron accelerator, making use of a liquid nitrogen cooled methane moderator. For $^{235}$U also a relative fission cross-section measurement was done at the Very Cold Neutron Source of the ILL at Grenoble. Preliminary results of these measurements are reported, and Westcott gg-factors based on these results are calculated.

Recent evaluations of the thermal parameters for $^{235}$U, $^{239}$U, $^{239}$Pu and $^{241}$Pu and the fission neutron yield of $^{235}$CF are briefly commented, and the difference between evaluation results with and without Maxwellian data discussed.

1. INTRODUCTION
Measurements of neutron cross-sections of the common fissile nuclides in the thermal and subthermal energy regions have been extremely scarce in the period after 1975. Some evaluation effort on the thermal constants of $^{235}$U, $^{239}$U, $^{239}$Pu and $^{241}$Pu and the fission neutron yield of $^{235}$CF continued at Brookhaven National Laboratory (BNL) by Stehn, Divadenam and Holden[15] and at the Central Bureau for Nuclear Measurements (CBNM), Geel by Axton[16]. These evaluations will be briefly discussed and some comments on the difference between the Maxwellian average and differential data sets will be given.

At the International Conference on Nuclear Data for Science and Technology at Antwerp in 1982 Bouchard, Golinelli and Tellier[17] drew the attention to a discrepancy existing between the calculated temperature coefficient of reactivity for light water reactors and measured values obtained in integral experiments. Santamarina et al.[18] proposed that the energy dependence of certain differential nuclear data in the subthermal neutron energy region be modified with respect to the evaluated Data File ENDF/B-5 within their experimental uncertainties, in order to remove this discrepancy. The quantities concerned are the fission cross-section, $\sigma_f$, and the number of fission neutrons emitted per neutron absorbed, $\eta$, of $^{235}$U as well as the capture cross-section, $\sigma_c$, of $^{235}$U. In this respect, the shapes of the cross-sections and not the absolute values were considered responsible. As a consequence it was requested by French and British reactor physicists (NEANDC/NEA/High Priority Request List) to reexamine these quantities.

In order to perform these measurements under reliable experimental conditions, a liquid nitrogen (77K) cooled methane moderator has been installed at the Geel electron linear accelerator (GELINA), which yields about five times more neutrons below 20 meV than with the usual water-beryllium moderator at room temperature. In these experimental conditions the measurements were performed of 1) the shapes of the fission cross-sections of $^{235}$U, $^{239}$Pu and $^{241}$Pu, also with the goal of obtaining values for the Westcott gg-factors; 2) the capture cross-section of $^{238}$U and 3) the number of fission neutrons emitted per neutron absorbed in $^{235}$U, all in the energy range from about 2 meV up to 100 meV.

The results of the fission cross-section shape measurements will be reported and discussed and a short account will be given of the preliminary results obtained for the capture cross-section of $^{235}$U.

The preliminary results of $\eta$ of $^{235}$U for subthermal energies, as measured at the Geel-Linac, will be reported separately at the meeting, by H. Weigmann.

The measurements of $\sigma_f$ of $^{235}$U will be completed by measurements at the Very Cold Neutron Source of the Institut Laue-Langevin (ILL) at Grenoble, and first results will be reported here. The measurements of $\eta$ will also be repeated at ILL, Grenoble, with the use of a pulsed monoenergetic neutron beam, enabling a much more reliable background subtraction.

2. LOW ENERGY FISSION CROSS-SECTION SHAPE MEASUREMENTS
2.1. Measurement of the shape of the fission cross-section of $^{235}$U.

Preliminary results of first measuring campaign at GELINA were reported by Wagemans and Deruytter[8] at the Santa Fé Conference on Nuclear Data for Peace and Applied Science. These measurements were performed at a well-collimated 8.2 m flight-path of GELINA. The accelerator was operated at a 40 Hz repetition frequency with 2\mu burst widths and with an average electron current of 15 \muA. Until now three measuring campaigns have been performed. In the first two campaigns, a 25 \mu cm$^{-2}$LiF layer and in the third one an 8 \mu cm$^{-2}$LiF layer were used for the neutron flux determination in a back-to-back arrangement with a 53 \mu cm$^{-2}$UF$_4$ layer for the fission detection, mounted in the centre of a vacuum chamber with 50 cm diameter. The Li(n,a)${\alpha}$t, respectively B(n,a)${\alpha}$Li reaction particles and the fission fragments were detected in a low geometry with two 20 cm$^{-2}$ large surface barrier detectors placed outside the neutron beam. The neutron energy scale in the meV-region was verified by means of the prominent Bragg-reflection cuts at 5.24 and 6.84 meV in the Be transmission spectrum. The background was determined using the black resonances of Cd, Rh, Au and W. The background due to neutrons from overlapping bursts was checked by operating GELINA at 20 Hz. In Fig. 1 the $^{235}$U(n,f) and the Li(n,a)${\alpha}$t counting-rate spectra are shown with the corresponding background curve (lower full lines), obtained via a polynomial fit through the (normalized) black resonance counting-rates. The ratio of the
background-corrected fission and \((\alpha + \text{t})\) respectively \((\alpha + \text{t})\) counting rates, yields under the assumption of a \(1/\nu\) dependence for the two standard reaction cross-sections the \(\sigma_{\text{f}}(\nu, E)\) shape for the \(^{235}\text{U}(n, f)\) reaction. Results from the three campaigns were normalized to the \(\sigma_{\text{f}}^\text{0}\) value proposed for ENDF/B-6 equal to \(584.25\) (\(\pm 0.19\)) (9) and averaged. In Fig. 2 these data are shown together with the ENDF/B-5 curve in the energy range 2 meV to 1 eV. An exploded view of the low energy part from 2 to 100 meV is shown in Fig. 3. Within the experimental error the experimental data and the evaluated file agree. Below 10 meV the experimental data are somewhat lower, but the deviation is smaller than reported in (8). Also the value of

\[
\int_{7.8\text{eV}}^{11\text{eV}} \sigma_{\text{f}}(E)\,dE = 243 \pm 4 \text{ b.eV},
\]

calculated from the present \(\sigma_{\text{f}}(E)\) data agrees with the value of this integral recommended for use with ENDF/B-5, which has a value of \(246.5 \pm 1 \text{ b.eV}\), which gives a control of the normalization of the data. The \(\sigma_{\text{f}}(E)\) values reported here are in very good agreement in the overlapping energy region with the results of Gwin et al. (10)

Okazaki and Jones (11) reported at the Santa Fé Conference on Nuclear Data that integral or effective cross-section measurements in well thermalized neutron spectra of different neutron temperatures indicate that the ENDF/B-5 shape describes the fission cross-section shape for \(^{235}\text{U}\) adequately.

We then measured the shape of the \(^{235}\text{U}(n, f)\) cross-section at very low energies at the Very Cold Neutron Source of the Institut Laue-Langevin at Grenoble. For this purpose a slow chopper (operated at 300 and 600 rotations per minute) has been installed at the end of the 'very cold' neutron guide. A 3 \(\mu\text{g/cm}^2\) \(^6\text{LiF}\) layer and an 11 \(\mu\text{g/cm}^2\) \(^{235}\text{UF}_4\) layer were mounted back to back in a vacuum chamber at a distance of 58.1 cm from the chopper. The \(^{235}\text{U}(n, f)\)-fragments and the \(^6\text{Li} (\alpha, \text{t})\)-particles were detected in a low geometry with 30 cm\(^2\) surface barrier detectors. The \(^6\text{Li} (\alpha, \text{t})\)
counting rate as function of neutron energy is shown in Fig. 4. From the 
$^{235}\text{U}(\text{n},\text{f})$ and the corresponding $^6\text{Li}(\text{n},\alpha)t$ counting-rates, $K_0\nu E$ was
calculated, again adopting a $1/\nu$-behaviour of the $^6\text{Li}(\text{n},\alpha)$ cross-section.
These results are also shown in Fig. 4. Within the precision, these
results do not show a significant deviation of the $^{235}\text{U}$ fission cross-
section from a $1/\nu$ shape. So it is believed that a $1/\nu$-extrapolation of
$\rho_1$ to zero energy (below 2 meV) is justified.

The measured neutron flux spectrum at the Very Cold Neutron
Source of ILL. Dots give value of $K\nu E$ (relative units)
for $^{235}\text{U}$, in the neutron energy range from 6 $\mu$eV up to 60 $\mu$eV.

![Fig. 4.](image)

2.2. Measurements of the shape of the fission cross-section of $^{239}\text{Pu}$.
Similar measurements were performed at GELINA for the fission
cross-section of $^{239}\text{Pu}$ in the low energy region, where a $^{239}\text{PuF}_3$ target of
30 $\mu$g/cm$^2$ thickness was used in back-to-back geometry with the same
25 $\mu$g/cm$^2$ $^6\text{LiF}$ target. Linac parameters were identical. The quality of the
$^6\text{Li}(\text{n},\alpha)t$ and $^{239}\text{Pu}(\text{n},\text{f})$ reaction particle spectra is illustrated in
Fig. 5. The respective counting-rates are treated in the same way as for
$^{235}\text{U}$ and result in $\nu E$ values as a function of neutron energy. The
results in the neutron energy range from 2 meV up to 1 eV are shown in
Fig. 6 and an exploded view of the low energy part from 2 meV to 100 meV
in Fig. 7. The curve is normalized to the $\sigma_f$ value suggested for use
with ENDF/B-6, i.e. 748.0 barn ($\pm 0.25\%$).

![Fig. 5.](image)

2.3. Fission cross-section shape for $^{235}\text{U}$
The shape of the fission cross-section neutron energy dependence
was measured again in the same experimental conditions. For the fission
detection a $^{233}\text{UF}_4$-layer with thickness 40 $\mu$g/cm$^2$ was used. The 25 $\mu$g/cm$^2$
$^6\text{LiF}$-layer was used for the neutron flux determination. After identical
treatment of the data as described above for $^{235}\text{U}$, and normalisation to the
$\sigma_f$ value suggested for use with ENDF/B-6, i.e. 531.14 barn ($\pm 0.25\%$), the
$\nu E$ values in the neutron energy range 2 meV to 1 eV are obtained and
plotted on Fig. 8.
Two measurement campaigns were performed until now for the determination of the shape of the $^{238}$U capture cross-section in the subthermal and thermal neutron energy range at CELINA. The Linac parameters were the same as for the fission cross-section shape measurements, and the flight distance to the capture sample was 8.68 m.

In the first campaign a foil of 13.78 g of highly enriched (99.999% $^{238}$U) uranium metal was used. The sample surrounded by a 6 mm thick metallic Li sleeve was viewed by four C6D6 liquid scintillators housed in a large shielding facility with walls made of 14 cm lead and 25 cm borated wax. Best signal-to-background conditions were obtained by counting coincidences between pulses from any two detectors.

The time-dependent background was measured by replacing the sample by an equivalent graphite scatterer. The neutron flux at the position of the uranium sample was measured in a separate run by replacing the $^{238}$U with a 0.6 mm thick $^{6}$B slab and recording the 480 keV $\gamma$-rays with the same detectors. The constancy of the flux during the various runs was checked by a double gridded ionization chamber placed in the beam before the shielding and loaded with back-to-back deposits of $^{10}$B of 5 $\mu$g/cm$^2$ thickness.

In the second measurement campaign the metallic sample was replaced by a 60 g sample of UO$_2$ enriched to 99.999% $^{238}$U. This material was measured immediately after a chemical purification carried out by the CBNM Sample Preparation Group, so that the amounts of radioactive decay products, in particular the thorium, were strongly reduced with respect to
In the secular equilibrium case, as a consequence, the constant background due to sample activity decreased accordingly as compared with the first campaign. However, this was partly compensated by an increase of the energy dependent background caused by multiple scattering from the oxide sample, and the neutron capture in the aluminium container.

The results of the two campaigns were in reasonable agreement. The present preliminary results for the uranium-oxide sample are shown in Fig. 9, for the energy range 2 meV to 0.1 eV. The present data agree with a flat energy dependence of \( \sigma_v \sqrt{E} \), meaning a \( 1/v \)-dependence (ENDF/B 5) and not with the shape suggested by Santamarina et al. (6).

The dependence of the measured fission cross sections on neutron energy can be used to calculate Westcott gf factors, which can be compared with existing evaluated values.

Westcott (14) defined the effective cross-section \( \delta(T) \) for neutrons having a pure Maxwellian energy distribution with absolute temperature \( T \) as the product of the cross-section at thermal energy \( \sigma_0 \) and the so-called g-factor:

\[
\delta(T) = \sigma_0 g(T)
\]

This g-factor is a function of temperature and may be calculated from the cross-section curve \( \sigma(E) \) in the low energy region via the following expression:

\[
g(T) = \frac{1}{\sigma_0 \sqrt{E}} \int_0^\infty \sigma(E) \sqrt{E} n(E) dE
\]

with

\[
n(E) = \frac{2nE}{(nkT)^2} \exp[-E/kT]
\]

\[
\int_0^\infty n(E) dE = 1
\]

\( k \) being the Boltzmann constant, \( E_0 = 0.025298 \) eV and \( T \) the absolute temperature.

In the case of a fission reaction at room temperature \( (T = 293.60 \text{ K}) \) the Westcott gf factor is then given by

\[
g_f = \frac{2}{\sigma_0 \sqrt{E_0 (293.6 \text{ K})}} \exp[-E_0/293.6k] \cdot \sigma_f(E) dE
\]

This \( g_f \) factor is important for the physics of thermal reactors and especially important for the interpretation of measurements done with neutrons having a Maxwellian energy distribution or with a reactor spectrum with a similar shape. The value of \( g_f \) is determined by the shape of \( \sigma_f(E) \) below 1 eV. The \( g_f \) data below 20 meV even contribute with about 30% to the total \( g_f \) value. As the available differential data in the neutron energy region \( 0 \leq E_n \leq 20 \text{ meV} \) are scarce and sometimes disreputable, better data in this low energy region will improve the accuracy of the \( g_f \) factor.

New \( g_f \)-calculations were done, making only use of the present fission cross-section results for \( ^{233}U, ^{237}U \) and \( ^{239}Pu \) in the energy region \( 2 \text{ meV} \leq E_n \leq 1 \text{ eV} \), discussed above. In these calculations, the extrapolated part (\( 0 \leq E_n \leq 2 \text{ meV} \)) contributed only with about 1.5% to the \( g_f \) value. The measurement of the fission cross-section shape for \( ^{241}Pu \) in the same neutron energy region is planned, but in the meantime we refer to the value for \( g_f \) for \( ^{239}Pu \) of \( 1.046 \pm 0.004 \) reported by Wangmans and Deruytter (13).

The resulting values for \( g_f \) at \( T = 20 - 344^\circ \text{C} \) are given in Table 1. They are compared with the proposed values for ENDF/B6 (9) and the results of recent evaluations by Axton (4) and by Divadeenam and Stehn (2) and the values of evaluations quoted in (2).

5. THERMAL CONSTANTS OF \( ^{233}U, ^{235}U, ^{239}Pu \) AND \( ^{241}Pu \)

In recent years two evaluations of the thermal constants of \( ^{233}U, ^{237}U, ^{239}Pu \) and \( ^{241}Pu \) and the fission yield of \( ^{252}Cf \) were performed. The first one by Divadeenam and Stehn (2), used all available information up to 1983, and employed a least-squares fitting programme LSF, to obtain a best overall fit and provide an estimate of the sensitivity of the parameters to the quoted uncertainties in experimental data. The second one was done
by Axton(4), who performed a similar evaluation, but used for the first time, a full covariance matrix to describe the uncertainties in the input data.

Divadeenam and Stehn concluded that their recommended set of fissile thermal parameters now constitute a self-consistent set and that problems encountered in earlier evaluations were not significant in casting any doubt on the consistency of certain types of input data (such as nubar measurements and observations made in pile and Maxwellian spectra) with the main body of input data.

In the evaluation by Axton, the uncertainties in the fitted parameters are slightly larger than those of Divadeenam due to the inclusion of more correlations (cfr. Tables 2 and 3). The correlations in the uncertainties of the fitted values are significantly greater in the case of Axton's results, e.g. for each nuclide the average correlation between \( \sigma_b \) and \( \sigma_f \) is 86% and between \( \sigma_b \) and \( \alpha \) even 95%. It is believed that the inclusion of the input covariance matrix places the estimates of the output uncertainties on a more realistic basis. Also Axton concludes that the complete set of data is internally consistent. It has a \( \chi^2 \) value of 103 for 129 degrees of freedom. Among the weighted residuals, which are calculated from the fit to all data used, only 35 have an absolute value greater than unity, compared with an expectation figure of 53. There is no weighted residual with an absolute value greater than 2, whereas between 7 and 8 would be expected. It can be concluded that the uncertainties of the input data have not been underestimated.

Axton also performed an evaluation excluding Maxwellian data (cfr. Table 4). Differences occur, e.g. the ~9% difference in \( \sigma_b \) and \( \alpha \) for \( ^{233}U \), a much smaller (~2%) difference in \( \sigma_b \) and \( \alpha \) for \( ^{235}U \), and a 2.5 b difference in \( \sigma_f \) for \( ^{239}U \). However, these differences must not be confused with discrepancies. The distributions of residuals obtained with the complete data set reveals a reasonably normal distribution (see above) and the above differences should not be regarded as discrepancies. Likewise the difference between some \( \gamma \) measurements for \( ^{235}U \) cannot be regarded as discrepancies. It follows naturally from the assumption of a normal distribution of input uncertainties. One could say that the agreement between important subsets of the data is at the 0.5% level, whereas internal consistency of the subsets would be 0.2%. In the present situation of the data set and evaluation any individual effort (measurement) is only likely to create an additional value with no sizeable influence on the present accuracy unless a new revolutionary

### Table 1. Westcott g-factors at \( t = 20.44^\circ \text{C} \)

<table>
<thead>
<tr>
<th>Reference</th>
<th>( m_U )</th>
<th>( m_N )</th>
<th>( m_{Nu} )</th>
<th>( m_{Pu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanna (1965)</td>
<td>0.9950</td>
<td>0.9766</td>
<td>1.0548</td>
<td>1.0486</td>
</tr>
<tr>
<td>± 0.0021</td>
<td>± 0.0016</td>
<td>± 0.0030</td>
<td>± 0.0053</td>
<td></td>
</tr>
<tr>
<td>Steen (1972)</td>
<td>0.966</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>± 0.0017</td>
<td>± 0.0011</td>
<td>± 0.0015</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Leonard (76/81)</td>
<td>0.9775</td>
<td>1.0355</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>± 0.0011</td>
<td>± 0.0015</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Lemmel (75/82)</td>
<td>0.9675</td>
<td>1.0555</td>
<td>1.0442</td>
<td></td>
</tr>
<tr>
<td>± 0.0017</td>
<td>± 0.0024</td>
<td>± 0.0048</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Divadeenam (1984)</td>
<td>0.9955</td>
<td>1.0558</td>
<td>1.0440</td>
<td></td>
</tr>
<tr>
<td>± 0.0015</td>
<td>± 0.0023</td>
<td>± 0.0049</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Axton (1986)</td>
<td>0.9774</td>
<td>1.0555</td>
<td>1.0445</td>
<td></td>
</tr>
<tr>
<td>± 0.0008</td>
<td>± 0.0002</td>
<td>± 0.0055</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ENDF/B 5</td>
<td>0.9775</td>
<td>1.0582</td>
<td>1.0452</td>
<td></td>
</tr>
<tr>
<td>± 0.0014</td>
<td>± 0.0021</td>
<td>± 0.0053</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Present work</td>
<td>0.976</td>
<td>1.0554</td>
<td>1.0450</td>
<td></td>
</tr>
<tr>
<td>± 0.0002</td>
<td>± 0.0003</td>
<td>± 0.004</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) preliminary result  
b) Ann. Nucl. En. 2 (1975) 511

### Table 2. Least-squares fit of 2200 m s\(^{-1}\) constants (Divadeenam and Stehn, 1984)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>( ^{234}U )</th>
<th>( ^{235}U )</th>
<th>( ^{236}Pu )</th>
<th>( ^{238}Pu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_b )</td>
<td>12.6 ± 0.3</td>
<td>14.0 ± 0.5</td>
<td>7.3 ± 0.4</td>
<td>9.1 ± 1.0</td>
</tr>
<tr>
<td>( \sigma_f )</td>
<td>57.4 ± 1.0</td>
<td>680.9 ± 1.1</td>
<td>1017.3 ± 2.9</td>
<td>1369.4 ± 7.7</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>529.1 ± 1.2</td>
<td>382.6 ± 1.1</td>
<td>788.1 ± 2.0</td>
<td>1011.1 ± 6.2</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>45.5 ± 0.7</td>
<td>98.3 ± 0.8</td>
<td>269.3 ± 2.2</td>
<td>358.2 ± 5.1</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.9956 ± 0.0011</td>
<td>0.9788 ± 0.0008</td>
<td>1.0784 ± 0.0024</td>
<td>1.0042 ± 0.0009</td>
</tr>
<tr>
<td>( \delta_f )</td>
<td>0.9955 ± 0.0015</td>
<td>0.9761 ± 0.0012</td>
<td>1.0558 ± 0.0023</td>
<td>1.0440 ± 0.0049</td>
</tr>
<tr>
<td>( \eta )</td>
<td>2.2957 ± 0.0040</td>
<td>2.0751 ± 0.0033</td>
<td>2.1153 ± 0.0052</td>
<td>2.1658 ± 0.0080</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.0861 ± 0.0015</td>
<td>0.1687 ± 0.0015</td>
<td>0.3600 ± 0.0032</td>
<td>0.3943 ± 0.0057</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.9718 ± 0.0039</td>
<td>0.9251 ± 0.0034</td>
<td>0.8768 ± 0.0057</td>
<td>0.9239 ± 0.0073</td>
</tr>
</tbody>
</table>

\( ^{235}U \) \( \delta_t \) = 3.7675 ± 0.0040; \( t_{1/2} \) (233) = 1.5913 ± 0.0016 \times 10^{5} \text{ years}; \( t_{1/2} \) (234) = 3.7675 ± 0.0010; \( t_{1/2} \) (238) = 0.0050 \times 10^{6} \text{ years}; \( t_{1/2} \) (239) = 2.4101 ± 0.012 \times 10^{4} \text{ years}. 

The uncertainties of the input data. 

Axton also performed an evaluation excluding Maxwellian data (cfr. Table 4). Differences occur, e.g. the ~9% difference in \( \sigma_b \) and \( \alpha \) for \( ^{233}U \), a much smaller (~2%) difference in \( \sigma_b \) and \( \alpha \) for \( ^{235}U \), and a 2.5 b difference in \( \sigma_f \) for \( ^{239}U \). However, these differences must not be confused with discrepancies. The distributions of residuals obtained with the complete data set reveals a reasonably normal distribution (see above) and the above differences should not be regarded as discrepancies.
The value of $X^2$ is 103. There are 167 measurements, and 38 unknown parameters, leading to 129 degrees of freedom.
highly accurate technique is introduced in measurement or analysis. The use of beam-guides, e.g. at the ILL Grenoble reactor could improve substantially the background problems of earlier differential low energy measurements.

Some comments were received by Axton following the publication of his evaluations. It was observed that the higher value for of the 2200 m/s evaluation compared to the complete evaluation was in better agreement with criticality experiments. A careful diagnostic study of the Maxwellian input data revealed that these measurements were reasonably distributed and that there were not one or more highly accurate values that stood out.

Table 5. Preliminary 2200 m/s values for ENDF/B-6 evaluation (1987)

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Parameter</th>
<th>Fitted Value</th>
<th>Uncertainty ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>233U</td>
<td>Ea</td>
<td>0.9996</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Ef</td>
<td>0.9955</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>g_3(b)</td>
<td>12.1309</td>
<td>5.48</td>
</tr>
<tr>
<td></td>
<td>g_3(f)</td>
<td>53.1396</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>g_3(c)</td>
<td>45.5096</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>v_c</td>
<td>2.4946</td>
<td>0.16</td>
</tr>
<tr>
<td>235U</td>
<td>Ea</td>
<td>0.9770</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Ef</td>
<td>0.9771</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>g_3(b)</td>
<td>15.4557</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>g_3(f)</td>
<td>584.2522</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>g_3(c)</td>
<td>98.9564</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>v_c</td>
<td>2.4320</td>
<td>0.15</td>
</tr>
<tr>
<td>238Pu</td>
<td>Ea</td>
<td>1.0782</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Ef</td>
<td>1.0563</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>g_3(b)</td>
<td>7.8835</td>
<td>12.30</td>
</tr>
<tr>
<td></td>
<td>g_3(f)</td>
<td>747.9861</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>g_3(c)</td>
<td>271.4266</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>v_c</td>
<td>2.8815</td>
<td>0.18</td>
</tr>
<tr>
<td>241Pu</td>
<td>Ea</td>
<td>1.0410</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>Ef</td>
<td>1.0450</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>g_3(b)</td>
<td>12.1738</td>
<td>21.50</td>
</tr>
<tr>
<td></td>
<td>g_3(f)</td>
<td>1012.6840</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>g_3(c)</td>
<td>361.2900</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>v_c</td>
<td>2.9453</td>
<td>0.20</td>
</tr>
<tr>
<td>252Cf</td>
<td>Ea</td>
<td>3.7676</td>
<td>0.13</td>
</tr>
</tbody>
</table>

In the standards evaluation for ENDF/B-6 the evaluation of Axton without the use of Maxwellian data was used as input and resulted in the values shown in Table 5, which are suggested as 2200 m/s values for this standards evaluation.
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PRELIMINARY RESULTS ON $\eta$ OF $^{235}U$ FOR SUB-THERMAL NEUTRON ENERGIES
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Abstract

An experiment has been set up to measure the shape of $\eta$, the relative number of fission neutrons emitted per neutron absorbed, for $^{235}U$ in the sub-thermal neutron energy range. A $^{235}U$ sample which is "black" for neutrons in the energy range of interest is exposed to a collimated neutron beam from the cooled moderator of the Geel electron linac, and a liquid scintillation detector with pulse shape discrimination is used for detection of the fission neutrons. The neutron flux is monitored with parallel plate proportional counters loaded with $^{6}Li$ or $^{10}B$ and $^{235}U$. In separate runs the thick $U$ sample is replaced by a thick $^{10}B$ slab used to measure the shape of the neutron flux.

Preliminary results of the experiment are given.

1 INTRODUCTION

A discrepancy is known to exist between the calculated temperature coefficient of reactivity for light water reactors and measured values obtained in integral experiments, which is of the order of 3 to 5 pcm/°C. The commonly accepted goal for the accuracy with which this parameter should be known is 1 pcm/°C (1). It has therefore been proposed by Santamarina et al. (2) that the energy dependence of certain differential nuclear data in the sub-thermal neutron energy region be modified with respect to ENDF/B-V within their experimental uncertainties, in order to remove most of this discrepancy.

One of the data sets thus modified is $\eta$, the number of fission neutron emitted per neutron absorbed, of $^{235}U$. In fact, there are very few direct measurements of this quantity in the sub-thermal range, the most extensive data set being the one of Palevsky et al. (3) from 1956. An experiment has therefore been set up at the Geel electron linac to measure the energy dependence of $\eta$ of $^{235}U$ in the sub-thermal neutron energy region.

2. EXPERIMENTAL METHOD

The principle method to measure the energy dependence of $\eta$ is simple: A "black" $^{235}U$ sample which is sufficiently thick to absorb all neutrons with energies of interest, is exposed to a neutron beam, and the relative number of fission neutrons emerging from this sample is measured together with the flux of incoming neutrons.
The liquid methane moderator of the Geel electron linac was used as a white source of sub-thermal neutrons. A beam of neutrons from this source is defined by a 3.5 m long collimation system and passes first through two parallel plate proportional counters (PPP) used to monitor the shape of the neutron flux. In a first series of measurements, the first PPP was loaded with a 152 µg/cm² 6LiF (95.6% 6Li) evaporated onto an 100 µm thick Al backing. In a second run, a 3.6 µg/cm² 10B layer (90% 10B), evaporated onto an identical backing, was used instead. In both runs, the second PPP was loaded with 279 µg/cm² 235U (97% 235U), evaporated onto a gold coated mylar foil of 3.5 µm thickness. Both fission fragments were detected in coincidence in two separate halves of the PPP.

About 80 cm downstream from the flux monitors, the neutron beam hits a "black" metallic U sample. The transmission of the 4.59 g/cm² thick sample is almost zero for neutron energies below 0.1 eV. Fission neutrons emerging from this sample are detected by a 5 cm 0 and 5 cm thick NE213 liquid scintillation detector. Pulse shape discrimination (PSD) is used to distinguish fission neutrons from γ-rays. The energy of the neutron which initiated a fission event is determined from its time-of-flight along the 8.8 m flight path from the moderator to the 235U sample.

The shape of the neutron flux at the position of the black U sample will not be the same as at the position of the flux monitors because of two reasons: Depending on neutron energy, a different fraction of the neutron beam is scattered in the exit window of the PPP and in the about 70 cm of air in between the PPP and the black U sample. Moreover, both detectors may view slightly different parts of the moderator which may yield neutrons with different flux shapes. Therefore, the actual measurement of the neutron flux shape is done by replacing the black U sample by a 0.11 g/cm² thick Al slab. Since also then the energy range of interest, the shape of the neutron flux is directly obtained from the yield of 480 keV γ-rays from the 10B(n,α)7Li* reaction. These γ-rays have been detected with the same liquid scintillation detector used also for the fission neutron detection in part of the measurements, or with a hydrogen free CF6 liquid scintillation detector in another part. The PPP flux monitors are used only to record possible changes of the neutron flux shape between the fission measurements with the black U sample and the flux measurements with the 10B slab.

Both detectors (the two PPP flux monitors and the liquid scintillator detector) are fed into a time-to-digital converter (TDC) and a routeing unit. In case of the measurement with the black U sample, only signals from the NE213 liquid scintillator which have been identified as "neutron" by the PSD circuit, are accepted. From the output of the TDC and the routeing unit, three 4k time-of-flight spectra are constructed in a Nuclear Data ND6600 analyser. A fourth 4k spectrum is also constructed from signals fed into the TDC and the routeing unit from a random pulse generator. This spectrum checks the dead-time of the analyser as a function of time-of-flight. No analyser dead-time effects of more than 0.2% have been recorded in the final measurements.

Apart from the analyser dead-time, the dead-time of the PSD circuit has to be considered. Every signal which is analysed by the PSD circuit produces a dead-time of this circuit of about 2 µs, also if the event is rejected due to a γ-ray. The rate of γ-rays is rather high, especially at short flight times. The effect of this dead-time as a function of time-of-flight is estimated from spectra obtained from the liquid scintillator detector when all pulses are accepted by the PSD.

Corrections necessary due to the PSD dead-time are smaller than 1% for neutron energies below 0.3 eV, but become considerably larger above that energy. The PSD dead-time is one of the factors limiting the useful energy range in the present experiment.

3 DATA ANALYSIS AND RESULTS

The first step in the analysis of the data is to correct the individual time-of-flight spectra for dead-times as described above and to subtract the backgrounds. The determination of the background presents a major problem in the present experiment. It is discussed in some detail below. Further, the data have to be corrected for incomplete absorption and scattering on the incident slow neutrons in the "black" U sample and in the 10B slab. The multiple scattering of the fission neutrons produced in the "black" U sample, the relative number of secondary fission events induced by these neutrons, and the fraction of all fission neutrons that are detected in the liquid scintillator, must be taken into account. The latter fraction depends on the spatial distribution of primary fission events within the "black" U sample, and thereby on the energy of the incident slow neutrons. Finally, the self-absorption of the 480 keV γ-rays in the 10B slab has to be considered. These corrections have been calculated by approximate analytical expressions as well as by Monte-Carlo techniques.

The energy dependence of η of 235U resulting from the measurements at the Geel linac and including all above-mentioned corrections, is shown in figure 1 together with the "reference shape" as well as the modification proposed by Santamaria et al. The experimental data have been normalized to an average value of 2.075 between 20 and 30 meV neutron energy. An earlier analysis of the present data which seemed to indicate a flat shape below 20 meV did not include the multiple scattering corrections mentioned above in a complete manner.

As shown in figure 1 include both, statistical as well as systematic uncertainties. However, the largest contribution is due to the uncertainties in the determination of backgrounds (at low energies) and in the calculation of the correction factors (at high energies). Thus the data uncertainties are highly correlated.

The main experimental problem with the measurement of η at the linac white neutron source is connected with the determination of the background in the measurement of the fission neutrons. The number of neutrons per time-of-flight interval in the neutron beam at times corresponding to energies above about 20 meV is two orders of magnitude larger than at 2 meV. Essentially each of these neutrons hitting the black U sample produces 2.4 fission neutrons which may be slowed down in the surroundings of the sample and eventually initiate a background fission event in the sample at a later time when the foreground due to a much smaller incident flux is to be measured. A Cd or similar filter may be inserted into the neutron beam for background measurements. However, it will remove not only the foreground but a part of the background source as well. Thus the background determined that way will be too small. The undetected background component (as described, can only be estimated, and it is therefore essential to keep the background as small as possible. The main steps to reach this goal were to insert the black U sample into a cylindrical 9Li sleeve in order to protect it against backscattered neutrons, and to place a 2 cm thick Be filter in the neutron beam which...
Fig. 1. The measured energy dependence of \( \eta \) of \(^{235}\text{U} \) compared to the reference shape (—) and the modification (----) proposed by Santamarina et al.\(^{(1)} \)

reduces the neutron flux above 6.8 meV energy by about a factor of 4 while having only a small effect on the flux at lower energies.

Much better experimental conditions for the measurement of \( \eta \) will be met at a cold neutron guide of the ILL reactor at Grenoble: The flux of subthermal neutrons of interest is much larger, and there are only few neutrons with higher energies which may give rise to backgrounds. Since neutrons with energies above 0.2 eV are practically absent, one is able to use a double chopper installation to produce a pulsed monoenergetic beam, with this most of the background due to backscattered neutrons will be separated in time from the foreground and can thus be easily subtracted.

The aim of the planned experiment at ILL is:
- to check the results obtained at the Geel linac for possible undetected systematic errors in the background treatment, and
- to reduce the systematic uncertainty of the data in the most interesting energy region (below about 20 meV) by a factor of two (for 2 meV < \( E_\text{n} \) < 20 meV) to four (for \( E_\text{n} \) < 2 meV). Such error margins would be sufficiently small that their effect on the precision with which the temperature coefficient can be calculated is in accord with the required 1 pcm/°C.

REFERENCES

(2) A. Santamarina, C. Golinelli and L. Erradi, ANS Topical Meeting on Reactor physics, Chicago 1984.
DOPPLER BROADENING EFFECTS IN LOW ENERGY RESONANCES
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Abstract

The gas model of Doppler broadening is used both when resonance parameters are extracted from measurements of nuclear data and when these parameters are converted to the cross-sections needed for reactor calculations. A brief review is made of the available information on the adequacy of the gas model for low energy resonances (<10 eV), as these are particularly significant for thermal reactors. It is found that the gas model with an effective temperature is not always an adequate prescription.

1. INTRODUCTION

The nuclear data in the resolved resonance range which are used for reactor calculations are based on cross-sections calculated from resonance parameters. In the calculations to convert the parameters to cross-sections the gas model of Doppler broadening is invariably used. (The same model is also used to extract the parameters from measured nuclear data (i.e. transmission, capture, fission, scattering and self-indication data).) This short paper makes some comments on the adequacy of the model for the low energy range which is important for thermal reactor calculations.

2. DOPPLER BROADENING

In the interaction of neutrons with nuclei the shape of a resonance in a cross-section is affected by the thermal motion of the nuclei. The resultant broadening of the resonances, which is known as Doppler broadening, increases with temperature and is important in reactor calculations because for thick samples of materials it results in reaction rates being temperature dependent.

Doppler broadening is a subject that has been considered widely in the literature. Bethe and Placzek [1] first called attention to Doppler broadening and developed a theory assuming the thermal motion of target nuclei to be that of an ideal gas. Lamb [2] refined the theory to include the effects of nuclei bound in a crystal lattice. He demonstrated that for sufficiently weak binding the resonance shape is the same as that obtained for an ideal gas but the temperature used in the calculation is not the real temperature \( T \) but an effective temperature \( T_{\text{eff}} \). The theory was extended to arbitrary materials by Nelkin and Parks [3] who showed that Lamb's gas model is applicable if either the binding effect is "weak" or the nuclear recoil energy is large. On the assumption that the crystal may be treated as a Debye continuum Lamb showed that \( T_{\text{eff}} \) is related to the thermodynamic temperature \( T \) and the Debye temperature \( \Theta_D \) by the equation

\[
T_{\text{eff}} = \frac{3(\Theta_D / T) + 8 + 3(T / \Theta_D)^3}{(x^2/(e^x-1))} \exp(-(x^2/(e^x-1))) \text{ dx }
\]

(1)

In the "weak binding" limit \((\Gamma + \Delta \approx 2k \Theta_D)\) \( T_{\text{eff}} \) is close to \( T \) (\( \Delta \) is the Doppler width defined below). For medium binding where the atom is more tightly bound \((\Gamma + \Delta \approx \Theta_D)\) fine structure should appear in the broadened resonance shape. In the extreme of strong binding a peak with no Doppler broadening together with a broadened peak at higher energies is expected. When the nuclear recoil energy is large, solid state effects are not expected to be important because the recoiling nucleus breaks free from the lattice.

In the gas model it is assumed that the nuclei have a distribution of velocities in the direction of the neutron beam given by the Maxwell-Boltzmann formula. It can then be shown (see for example Lynn [4]) that the effective cross-section \( \sigma_{\text{eff}} \) is given by

\[
\sigma_{\text{eff}}(E_{\text{lab}}) = \int_{-\infty}^{+\infty} \frac{dE}{E} \exp\left(-\frac{(E-R)^2}{2\Delta^2}ight) \sigma(E_{\text{lab}} - E) \left(\frac{E}{E_{\text{lab}}}\right)^2 \text{ dx}
\]

(2)

where

- \( E_{\text{lab}} \) is the energy of the incident neutron
- \( R = \frac{M + m}{M + m} \)
- \( M = \text{mass of the target nucleus} \)
- \( m = \text{mass of the neutron} \)
- \( k = \text{Boltzmann constant} \)
- \( \Delta = (4RT_{\text{eff}}(M+m))/k \)
- \( \sigma(E_{\text{lab}} - E) \) is the cross-section at energy \( E \) without Doppler broadening.

In thermal reactors the low energy resonances are especially important. Table 1 due to Tellier [5] shows the importance of the low energy resonances in the absorption of neutrons by U-238 in a thermal reactor (U-238 is very important in calculating the neutron balance as ~20% of all neutron absorptions occur in it). Doppler broadening effects are significant for these resonances as the effective capture resonance integral between 2.76 eV and 37 keV increases by ~10% when the temperature changes from 20 to 700°C [5]. Since the gas model is invariably used for the reactor calculations the following questions arise

1. Is the gas model correct for low energy resonances or should it only be applied above a certain energy?
2. If it does apply what values of \( T_{\text{eff}} \) should be used?
Table 1
Absorption rate in the first resonances of U-238 relative to the total resonance absorption

<table>
<thead>
<tr>
<th>Resonance eV</th>
<th>6.67</th>
<th>20.9</th>
<th>36.7</th>
<th>66</th>
<th>80.7</th>
<th>102.6</th>
<th>116.4</th>
<th>189.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption %</td>
<td>27.7</td>
<td>15.2</td>
<td>11.9</td>
<td>5.2</td>
<td>2.8</td>
<td>6.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For U-238 the first (6.67 eV) and possibly the second (20.9 eV) resonances do not meet the "weak binding" limit and it is not surprising that a number of experimenters have found that transmission (total cross-section) data for the 6.67 eV resonance are not well fitted by the gas model with an effective temperature. Jackson and Lynn [6] found that the observed transmission results were consistent with the gas model for uranium metal samples at 297 and 77 K but were not well fitted for uranium metal at 4 K and U$_2$O$_3$ at 293, 77 and 4 K. Similar inconsistencies have been found for a variety of uranium compounds including UO$_2$ and the gas UF$_6$ by Bowman and Schrack [7] and Meister et al [8].

It would also be expected that the 1.057 eV resonance in Pu-240 and the 0.433 eV resonance in Ta-180 would exhibit solid state effects. Harvey et al [9] measured the transmissions of a Pu-Al alloy containing 0.726% of Pu-240 and a rolled Ta metal sample but no evidence of solid state effects was observed. Fig. 1 shows the observed transmission of Pu-240 with calculated curves obtained using the gas model of Doppler broadening based on a Debye temperature of 175 K. There is no evidence of a recoiless peak in either set of data. Though it is not a topic of this paper it is worth noting that Harvey et al observed much structure in the total cross-section of many different materials in the thermal energy range. This of course depends on the sample orientation but structure in this energy range is not normally taken into account in reactor calculations. An example of the observed structure is shown in Fig. 2 where data for a rolled Ta sample are displayed.

The above results on the gas model may at first sight appear to be contradictory as the gas model works for some materials and not for others. The qualitative explanation is that the detailed broadening function in the few eV energy range varies from compound to compound depending on the detailed properties of the matrix containing the isotope being investigated. In consequence in some cases the gas model with an effective temperature appears to be satisfactory while in others it is not. Obtaining the effective temperature from the Debye temperature is a poor approximation particularly for compounds because the phonon frequency spectra will be element dependent. In consequence for example for UO$_2$ the Debye temperature obtained from specific heat data gives information on the "average atom" in UO$_2$ rather than on the uranium.

![Transmission of the 240Pu sample at 95 K (top), transmission at 293 K (bottom) and ratio (middle). The statistical uncertainties in the region of the resonance are 0.2% for the transmissions and 0.3% for the ratio.](image_url)
It has been shown above that the gas model with an effective temperature is not always satisfactory at low neutron energies but does it apply at higher energies? In addition is the Gaussian shape of the broadening function (see equation 2) correct? These points can be examined by investigating the shape of resonances observed in high resolution experiments.

Through resonances have been analysed on thousands of occasions, the number of analyses that have specifically checked the adequacy of the Doppler broadening formalism is really very small (because (1) most analyses use the area method, (2) the Doppler width is often obtained in the analyses because it cannot be obtained accurately from other data and (3) the experimental conditions do not enable the formalism to be checked). One experiment due to Haste and Sowerby [10] is particularly important because it was made on $^{238}$U at room temperature and above. They measured the neutron transmission of $^{235}$U and determined the temperature of the samples by fitting the shape of the resonances. Table 2 gives the results obtained; the effective temperature was related to the absolute temperature by using the relationship derived by Butland [11] (see equation (3) below). Fig. 3 shows some shape fits to the 80.8 eV resonance at different temperatures. At both temperatures the figures obtained are internally consistent from resonance to resonance. The agreement between the fitted and measured temperatures is good at 1800K but only fair at 1100K. (The slight difference at the lower temperature was possibly due to a deposit on the viewing window or to a systematic error in the measuring instrument (optical pyrometer) which was working near the bottom of its usable range). However, the generally good agreement indicates that the gas model of Doppler broadening combined with the multilevel $R$-matrix description of the cross-sections provides a good description of the cross-section close to the resonances at elevated temperatures for solid $^{235}$U. However, on the resonance wings the situation may not be so good as Haste and Sowerby have investigated Doppler broadened transmission data and therefore did not test the adequacy of the gas model on the wings of the broadening function. To do this the resonance shapes of measured capture cross-section data need to be investigated as a function of temperature under conditions where the Doppler width dominates over the resolution and resonance widths. This has not specifically been done but the analysis of Moxon [12] for room temperature Fe capture data can be used to give some confidence in the wings of the function. Fig. 4 shows a comparison of the measured and calculated capture yields for the 1.15 keV Fe-56 resonance and it can be seen that there are no significant errors in the wings of the broadening function. Further work needs to be done on this topic.

Another type of experiment has thrown some doubt about the adequacy of the gas model when uranium is melted. Brugger and Aminfar [13] measured the effective average total cross-sections (EATCS) for samples of various thicknesses of U-238 in the chemical forms of solid metal, liquid metal, $^{235}$U, $^{235}$U$_2$ and UC for beams of filtered neutrons with bands of energies about 2, 24 and 144 keV. In the context of this note the results shown in Fig. 5 are most important. It can be seen that there is a step in EATCS when uranium metal is melted and this cannot be explained by the gas model of Doppler broadening. (Brugger and Aminfar introduce an effective mass $M_{eff}$ to obtain agreement but the value of 100-150 amu is not physical.) As a similar step was also observed when Sn was melted [14] it is clear that further measurements to investigate the effect are highly desirable as the results may be the manifestation of some effect which is not currently taken into account.

**Table 2**

<table>
<thead>
<tr>
<th>$E_R$ (eV)</th>
<th>$\Gamma_R$ (meV)</th>
<th>$\Gamma_T$ (meV)</th>
<th>Fitted temperature [K] (nominal)</th>
<th>Fitted temperature [K] (nominal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(from uranium dioxide measurements)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.8711 (0.0064)</td>
<td>10.17 (0.10)</td>
<td>22.44 (0.43)</td>
<td>1121 (59)</td>
<td>1792 (169)</td>
</tr>
<tr>
<td>66.0556 (0.0177)</td>
<td>25.64 (0.66)</td>
<td>23.46 (0.87)</td>
<td>1130 (22)</td>
<td>1785 (66)</td>
</tr>
<tr>
<td>80.7616 (0.0048)</td>
<td>1.784 (0.059)</td>
<td>24 (assumed)</td>
<td>1121 (59)</td>
<td>1785 (89)</td>
</tr>
<tr>
<td>89.218 (0.046)</td>
<td>0.0847 (0.0051)</td>
<td></td>
<td>1127 (84)</td>
<td>1807 (153)</td>
</tr>
</tbody>
</table>

| Weighted mean (effective temperature) | 1128 (19) | 1788 (48) |
| Absolute temperature from shape fitting | 1125 (19) | 1786 (48) |
| Mean pyrometer reading | 1096 (9) | 1792 (12) |
FIG. 3.

Shape fits to the 80 eV resonance for the 10 mm data at three different temperatures: (a), $T=1785 \pm 89$ K; (b), $T=1135 \pm 26$ K; (c), $T=293$ K. $E=80,762 \pm 0.002$ eV; $\Gamma=1.794 \pm 0.058$ eV; $\Gamma_y=24$ meV. Sample thickness (cold) = 0.0238 atoms barn. $\times$, observed. $O$, calculated.

FIG. 4.

Least squares fit to the neutron capture yield in the energy region of the 1.15 keV resonance of $^{36}$Fe. The derived parameters are:

- $E_R = 1148.812 \pm 0.010$ eV
- $\Gamma_n = (56.64 \pm 0.13) \times 10^{-3}$ eV (6864 $\pm 0.13$ $eV$
- $\Gamma_y = (0.5676 \pm 0.0070) \times 9$ eV (5676 $\pm 0.0070$ eV
- Background adjustment $= (-5.22 \pm 0.95) \times 10^{-5}$
- Effective temperature $= (28.87 \pm 0.34) \times 10^{-3}$ eV

where the errors quoted are obtained only from the fit to the data.

FIG. 5.

The EATCS of $^{238}$U metal for 2keV neutrons. The points $\bullet$ are for $n=0.23$ nuclei/barn, $\square$ are for $n=0.059$ nuclei/barn and $\triangle$ are for $n=0.022$ nuclei/barn. The lines are from U3R calculations where $\triangle$ is for $\rho_{eff}=238$amu, $\square$ is for $\rho_{eff}=150$amu and $\bullet$ is for $\rho_{eff}=100$amu. The vertical dashed line is the melting point of U metal.
Though the gas model with an effective temperature is not particularly well validated experimentally and further work needs to be done, it appears reasonably satisfactory with some reservations above the few eV energy range. The selection of the effective temperature is a problem particularly for compounds though at the operating temperatures in power reactors \( T_{\text{eff}} \) is closer to the thermodynamic temperature than it is at room temperature. It is usually assumed that in a simple compound such as an oxide (e.g. Fe\( _2O_3 \)) the effective temperature of each constituent element is close to that for the pure element [6]. This is not always quite correct as the effective temperature deduced in Fig. 4 for Fe\( _2O_3 \) is equivalent to a Debye temperature of 320±25 K while the value from the specific heat is 344 K. Moxon [15] has also determined \( T_{\text{eff}} \) by analysis of the 17.6 eV hafnium resonance for metal and oxide (Hf\( _2O_3 \)) samples. The values obtained were 298.2±5.8 and 305.7±11 K respectively so agreement is achieved in this case.

For U\( _2O_3 \) Butland [11] has made a careful analysis of a variety of data and recommends for uranium that

\[
T_{\text{eff}} = T(1 + 3110T^2) \text{ K}
\]  

This formula fits the resonance data of Haste and Bowerby and is equivalent to a Debye temperature of ~260 K. The Debye temperature of U\( _2O_3 \) deduced from X-ray diffraction data is 620 K. In addition Gollimelli et al [16] concluded that using a Debye temperature of 620 K for U\( _2O_3 \) improves the interpretation of thermal reactor Doppler experiments made in MINERVE and Brugger and Aminfar [13] deduced a value of 590 K. (In the case of Brugger and Aminfar a value of \( \Delta_{\text{eff}} \) of 600 (M + m in equation 2) was also deduced and this produces more significant differences [for \( T = 293 \) K \( \Delta = 0.0141 \text{ /E}_{\text{lab}} \) as compared with \( \Delta = 0.0209 \text{ /E}_{\text{lab}} \) for \( T_{\text{eff}} \) from Butland with M = 238]). However, the Doppler effect measurements of Yusada et al [17] do not appear to be consistent with a Debye temperature of 620 K.

In view of these problems and differences it was decided to deduce the effective temperature for uranium metal for the first few resonances in U-238. The transmission data of Olsen et al [18] were therefore analysed with the code REPI [19] and values of the neutron \( (\Gamma_p) \) and capture \( (\Gamma_Y) \) widths and \( T_{\text{eff}} \) obtained. The results are shown in Table 3 and the errors quoted are the values given by the code and do not take full account of systematic errors. It was found in obtaining these results that the fits to the first resonance (6.67 eV) and to a lesser extent to the second resonance were not good (\( \chi^2 \) per degree of freedom high). At higher energies the fits were good and this suggests that solid state effects are affecting the Doppler broadening for the first two resonances. The average value of \( T_{\text{eff}} \) is 305.7±0.6 K which corresponds to a Debye temperature of 284±7 K and is inconsistent with the values obtained from specific heat (180-200 K) and X-ray diffraction (210 K) data. It, however, agrees with the value obtained by Brugger and Aminfar \( (\Theta_D = 260, \Theta_{\text{eff}} = 238) \). For U-238 metal in a liquid form Brugger and Aminfar also obtained \( \Theta_D = 260 \) but with \( \Theta_{\text{eff}} = 100-150 \).

### Table 3

<table>
<thead>
<tr>
<th>Resonance energy (eV)</th>
<th>Capture width ( (\Gamma_p) ) (meV)</th>
<th>Neutron width ( (\Gamma_n) ) (meV)</th>
<th>Effective temperature ( (T_{\text{eff}}) ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.6741</td>
<td>22.997±0.042</td>
<td>1.492±0.0023</td>
<td>26.46±0.065</td>
</tr>
<tr>
<td>8.6735</td>
<td>22.91±0.040</td>
<td>1.258±0.0039</td>
<td>26.32±0.082</td>
</tr>
<tr>
<td>36.6949</td>
<td>23.89±0.048</td>
<td>3.129±0.023</td>
<td>26.11±0.110</td>
</tr>
<tr>
<td>66.0382</td>
<td>23.36±0.121</td>
<td>2.605±0.041</td>
<td>26.58±0.134</td>
</tr>
<tr>
<td>80.7521</td>
<td>24.98±0.577</td>
<td>1.865±0.022</td>
<td>26.10±0.275</td>
</tr>
<tr>
<td>102.5677</td>
<td>23.416±0.195</td>
<td>7.104±0.19</td>
<td>26.21±0.233</td>
</tr>
<tr>
<td>116.9077</td>
<td>22.995±0.261</td>
<td>25.48±0.093</td>
<td>26.13±0.240</td>
</tr>
<tr>
<td>145.6713</td>
<td>19.086±0.58</td>
<td>0.820±0.042</td>
<td>28.18±1.53</td>
</tr>
<tr>
<td>165.3107</td>
<td>25.763±2.9</td>
<td>3.367±0.0075</td>
<td>32.70±1.17</td>
</tr>
<tr>
<td>189.6853</td>
<td>22.378±0.403</td>
<td>173.2±0.39</td>
<td>32.09±0.39</td>
</tr>
<tr>
<td>208.5244</td>
<td>23.937±0.31</td>
<td>51.1±110</td>
<td>25.64±10.31</td>
</tr>
</tbody>
</table>

*The errors are the values given by the code and do not take full account of systematic errors.
3. CONCLUSIONS

A short review has been made on the adequacy of the gas model of Doppler broadening for low energy resonances and the following conclusions drawn:

1. In the energy range below a few eV the gas model of Doppler broadening with an effective temperature is not a reasonable approximation for all materials as solid state effects occur. In particular there is some evidence that it does not apply for UO$_2$.

2. Above the few eV energy range the gas model appears to be a reasonable approximation though there are specific problems such as the change in the effective average total cross-section when uranium is melted and the need to confirm the shape of the broadening function particularly on its wings.

3. The deviation of $T_{\text{eff}}$ for use with the gas model is not well founded as the method based on the Debye temperature appears to be incorrect for some samples and in particular for compounds.

4. For UO$_2$, however, it is clear from measurements of U-238 resonances that the formula of Butland (equation 3) should be used.
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